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Fragmentation of RNA nucleoside uridine, induced by carbon 1s core ionization, has been studied.
The measurements by combined electron and ion spectroscopy have been performed in gas phase
utilizing synchrotron radiation. As uridine is a combination of d-ribose and uracil, which have been
studied earlier with the same method, this study also considers the effect of chemical environment and
the relevant functional groups. Furthermore, since in core ionization the initial core hole is always
highly localized, charge migration prior to fragmentation has been studied here. This study also
demonstrates the destructive nature of core ionization as in most cases the C 1s ionization of uridine
leads to concerted explosions producing only small fragments with masses ≤43 amu. In addition to
fragmentation patterns, we found out that upon evaporation the sugar part of the uridine molecule
attains hexagonal form. C 2015 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4919878]

I. INTRODUCTION

Ionizing radiation often causes irreversible damage when
introduced into living tissue. The most sensitive parts of living
cells are considered to be the DNA and RNA molecules and
although the damage induced by radiation absorption takes
place on the molecular level, it can lead to cell death or inacti-
vation.1 Ionization processes can be divided into valence and
core ionization. Valence ionization dominates in the vacuum
ultraviolet (VUV) range (∼10-100 eV), whereas core ioniza-
tion can only take place when the energy of the ionizing radi-
ation is sufficient (generally >100 eV in lighter elements). In
the case of lighter elements, core ionization is often followed
by Auger decay leading to a doubly charged state.

Ionization-induced fragmentation of different biomole-
cules has been studied quite extensively using various tech-
niques: ion- and electron bombardment,2–6 electrospray ioni-
zation,7,8 and photoionization9–11 to name few. Gas phase
studies have mostly concentrated on small free molecules, due
to the difficulties in introducing larger molecules into the gas
phase intact. These studies are essential if we want to under-
stand the interaction of ionizing radiation and organic mate-
rial on the molecular level. The single-molecule experiments
serve also as benchmark for studies of more complex targets
and help to explain how chemical environment, for example,
influences the fragmentation induced by ionization. Our group
has recently studied several DNA/RNA molecules in terms of
core ionization.12–15 Here, we report a fragmentation study on
a core ionized nucleoside uridine and a combination of uracil
and d-ribose. The applied experimental method is electron en-
ergy resolved photoelectron-photoion-photoion coincidence
(PEPIPICO) spectroscopy,16,17 which also allows the inves-
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tigation of possible ionization site selective fragmentation
effects. Since fragmentation of core ionized uracil and d-ribose
has already been studied,13,15 this study takes a step towards
larger species in order to shed light on the matter of chemical
environment’s possible effects on fragmentation. This study
is also closely related to earlier studies on fragmentation of
uridine, 5-methyluridine and thymidine (a nucleoside formed
of thymine and deoxy-d-ribose).14,18

Uridine is thermally quite unstable, although it can be
introduced into gas phase intact by direct evaporation, great
care must be taken when doing so.18 This is likely one reason
why there are so few publications concerning gas phase uri-
dine. The ones, by Ptasińska et al.19 and Rice et al.20 have uti-
lized inelastic electron scattering (by 70 eV electrons) provid-
ing information about fragmentation following valence ioni-
zation. This is also the case with the study of Levola et al.,18

however they used 10 eV photons instead of electrons. Core
ionization and its implications have thus not been studied so
far. Because core ionization is also exactly what happens in
the case of high energy (keV range) radiation-matter interac-
tions, knowing the core ionization induced processes in free
nucleosides could also give guidance on how the RNA/DNA
strings fragment as a result of high energy radiation absorption
such as medical X-rays.

II. EXPERIMENTAL

The apparatus and method for the present PEPIPICO
measurements have already been described in detail in Ref. 21,
and only a brief summary is given here. The apparatus consists
of a modified Scienta SES-100 electron energy analyzer,22

where the original CCD camera was replaced by a resistive
anode detector (Quantar), and a home-made Wiley-McLaren
type ion time-of-flight spectrometer with a 400 mm long ion
drift tube. The ion spectrometer is equipped with 77 mm
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Hamamatsu MCP detector. The ion detection electronics is
based on a 1 GHz waveform digitizer card (Signatec PDA
1000). For the PEPIPICO measurements, the system is oper-
ated in pulsed extraction field mode and in the present exper-
iment the extraction pulse voltage was ±100 V across the
sample region, with the drift tube held at 465 V. According to
the simulations of the ion TOF spectrometer under the given
settings, ions with energies up to 2 eV have 2π collection
efficiency that starts to gradually decrease at higher energies.
The uridine samples were purchased from Sigma-Aldrich
and all were used “as is” with their stated purities being
99%. The samples were evaporated into the interaction area
using an effusion cell with integrated cooling shroud (MBE
Komponenten NTEZ40 oven). The evaporation temperature
was around 132 ◦C, which is below the thermal degradation
temperature18 and the pressure in the vacuum chamber during
the measurement was ∼2 × 10−7 millibars.

The PEPIPICO data always contain some false coinci-
dences of particles not originating from the same molecule.
The probability of such events was minimized by using low
counting rates (<20 electrons/s). In addition, artificial coin-
cidence events were created during the measurement by a
pulse generator so that two electron-ion-ion coincidence maps
were collected simultaneously—one in coincidence with elec-
trons and one artificially triggered by the pulse generator. The
average number of ions per electron trigger was 0.8 and the
number of ions per artificial trigger 0.2 (including detector
noise counts).

The experiment was performed at beamline I411 at the
MAX-II synchrotron radiation facility (Lund, Sweden).23 Un-
dulator radiation was monochromatized using a modified Zeiss
SX-700 monochromator. The ions were measured in coinci-
dence with the C 1s photoelectrons at photon energy of 325 eV
and using the electron kinetic energy detection window with
range from 28 eV to 37 eV. The pass energy of the electron
spectrometer was 100 eV and the entrance slit of the analyzer
1.6 mm, which corresponds to the energy resolution of about
750 meV. The electron energy scale in the PEPIPICO exper-
iment was calibrated by measuring the CO 1s photoline at
different center energy values of the electron detector keeping
the photon energy at 325 eV. The center energy values were
chosen so that the CO 1s photoline moved across the energy
window by 1 eV steps. Using the measured electron hit coor-
dinate values (x) of the peak maxima, a dispersion curve Ek(x)
was made. The shift correction of the binding energy scale
for the electron spectrum of uridine was done by using the C
1s binding energy of CO.24 The non-coincident photoelectron
spectrum was measured using the constant pass energy mode,
scanning the lens acceleration to cover the desired kinetic
energy range. The slit and pass energy values were the same
as for the coincidence measurements.

III. DISCUSSION

A. Ground state geometry of isolated uridine

Before attempting to disentangle the numerous fragmen-
tation pathways, it is important to define the initial geometry
of the molecule. Core-level photoelectron spectroscopy is suit-

FIG. 1. Conformations of uridine (C9H12N2O6), where the sugar appears in
furanose (a) and pyranose (b) forms.

able tool, as it probes the neutral state geometry of molecules
as well as the changes caused by core ionization.25 Uridine
is traditionally assumed to have a geometry as presented in
Fig. 1(a) and we do not question this if uridine is considered as
a part of a larger system or in condensed phase.26,27 Figure 2
shows the C 1s photoelectron spectrum of uridine measured
with 325 eV photons together with the simulated spectra of
the two geometries of Fig. 1. The spectra exhibit complex,
highly convoluted structure due to the chemical shifts of the
photolines from all together nine carbon atoms in different
neighborhoods. The experimental spectrum was decomposed
into individual peaks using the SPANCF curve-fitting pack-
age.28,29 Reliable results can be obtained only by imposing
strict constraints (i) all the peaks were fitted with a Voigt
profile with equal, but adjustable Gaussian and Lorentzian
width components. The fit resulted in 0.58 eV Gaussian and
0.52 Lorentzian full width at half-maximum (FWHM) values;
(ii) all peaks were constrained to the same intensity, based on
the assumption that the chemical environment does not affect
the photoionization cross sections. The simulated spectra (with
Gaussian and Lorentzian line widths of 0.50 eV) are based on
the calculations described in the next paragraph.

The 1s binding energies of carbon atoms in various posi-
tions in the molecule were assigned to the peaks in the photo-
electron spectrum based on relative molecular orbital ener-
gies calculated in the framework of Restricted Hartree-Fock
theory30 with the 6-311G(d,p) basis set.31 The calculations
were done by using the ab initio quantum chemistry code
GAMESS.32 The assignment of the photolines is approximated
by using Koopman’s theorem where the negative of the eigen-
value of an occupied orbital is equal to the ionization energy.
The used split-valence triple-zeta basis set with added p- and
d-type polarization functions is sufficiently flexible and appro-
priate for acquiring accurate geometries and relative energies
of (at least) core molecular orbitals of the target molecule. The
theoretical values are not absolute. The calculated photolines
are presented in such a way that the C2’s of both Geometries
(a) and (b) of Fig. 1 are set at the same line for verification,
for this reason two different shift values are used for the two
geometries. This, consequently, may give an impression that
C5 would be chemically more shifted than C2. In fact, the
differences between the calculated binding energies of C atoms
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FIG. 2. Simulated spectra of uridine where the sugar is in furanose (a) and
pyranose (b) forms together with the experimental C 1s photoelectron spec-
trum with curve fitting. The red and black bars in the experimental spectrum
correspond to the theoretical assignments of the C 1s energies of individual
carbon atoms of geometries (a) and (b) of Fig. 1, respectively (marked also in
spectra (a) and (b)).

in the Uracil ring connected to the furanose and pyranose forms
of the sugar are quite small—max. 245 meV (for the C2s) and
min. 27 meV (for the C5s). The calculated C 1s photolines for
the furanose geometry (a) of Fig. 1 are marked with red bars
in Fig. 2(c), whereas the black bars correspond to the pyranose
geometry (b) of Fig. 1.

At the high binding energy side, carbon C2 and C4, which
are double-bonded to oxygen and have neighboring nitrogens,
are well represented by the calculation for both geometries. In
general, chemical shifts for the uracil carbons C1-C5 should be
insensitive to the geometry change from furanose to pyranose
form of the sugar, as is indeed shown by the calculations in
Fig. 2. In contrast, the photolines of the sugar carbons C1’-
C5’ are very sensitive to the geometry change, particularly
C4’ showing a change in binding energy of 2.20 eV and C5’
of 0.98 eV—these are the two carbons for which the nearest
neighbors change. Regarding hydrogen bonding, Leulliot et al.
determined that uridine has at least three stable conformers
where the sugar part appears in furanose form and where there
are hydrogen bonds between different hydrogen and oxygen
atoms.33 Our calculations show that the C 1s binding energies
between different conformers are minimal at best and the
effects of the hydrogen bonds are even smaller. The effect of
the sugar moiety on the binding energies of the carbons in
the uracil moiety is, however, noticeable. According to the
results reported by Feyer et al., the binding energies of the
uracil moiety are few tenths of eV lower in uridine compared to
free uracil.34 For those carbons having higher binding energy,

the decrease is smaller compared to those carbons with lower
binding energy. For example, the binding energy difference
in the case of C2 (the carbon with highest binding energy)
is 0.4 eV whereas in the case of C5 (the carbon with lowest
binding energy) the difference is 0.9 eV.

Let us now consider, how the calculation reproduces the
experiment, concentrating on C4’ and C5’. C4’ is assigned, in
the pyranose form (b), to the unresolved low binding energy
structure (see Fig. 2(a)), but in the furanose form to the low
binding energy shoulder of the dominant peak (see Fig. 2(b)).
Moving one peak from the 290 eV structure to the 292 eV
(while keeping equal intensities of peaks), one would not
allow to obtain a good agreement of the fit with experiment.
However, the furanose form (a) would also shift peak C5’ from
the higher binding energy side of the main structure to the
lower one, which would, on the other hand, reduce the intensity
distribution discrepancies. Therefore, it is quite unlikely, that
the molecule is completely in the furanose form. Large fraction
of the molecules have the pyranose structure, but a significant
contribution from the furanose is possible and it would indeed
improve the agreement between the modeled and the experi-
mental spectra. The result is quite significant and is in line with
Ref. 35, which concluded that evaporated sugar molecules are
thermally more stable in the pyranose (hexagonal) form than in
the furanose (pentagonal) form. It seems that the geometrical
rearrangement towards preferable form is to take place even if
a molecule (in this case d-ribose) is a part of a larger system.
Furthermore, as the conformal rearrangement is activated by
thermal energy, the energy required here is below the limit of
thermal degradation.

B. Fragmentation patterns

The C 1s core ionization of uridine leads subsequently to
Auger decay leaving the molecule at a highly unstable doubly
charged state. In the case of uridine, this doubly charged state
relaxes via fragmentation into two momentum-correlated cat-
ions and a number of neutral fragments. This is demonstrated
by the PEPIPICO map presented in Figure 3, which repre-
sents each momentum-correlated ion pair as a slightly tilted
elliptic pattern. An immediate observation is the low quality
of the coincidence patterns in the map. This is not a result
of experimental problems, but indicates that as one moves to
larger and larger species, the coincidence quality decreases.
The two main causes for this are that there is an abundance of
fragment combinations and, every more importantly, that the
presence of large neutral fragments often almost destroys the
two-body momentum-correlation of the charged fragments.
The latter problem is aggravated if the sites of origin of the
charged fragments are well separated across the molecule. De-
spite the presence of heavy neutral fragments, the momentum-
correlation of the charged fragments can still be retained in
the case of sequential bond separations. The blurred shape of
the patterns indicates that the fragmentation processes are not
sequential, but rather single-step concerted explosions. The
kinetic energy released in the charge separation process is thus
not distributed between the charged fragments exclusively, but
also the neutral species receive notable amount of energy. This
was also observed with thymidine.14
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FIG. 3. PEPIPICO map of uridine. The center point of each PEPIPICO pattern corresponding to a coincident pair is marked with + and the numbers alongside
the center coordinates of the PEPIPICO patterns are mass values (in amu). The bar on the right-down corner denotes the intensities of the patterns.

Table I sumsupall thepossiblecoincident fragmentcombi-
nations; thoseconsideredlessprobableareinbrackets.Thereare
several fragments that cannot form by a simple bond cleavage
process, but require protonation or hydrogen migration within

the molecule. Such behavior is known to be common36–38 and
was also seen, for example, with thymidine and d-ribose.14,15

The smallest charged fragment of uridine corresponds to
the mass 15 amu, which can be either CH+3 or NH+. In the

TABLE I. Coincident cation pair combinations resulting from C 1s core ionization of uridine. The fragments
considered to give minor contribution, if any, are in brackets.

M1, M2 (amu) Fragment 1 Fragment 2 M1, M2 (amu) Fragment 1 Fragment 2

15, 27 CH+3 CNH+ 28, 42 HCNH+ NCO+

(NH+) (CO+) (C2H2O+)

15, 28 CH+3 HCNH+ 28, 43 HCNH+ HNCO+

(NH+) (CO+) (CO+) (C2H3O+)

15, 29 CH+3 CHO+ 29, 40 CHO+ C2O+

(NH+) 29, 41 CHO+ C2HO+

15, 30 CH+3 CH2O+ 29, 42 CHO+ NCO+

(NH+) C2H2O+

15, 31 CH+3 CH3O+ 29, 43 CHO+ HNCO+

(NH+) (C2H3O+)
27, 28 CNH+ CO+ 42, 42 NCO+ C2H2O+

27, 29 CNH+ CHO+ 29, 55 CHO+ C2HNO+

28, 28 HCNH+ CO+ 30, 55 CH2O+ C2HNO+

28, 29 HCNH+ CHO+ 41, 55 C2HO+ C2HNO+

29, 29 CHO+ CHO+ 42, 55 C2H2O+ C2HNO+

29, 30 CHO+ CH2O+ 43, 55 C2H3O+ C2HNO+

29, 31 CHO+ CH3O+ 41, 56 C2HO+ C2H2NO+

28, 40 HCNH+ C2O+ 42, 56 C2H2O+ C2H2NO+

(CO+) 43, 56 C2H3O+ C2H2NO+

28, 41 HCNH+ C2HO+ 41, 150 C2HO+ C7H6N2O+2
(CO+) 43, 150 C2H3O+ C7H6N2O+2

57, 150 C2H3NO+ C7H6N2O+2
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FIG. 4. Initial sites of CH+3 , CHN+, HCNH+, and CO+. The sites of CHO+,
CH2O+, and CH3O+ cannot be unambiguously determined and are thus not
shown here. The dashed lines denote the most likely hydrogen migrations.

case of core ionized d-ribose, only the CH+3 fragment was
present, whereas in the case of uracil, neither CH+3 or NH+was
detected.13,15 Thus, although the formation of CH+3 requires
either protonation, hydrogen migration, or both, it is likely that
the fragment with mass 15 amu is CH+3 and originates from the
sugar moiety (see Fig. 4). The CH+3 ion appears in coincidence
with the 27-31 amu fragments (weak patterns inside region 1).
These fragments are CHN+, HNCH+/CO+CHO+, CH2O+, and
CH3O+, respectively. The CHN+ and HCNH+ originate from
the same site of the base (see Fig. 4); the formation of HNCH+

is just accompanied by protonation/hydrogen migration to the
CHN during the fragmentation process. Because in the case of
uracil, the HNCH+was more abundant than CO+,13 we believe
that this is also the case with uridine; we propose that CO+

mainly appears in coincidence with HNCH+ (and CHN+, see
next paragraph). CHO+, CH2O+, and CH3O+ are all primarily
located at the sugar part, where there are several possible initial
sites for all these fragments.

Let us concentrate on the PEPIPICO patterns within re-
gion 2 of Fig. 3. From here on, we denote the coincident pairs
with mass numbers only, e.g., (28, 28). The CHN+ (27 amu) ap-
pears in coincidence with CO+ (28 amu) and CHO+ (29 amu).
The upper left corner of the (CHN+, CHO+) pair can be seen
due to lack of the pattern (27, 30) (CHN+, CH2O+). Those
fragments in coincidence with HNCH+ are a bit more difficult
to identify due to the higher background level along the vertical
line corresponding to 28 amu (∼6950 ns). Our interpretation
is that there are patterns corresponding to (28, 28-30), but
the pattern (28, 31) originates from false coincidences not
fully subtracted from the measurement data. The 28-30 amu
ions in coincidence with HNCH+ are CO+ (from the base),
CHO+, and CH2O+ (both from the sugar part). The last pat-
terns within region 2 are (29, 29) (CHO+, CHO+), (29, 30)
(CHO+, CH2O+), and (29, 31) (CHO+, CH3O+). These coin-
cident pairs are all originating purely from the sugar part
of the uridine molecule, having several possible points of
origin.

Region 3 represents the (27, 41), (28, 40-43), and (29,
40-43) patterns, where the 27, 28, and 29 amu fragments are
CHN+, HNCH+/(CO+) (from the base as in Fig. 4), and COH+

(from the sugar), respectively. The 40-43 amu fragments are
assigned to C2O+, C2HO+, NCO+ and HNCO+, respectively.

FIG. 5. Sites of origin of the 40-43 amu fragments when originating from the
base.

Such fragments were also found to be present in the case of
core ionized uracil and thus the initial sites are designated
as in Fig. 5. The 41-43 amu fragments with assignments of
C2HO+, C2H2O+, and C2H3O+ can also come from the sugar
part. For example, the only pattern inside region 4, the (42,
42) pattern, which can only correspond to (NCO+ (from the
base), C2H2O+ (from the sugar)) pair, backs up this conclusion.
However, based on the results concerning free thymidine or d-
ribose,14,15 we believe that only a small fraction of the 41-43
amu fragments’ intensity is due to the C2HO+, C2H2O+, and
C2H3O+ fragments coming from the sugar part.

There are also some weak patterns corresponding to
heavier fragments (regions 5-8). Those with masses 55-56 amu
originate from the base and are assigned to C2HnNO+ (n
= 1-2) with the initial site as in Fig. 6. The corresponding
coincident fragments are presented in Table I; one should note
that the 41-43 amu fragments within region 6 are, unlike in
region 3, coming from the sugar part being C2HO+, C2H2O+

and C2H3O+. The heaviest fragment of core ionized uridine
contains the whole base and a part of the sugar being that
with the mass of 150 amu and assignment of C7H6N2O+2
(see Fig. 7). It appears in coincidence with C2HO+, C2H3O+

and C2HO+2 , which obviously must all come from the sugar
part.

FIG. 6. Sites of origin of the 55 and 56 amu fragments (C2HnNO+, n = 1-2).
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FIG. 7. C7H6N2O+2 (red) contains the whole base and a part of the sugar
moiety, the corresponding coincident ions (C2HO+, C2H3O+, and C2HO+2 )
come from the remaining part (blue).

C. Role of the chemical environment
and the functional groups on fragmentation

The fragmentation of core ionized uridine cannot be
described by the fragmentation of separated uracil and d-ribose
dications; the sugar and the base contribute ionic fragments
approximately equally and most of the ion pairs have initial
sites in both the base and the sugar part of the uridine molecule.
This study thus demonstrates (again) that although the initial
core hole site is always located to either the sugar or the
base, the valence final holes can relocate to a site far from
the initial core hole. Here, for example, the glycosidic bond

separating the sugar and the base moieties does not restrict
such re-localization.

The fact that uridine is a combination of uracil and d-
ribose provides an opportunity to investigate how chemical
environment influences on the fragmentation of uracil and d-
ribose. Although the C 1s core ionization of uridine results
mainly to the same ion fragments as the C 1s core ionization of
uracil and d-ribose, the coincident pairs are often not the same.
Compared to thymidine, the relative contribution of coincident
fragments originating purely from the sugar or the base is
clearly lower in uridine. One reason could be that compared
to thymidine, uridine has an additional -OH group in its sugar
part. Levola et al. suggested that this causes the sugar part
to be more fragile18 which together with the fact that uracil
has more fragmentation channels producing a high yield of
coincident fragments than d-ribose, leads to the detected distri-
bution of ion fragments. The larger variety of sugar-originated
fragments in uridine than in thymidine and the existence of the
large C7H6N2O+2 is also believed to be connected to the extra
-OH group; in the case of thymidine, no fragmentation channel
producing a fragment containing a whole base existed.

D. Role of the initial ionization site on fragmentation

Because the PEPIPICO technique used in this work is
electron-energy-resolved, it is possible to study whether the
initial ionization site has an effect on fragmentation. In order
to do this, the fragmentation patterns on the PEPIPICO map
of Fig. 3 were divided into eight regions. The ion pair yields
(PIPIYs) inside each region was then determined as a function
of electron binding energy (i.e., the initial ionization site) by

FIG. 8. Ion pair yields (PIPIYs) of the ions within regions 1, 2, 3, and 5 (a) and 4, 6, 7, and 8 (b) of the PEPIPICO map (Fig. 3).
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counting the ion pairs within narrow (0.3 eV) ranges of elect-
ron energies. The resulting PIPIYs are presented in Figure 8
(note the different scales of ion pair yields). The PIPIYs cor-
responding to ion pairs within regions 2, 3, and 5 are clearly
the highest, meaning that the corresponding fragmentation
channels are also the dominant ones. As one can see, the
shapes of these PIPIY curves have high resemblance to the
photoelectron spectrum of Fig. 2(c). This indicates that the
probability of these fragmentation channels do not depend on
the initial ionization site. The PIPIY curves of regions 4 and 6,
on the other hand, show a growing trend towards lower binding
energy peaking at 290 eV. This means that the fragments inside
regions 4 and 6 are preferably formed following the ionization
of C5 and C4’ (see Fig. 2(c)).

In neutral uridine, the valence orbitals are mainly delocal-
ized over the whole molecule. However, there are few orbitals
that are localized around the C5 or C’4 carbons. It is possible
that the Auger decay preceding the formation of, for example,
C2HO+ (the main fragment connected to a specific ionization
site) involves electrons from these orbitals. The vacancies
resulting from the Auger decay are thus effectively created
when C5 and C4’ 1s orbitals are ionized.

As a short summary, uridine does not exhibit any signif-
icant site specific fragmentation, dependence on the initial
ionization site is only observed among the low-yield fragmen-
tation channels. This behavior is very similar to the other cyclic
molecules investigated by our group.39

IV. CONCLUSIONS

Fragmentation of uridine following site-selective core
ionization and the subsequent Auger decay was studied with
the help of the PEPIPICO technique. First, it was found
that upon evaporation the uridine molecule easily changes its
geometry from where the sugar part appears in the furanose
(pentagonal) form into where the sugar appears in pyranose
(hexagonal) form. Similarly to thymidine, the fragmentation
pathways of the doubly charged uridine depend very little on
the initial ionization site and are rather single-step concerted
explosions than sequential many-step processes. Core ioniza-
tion of uridine leads almost exclusively to the fragmentation
into small fragments with masses ≤ 43 amu, with one usually
originating from the base and the other from the sugar part
of the molecule. The detected ion fragments often involve
cleavage(s) of the bonds far from the initial ionization site. This
suggests that the damage inflicted by the ionizing radiation is
not restricted to the uracil or sugar moiety that initially absorbs
the radiation, but can reach much further. This is similar to
dissociative electron attachment in DNA; an electron captured
by a nucleobase is often to cause strand breaks in the sugar-
phosphate backbone, relatively far from the initial site where
the electron capture takes place.40,41

The relative intensities of the individual ion fragments are
quite the same in the case of uridine as in the cases of uracil and
d-ribose and also same fragmentation channels exist. How-
ever, in uridine, the fragmentation channels of free uracil and
d-ribose become often mixed and produce ion fragments from
the sugar and the base in coincidence. The chemical environ-
ment, in the case of core ionization induced fragmentation of

uracil and d-ribose in uridine, thus mainly affects the frag-
mentation channels (i.e., the pairing of ions), not the bond
cleavage sites. For comparison, in the case of core ionized
thymidine, the coincident ions were mostly the same as in
thymine and 2-deoxy-D-ribose, only the ratios between ion
pairs were changed. So, although thymidine and uridine are
very similar molecules (separated only by an -OH and a -CH3
groups), combining the thymine and 2-deoxy-D-ribose into
thymidine and uracil and d-ribose into uridine lead to quite
different changes in fragmentation behavior. This indicates
that the effects of the chemical environment cannot be easily
predicted and the role of a simple functional group such as -OH
is far from straightforward in the context of photofragmenta-
tion.
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