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Abstract: As the performance of digital devices is improving, Hardware-In-the-Loop (HIL) techniques
are being increasingly used. HIL systems are frequently implemented using FPGAs (Field Programmable
Gate Array) as they allow faster calculations and therefore smaller simulation steps. As the simulation
step is reduced, the incremental values for the state variables are reduced proportionally, increasing the
difference between the current value of the state variable and its increments. This difference can lead to
numerical resolution issues when both magnitudes cannot be stored simultaneously in the state variable.
FPGA-based HIL systems generally use 32-bit floating-point due to hardware and timing restrictions but
they may suffer from these resolution problems. This paper explores the limits of 32-bit floating-point
arithmetics in the context of hardware-in-the-loop systems, and how a larger format can be used to avoid
resolution problems. The consequences in terms of hardware resources and running frequency are also
explored. Although the conclusions reached in this work can be applied to any digital device, they can be
directly used in the field of FPGAs, where the designer can easily use custom floating-point arithmetics.

Keywords: hardware-in-the-loop; floating-point; fixed-point; real-time emulation; field programmable
gate array

1. Introduction

Digital control for power converters has been growing during the past two decades [1–5]. Despite all
the advantages of digital control, the debugging process of this type of control is more complex because the
power converter is an analog system while the control is digital. Hardware-in-the-loop (HIL) is a technique
that consists in the hardware implementation of mathematical models that represent a real system. HIL
simulation presents numerous advantages such as having a safe environment to test controllers, allowing
the use of the controller in its final implementation, even before building the real plant to be controlled. HIL
techniques are being increasingly implemented using computers [6–11] and also digital devices like FPGAs
(Field Programmable Gate Array) [12–17]. The latter make it possible to perform complex calculations
faster. Thus, it is not surprising that several companies have released commercial HIL products [18–20].

Arithmetics used in HIL systems have a noteworthy impact in speed, hardware resources needed
for the model, the complexity to design the model, and the accuracy of the system. Fixed-point
arithmetics provide optimized operations in terms of area and speed. In [21], a comparison between
fixed-point and floating-point arithmetics, in the context of FPGA-based HIL systems, was presented.
Results showed that floating-point required ten times as many logic resources as well as it ran 10 times
slower than fixed-point. For that reason, many HIL systems are based on fixed-point arithmetics when
there are hard temporal restrictions [22–26].
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The main drawback of fixed-point is that the implementation is more complex because the
designer has to define the number of bits of the integer and fractional parts. Thus, the maximum
representable value and the required resolution need to be calculated for every signal. However,
in floating-point arithmetics, the designer does not take this definition into consideration, as an
IEEE-754 single-precision floating-point number can store values up to ±2127, and the resolution is
optimized in every calculation. This is accomplished by the floating-point libraries which automatically
adapt the point location through the exponent field. Because of this remarkable advantage of
floating-point, most HIL models actually use floating-point arithmetics [9,27,28], including commercial
implementations [18–20].

Floating-point arithmetics for FPGAs were not viable in the past as there were no support libraries,
and all the logic had to be implemented by the designer. However, with the release of floating-point
support libraries, such as float_pkg of the VHDL-2008 Standard, it is easy to include floating-point
arithmetics in a VHDL design. Lucia et al. [27] presented one of the first examples of a HIL model
using floating-point in an FPGA.

In the literature not many cases of floating-point numerical issues for HIL systems have been
reported, as the earliest purposes of HIL was to simulate complex systems with relatively low natural
frequencies and integration steps of tens or hundreds of microseconds. With the advances in FPGAs,
HIL technique started to be used for new applications, such as power electronics. Firstly, it was applied
to converter models with low switching frequencies (kHz or tens of kHz). However, to simulate
converters with medium to high switching frequency (hundreds of kHz or MHz), the integration step
should be reduced accordingly and the system may present numerical problems, and as a result, obtain
wrong simulations. The numerical issues are not related to overflows, as the exponent is automatically
adapted. The problem is that, as the integration step is reduced, the increments of every step are
smaller, and resolution issues may arise.

This paper explores the limits of floating-point arithmetics for HIL systems, and how to predict
the floating-point format needed for accurate simulations. It explores not only the standard formats but
also custom formats that can be used thanks to the VHDL-2008 standard libraries or any other libraries.

The rest of the paper is organized as follows. Section 2 shows the application example to illustrate
the resolution problems for floating-point HIL simulations. Section 3 explains where the limits for
single precision floating-point arithmetics are and how many bits would be necessary to increase the
accuracy if needed. Sections 4 and 5 show the experimental and synthesis results respectively. Finally,
Section 6 gives the conclusions.

2. Application Example

In this paper a PFC (Power Factor Correction) boost converter is used as an application example.
The PFC technique allows regulating the output voltage while reducing the input current harmonics,
so the converter behaves as a resistor emulator to the mains. The schematic of a boost converter is
shown in Figure 1, excluding the previous diode bridge for ac/dc operation. The parameters of this
plant are shown in Table 1. This boost configuration is proposed in an Infineon Design Note [29].
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Figure 1. Boost converter topology.
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Table 1. Boost converter parameters used in Section 4.

Parameter C L Vin Vout Power

Value 540.5 µF 416.5 µH 230 V 400 V 400 W

The converter can be modeled using the state variables of the system: the inductor current and
the capacitor voltage. Therefore, both variables should be updated every simulation step.

The behavior of the inductor and the capacitor can be described using the following equations:

vL = L · diL
dt

(1)

iC = C · dvout

dt
(2)

These equations can be discretized using different numerical methods but the simplest method
to be used is explicit Euler [30]. While this method presents several disadvantages such as greater
local and global error and risk of instability, these problems are negligible whenever very small
integration steps (below microseconds) are used, so it is frequently used for HIL systems in power
electronics [13,31–33]. Therefore, the previous Equations (1) and (2) can be discretized and the state
variables can be defined as:

iL(n) = iL(n− 1) +
∆t
L
· vL(n− 1)

vc(n) = vc(n− 1) +
∆t
C
· iC(n− 1) (3)

where dt has been converted into ∆t, which is the simulation step, i.e. the time between two calculations
of the model.

As can be seen in the previous equations, the state variables depend on the inductor voltage
and the capacitor current. These values depend on the conduction state of the switch and the diode,
so several states should be considered.

If the switch is closed, the inductor voltage is vg − 0, while the capacitor current is −iR. In this
case, the state variables are defined as:

iL(n) = iL(n− 1) +
∆t
L
· vg(n− 1)

vc(n) = vc(n− 1)− ∆t
C
· iR(n− 1) (4)

If the switch is open, the conduction state of the diode depends on the inductor current. If the
current is positive, the diode is conducting (called CCM or Continuous Current Mode) and the inductor
voltage is vg − vc, while the capacitor current is iL − iR, so the state variables are:

iL(n) = iL(n− 1) +
∆t
L
· (vg(n− 1)− vc(n− 1))

vc(n) = vc(n− 1) +
∆t
C
· (iL(n− 1)− iR(n− 1)) (5)

Finally, if the inductor is fully discharged, the diode stops conducting (called DCM or
Discontinuous Current Mode), so the capacitor current is −iR:

iL(n) = 0

vc(n) = vc(n− 1)− ∆t
C
· iR(n− 1) (6)
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The explicit Euler approach has been chosen in order to simplify the equations and get minimum
simulation step. As the proposed system is based on an FPGA, both equations (inductor current and
capacitor voltage) can be evaluated and updated in parallel, simplifying the resolution of the system.
This is an important advantage compared with software-based HIL systems, in which equations need
to be solved sequentially, one after another. Therefore, parallelization is one of the main reasons for
the acceleration obtained using FPGAs. Taking advantage of this, every time step (∆t), all the state
variables are updated. The accuracy of the system relies on the small value of the simulation step.
However, a small time step implies tiny increments for the state variables, as both are proportional.
This can lead to resolution issues as it is explained in the next section.

3. Numerical Resolution

As it was explained in the previous section, the model updates its state variables every simulation
step. There is a relation between the simulation step and the switching frequency, because the model
should be updated with enough intermediate steps inside a switching period. This update is necessary
to detect accurately the state of the switch and the diode of the converter so, the smaller the switching
period is, the smaller the simulation step should be. In other words, the relation between the switching
period and the simulation step is the resolution of the duty cycle. Therefore, the simulation step,
and then the increments for the state variables, should be quite small. As HIL systems were firstly
applied to low switching frequency converters, numerical issues have not been thoroughly studied in
the literature. However, as HIL systems are being used for higher frequency converters, resolution
problems arise because the variables width is limited to be able to run the model in real-time [34].

Obtaining low numerical resolution leads to poor accuracy simulations or even an unpredictable
simulation behavior. For example, if the system is in steady state and it suffers any small change in the
input voltage or load, it is possible that the output voltage changes with the opposite sign rather than
the expected one. Besides, the problem is difficult to detect because the system may be able to detect
bigger changes in the input conditions, but not the smaller ones.

The optimal solution is to increase the variables width. However, if the width is increased,
the calculations are more complex, more hardware resources must be used, and the combinational
paths between the flip-flops inside the FPGA get longer. In conclusion, increasing the width leads to
longer simulation steps, which have a negative impact on the accuracy of the simulation.

Taking all the previous considerations into account, a trade-off between the simulation step and
resolution should be reached. The minimum number of bits can be estimated considering the relation
between the maximum expected value of a variable x, max(x), and the increment that should be added,
∆x [34]. Besides, some extra bits, n, should be included to store the increment value with more than
1 bit of resolution:

widthx = ddlog2 max(x)e − log2 ∆xe+ n (7)

The first log2 operation calculates the number of integer bits needed to store max(x), that is,
the exponent. The second log2 gives the bits needed to store the increment. That second term may
be negative, as the increment is usually below 0, indicating that fractional digits should be included.
Therefore the subtraction calculates the number of bits needed for the significand field, as it has to
store both the value of x and its increments simultaneously.

The maximum values of the state variables are easy to calculate because they are defined by the
limits of the converter design. Regarding the increments, it is also easy if they are stable, e.g., in the
case of a dc-dc converter in steady state, but otherwise further analysis must be done.

For a boost-based PFC configuration, which is the example of this paper, the minimum
incremental values for the output capacitor voltage are reached when iR is similar to iL, as shown in
Equations (4)–(6). Likewise, the minimum incremental values for the inductor current are reached
when vg is near 0 (in the case of closed switch).
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As the number of bits is limited, infinitesimal incremental values will not be properly computed,
but the designer can estimate the number of bits that will be necessary to obtain accurate resolutions.
In [34], a fixed-point based HIL model for a PFC converter was presented. In that article, the model
presented high accuracy when it had enough bits to store the incremental values during 95% of the
ac period. We have to take into account that the remaining 5% has a minimum impact on the overall
simulation because during that time the increments are smaller than the rest of the time and, therefore,
almost negligible.

Following the aforementioned rule of 95%, and given the characteristics of the PFC converter
proposed in Table 1 and the current and voltage waveforms from Figure 2, it is possible to calculate
the minimum incremental values considered for the state variables. Figure 2 shows points A1 and
A2 which correspond to the minimum considered input voltage. Likewise, points B1-4 correspond to
the minimum considered difference between currents. Using these points, the minimum considered
increments are as follows:

∆t
L
· vg(n− 1) =

50 ns
416.5 µF

× 25.52 V = 3.064 mA

∆t
C
· (iL(n− 1)− iR(n− 1)) =

50 ns
540.5 µF

× 0.0848 A = 7.844 µV (8)

In the previous equations, a value of 50 ns was used as the simulation step (∆t). With the results
of the previous equations, it is possible to calculate the number of bits needed for both variables, which
are included in Section 4.
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Figure 2. Current and voltages waveforms of the PFC boost converter.

Once the required significand width is obtained, it is possible to estimate the needed floating-point
format. IEEE-754 floating-point format [35] defines three binary-based floating-point formats with 32,
64, and 128 bits, also known as Single, Double, and Quadruple precision, respectively. In the field of
FPGAs, most cases use single-precision floating-point, as the hardware cost of Double and Quadruple
precision formats, in terms of area and speed, makes it inviable to use them.

Custom floating-point formats can be used in order to reach a trade-off between speed, area
and numerical resolution. The floating-point formats include separated fields for the sign, exponent,
and significand, as can be seen in Figure 3. The problem in power converter HIL models is not the
number of exponent bits, as the magnitudes are not extremely big or small, but the number of bits of
the significand. Therefore, only the significand field should be enlarged reaching the number of bits
calculated using Equations (7) and (8).
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In the case of VHDL, this custom floating-point format can be defined using the floating-point package
included in the VHDL-2008 standard [36]. Using this package, the codification of Equations (4)–(6) is trivial,
so the format of the model variables only has to be taken into account while declaring the signals.

Section 4 compares the accuracy of the PFC boost model using different floating-point formats,
and Section 5 shows the hardware results once the model is synthesized in an FPGA.

sign exponent significand

Single 1 bit 8 bits 24 bits

Double 1 bit 11 bits 53 bits

Quadruple 1 bit 15 bits 113 bits

Figure 3. IEEE-754 floating-point formats.

4. Simulation Results

The previous section showed that the designer must reach a trade-off between speed, hardware
resources, and accuracy. Therefore, the number of bits cannot be increased as desired. This section
compares the accuracy of different floating-point formats regardless of speed and hardware resources.

It is important to note that the designed model has to be tested in open loop, without using
any feedback from the control loop. If closed loop were used, the regulator would compensate the
numerical errors of the model, so the whole system would probably get the desired current and
voltage values at steady state. Simulations in open loop for power factor correction can be done
using pre-calculated duty cycles for the PWM signal. This technique has been used previously
in the literature because of its low cost, since it gets rid of the current sensor in the case of PFC
converters [37–39]. Although using pre-calculated duty cycles also presents disadvantages, such as
sensitivity to non-nominal conditions, it can be perfectly used to quantitatively measure the accuracy
of the model, as any drift of the model will not be compensated, because it allows open-loop operation
for PFC.

Table 2 presents the different experimental scenarios that have been tested, including different
output loads, and cases starting at nominal steady state (400 V) and also with small capacitor voltage
transients. In the case of the transients, the system will move slowly towards the nominal state
following the dynamics of the chosen PFC/Boost converter, as the duty cycles are not modified in
these simulations. All the scenarios have been simulated during 100 ms (10 ac semi-cycles) in order
to allow the evolution of the output voltage, especially in the case of the small transients (cases 2, 4
and 6). The models have been compared with a double-precision floating-point model (53 bits for the
significand field), which implements the same equations. This model should not present resolution
issues and, therefore, it is used as our reference model.

Table 2. Experimental scenarios for the boost model.

Case 1 Case 2 Case 3 Case 4 Case 5 Case 6

Output load 100% 100% 20% 20% 10% 10%
Starting capacitor voltage 400 V 410 V 400 V 410 V 400 V 410 V

Table 3 summarizes the theoretically minimum floating-point format needed for every load.
These widths have been calculated using Equations (7) and (8) and the scenarios of Table 2. Regardless
of the calculated widths, all scenarios have been simulated with significand widths between 24 and
32 bits.
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Table 3. Significand length needed for optimal simulations using Equation (7).

100% Load 20% Load 10% Load
Case 1 & 2 Case 3 & 4 Case 5 & 6

iL 7 + n 5 + n 4 + n
vC 26 + n 29 + n 30 + n

In order to compare the simulation results quantitatively, some figures of merit should be defined.
The Mean Absolute Error (MAE) between the state variables and their references (double-precision
model) offers an overview of the precision of the model. The main drawback is that it does not take
into account whether the error is spread out along the simulation or condensed in a small zone.

The RMSE (Root Mean Square Error) considers the square of the errors, so the main advantage of
using RMSE is that it gives a high weight to large errors, and therefore it is much more sensitive to
outliers. It is important to note that RMSE is the square root of the average squared error, so the results
will be given directly in volts and amperes, and therefore will be directly compared with MAE.

Figure 4 shows the MAE and RMSE for the inductor current and capacitor voltage in every
scenario, relative to the RMS current and RMS voltage respectively. It can be seen that the voltage
calculation is more sensitive to the variable width, which is consistent with Table 3, as the width for
the current variable is less restrictive. As Table 3 predicted, the scenarios with 100% of load improve
when the capacitor voltage is stored using 26 bits or more. Likewise, scenarios with 20% and 10% of
load improve over 30 bits.
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Figure 4. MAE and RMSE results of every scenario.
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There are several cases that are worth mentioning. For instance, Figure 5 shows the capacitor
voltage of case 6 (10% of load and voltage transient). It can be seen that, using 24 bits for the significand
field, the capacitor voltage not only does not decrease but even increases. This is due to the insufficient
resolution of the output voltage. As Table 3 shows that at least 30 bits are needed for the voltage
state variable. The capacitor voltage increments are (iL − iR) · ∆t

C when it is increasing and −iR · ∆t
C

when it is decreasing. Taking into account that the voltage is around 400 V and the output current is
around 0.1 A, the negative increments are around −0.1× 50 ns

540.5µF ≈ −9× 10−6 V and 400− 9× 10−6 V
is rounded to 400 V when using 24 bits for the significand. When the switch is on, the current inductor
reaches 1 A and, after switch-off, positive increments are around (1− 0.1)× 50 ns

540.5µF ≈ 8× 10−5 V,
and 400+ 8× 10−5 V is rounded to 400.00009 V using 24 bits for the significand. Therefore, the problem
is that −iR · ∆t

C is so small that it is rounded to 0 when it is compared with the actual capacitor voltage.
However, (iL − iR) · ∆t

C is numerically bigger, so it is not rounded to 0, and the capacitor voltage only
increases until the model reaches steady state.
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Figure 5. Simulation of 10% of load and a voltage transient (Case 6).

Case 3 is another interesting simulation (20% of load without voltage transient), which can be
seen in Figure 6. In this scenario, the system is in DCM as the load is low. When using 24 bits,
the output voltage decreases due to resolution problems, until it crosses the limit between DCM and
CCM. However, the duty cycles are calculated to operate in DCM and the simulation is in open loop,
so they are not modified. As the DCM mode needs higher duty cycles than CCM for the same values
of input and output voltages, when the model enters CCM mode, the inductor suffers a short but
pronounced transient. The system does not become unstable because the current transient is followed
by a growth of the capacitor voltage, and the model comes back to the DCM mode.

As stated, depending on the scenarios and the variable widths, some simulations offer completely
wrong waveforms. The previous statistics — MAE and RMSE — give an idea of the simulation error
but do not provide clear information about the similarity of the waveforms in terms of tendency.
Therefore, another statistic could be found to achieve that. The PCC (Pearson Correlation Coefficient)
measures the correlation between a model and its reference, so it also offers a quick test to know if
the signs of a state variable and its reference match (positive when matching and negative otherwise).
The Pearson correlations for all scenarios are presented in Table 4.

As almost all the simulations present relatively similar waveforms, the PCC is around 1 in almost
all cases. In fact, the case of Figure 6 presents a PCC of 0.8311, because the waveforms tendency is
similar most of the time, but the current transient worsens this similarity. The case of Figure 5 gives
a negative PCC because the signs of the capacitor voltage tendency are opposite. It can be seen that,
only when the PCC is over 0.999, the errors of Figure 4 may be acceptable. It is also important to note
that the MAE and RMSE statistics make sense only when the tendencies of the tested simulation and its
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reference are similar. In other words, the similarity in the tendency is reached before the error reaches
acceptable values. A comparison of Tables 3 and 4 shows that the results are coherent. The theoretical
widths are 26+n, 29+n and 30+n bits for 100%, 20% and 10% of load respectively, while the PCC results
show that the simulations are sufficiently similar to their references (in terms of tendency) with 24, 28
and 32 bits.
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Figure 6. Simulation of 20% of load (Case 3). (a) 100 ms of simulation. (b) Zoom between 40 and 50 ms.

Table 4. Pearson correlation taking the capacitor voltage.

Case 1 Case 2 Case 3 Case 4 Case 5 Case 6
100% Steady 100% Trans 20% Steady 20% Trans 10% Steady 10% Trans

24 bits 1.0000 0.9991 0.8311 0.9832 0.8708 0.9712
26 bits 0.9999 0.9990 −0.0555 0.7582 0.9496 −0.0685
28 bits 1.0000 1.0000 1.0000 1.0000 0.9928 0.9980
30 bits 1.0000 1.0000 0.9993 0.9998 0.9976 0.9980
32 bits 1.0000 1.0000 1.0000 1.0000 1.0000 0.9994

As Table 3 shows, the necessary width for the current is much smaller than the voltage width.
However, the current error of Figure 4 is similar to the voltage error using the same widths. The reason
for such similarity is that both state variables depend on each other, and the accuracy issues of one
variable affect the other one, so the worst case — the maximum width — should be considered.

Taking all the results into account, some conclusions can be reached regarding the necessary
variable widths. First of all, the waveforms of the state variables should be similar to their references.
This similarity can be measured using the PCC and selecting only the widths that obtain a PCC above
0.999, and taking the worst case – the most sensitive state variable. The previous step may choose
insufficient widths. For instance, the case of 28 bits and 20% of load has a PCC of 1.0, but the MAE and
RMSE errors are relatively high (around 0.5%), however, with 30 bits, the PCC is 0.993, while the MAE
and RMSE errors drop to 0.1%. Therefore, once PCC has chosen a reasonable width, RMSE should also
be considered. Errors below 0.1% may be sufficient for almost any application. It is possible to increase
even more the width to reduce the numerical resolution error, but it is important to note that the model
inherently has other error sources, such as non-idealities that have not been modeled, or tolerances in
the values of C, R, etc.

For example, for this application we should look for widths that produce a PCC over 0.999 and
MAE or RMSE between 0.1% and 0.5% in both state variables. These constraints would imply 28–30 bits
for 100% load, 30–32 for 20% load and also 30–32 bits for 10% load. Table 3 predicts these results
when using n = 2 or n = 4, verifying that the method proposed in Section 3 is a good approximation to
determine the necessary width of state variables without having to run long simulations.
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5. Synthesis Results

In this work, the synthesis is targeted to a device of the Arria 10 FPGA family using the Quartus
Prime version 17.0 Standard Edition tool configured with the default parameters and automatic
constraints except for the required clock period.

Table 5 shows area and time results for several significand widths, s. On the one hand, the area
occupied in the target device for the converter is studied in terms of the logic utilization in ALMs
(Adaptive Logic Module), total registers, number of DSP Blocks inferred by the synthesizer, and number
of required pins. On the other hand, the maximum clock frequency for each converter configuration
is evaluated. The constraint for the CLK period was set such that the synthesis and fitter (place and
route) tools generate the fastest circuits.

Concerning time results, the circuit speed worsens at a rate of 1.5% per additional bit in the
significand, while the area does so at the higher rate of 4%. It means that this architecture is
more tolerant, in terms of speed, to resolution improvements than it is in terms of area, which is
good for real-time simulations. Furthermore, the selected device, one of the largest in this family,
has 427,200 ALMs.

Area and speed are closely related in digital circuits. In this case, although DSP blocks in the
Arria 10 family have dedicated single-precision floating-point operators implemented in silicon,
these resources are not inferred by the HDL synthesizer. Instead, the synthesizer configures the DSP
block to compute the significand-part fixed-point operations. Therefore, similar results should be
obtained using other FPGA families.

As the results have shown, the significand-part growth has not influenced the hardware usage
or the maximum achievable frequency significantly. Therefore, the estimation method explained in
Section 3, using a value between 4 and 6 for n, is valid. The simulations done in Section 4 are not
necessary to estimate the state variable widths, but they were accomplished to demonstrate the validity
of the method.

Table 5. Post place & route area and time results.

Significand Width 24 26 28 30 32

ALMs 4998 5413 5522 6146 6606
Regs 64 68 72 76 80
DSP 3 3 9 9 9
Pins 131 139 147 155 163

CLK const. [ns] 52 52 53 55 57
Fmax [MHz] 19.38 19.21 18.6 17.86 17.23

6. Conclusions

Thanks to the improvement in the performance of digital devices, HIL systems are starting to be
used in applications that require small simulation steps (below 1 µs). The reduction of the simulation
step allows more accurate simulations or make it possible to apply the technique to systems with
higher natural frequencies, but the integration increments are inherently reduced. This can cause
resolution problems if the arithmetics cannot handle values which are so small compared with the
actual values of the state variables. In FPGA-based HIL applications, 32-bit floating-point is the most
widely used arithmetic because of its simplicity from the designer point of view, along with its good
performance compared with 64-bit floating-point. However, 32-bit floating-point numerical resolution
is not suitable for all applications as it was observed in this work. Instead of using 64-bit arithmetics,
intermediate widths can be chosen. This work has shown the limits of 32-bit floating-point for HIL
simulations, and it has also provided a method to calculate the optimal width, taking into account the
accuracy and the performance of the HIL system. Results have proven that the addition of few bits can
dramatically improve the accuracy of the simulation but, once the numerical resolution is better than
the increments, it is unproductive to increase the width.
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