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Abstract

Direct detection of extrasolar planets is one of the mostiegcbut also one of the most challenging aim
of the next 20 years. High-contrast imagers dedicated teehech for extrasolar planets are currently
being developed for present-day 8-10 meter telescopesE8EHGPI ...) or in design phase for the next
generation of Extremly Large Telescopes (EPICS).

Direct imaging of extrasolar planets requires contrastlebetter than 16 at a few tenths of an
arcsecond from the central star. Scattered light from ap#iberrations introduced by atmospheric tur-
bulence (seeing) and theflitaction pattern of the telescope apertures limit this @sttby masking the
faint planet with light from the star. To achieve the reqdintrast it is necessary to implement eX-
treme Adaptive Optics systems (XAQO) in order to work ofirdiction limit and coronagraphs to suppress
the light coming from the star. Simulations predict good@enances but XAO systems still need to be
proven.

The High Order Testbench, currently installed at ESO laiooies in Munich, implements an experi-
mental XAO system. This test bench is the first to incorposataultaneously all the components of areal
XAO system and simulating real telescope conditions usitglaulence generator with phase screens.
The 32x32 actuator MEMS deformable mirror, two types of wheat sensors (Shack-Hartmann and
pyramid) using the essentially read-noise free EMCCD, badetSO SPARTA real-time-computer (RTC)
provide an ideal testbed to study XAO implementation.

The aim of this work is to study and characterized tHeedént components of an XAO system con-
firming expected performance. In addition several expettswerere carried out, including coronagraph
characterization with real XAO conditions and high cortttashniques.
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Resumen

La busqueda directa de planetas extrasolares es uno deskffodemas excitantes de los préximos 20
afos. Instrumentacion de alto contraste para la busqueuartgtas extrasolares esta siendo desarrollada
para los actuales telescopios de 8-10 metros (SPHERE, GRi en fase de disefio para la proxima
generacion de telescopios de gran diametro (EPICS).

La observacion directa de planetas extrasolares requiecentraste superior a 1a pocas frac-
ciones de segundo de arco de la estrella central. El contsaste limitado debido a la luz dispersada
por las aberraciones opticas introducidas por la turbidestenosférica (seeing) y debido a los efectos de
difraccion debidos a la abertura del telescopio. Para ebrcontraste exigido es necesario implemen-
tar sistemas de Optica Adaptativa eXtrema (XAO) con la ititemde trabajar en el régimen difractivo y
coronégrafos para suprimir la luz de la estrella. Las sioiafes predicen un alto rendimiento pero los
sistemas XAO tienen que ser todavia probados.

Los laboratorios de la ESO albergan un prototipo para ldizacion de sistemas de Optica Adap-
tativa Extrema, el FHigh Order Test bench(HOT). Este banco de pruebas es el primero en incorporar
simultaneamente todos los elementos de un sistema real X&Wyendo generadores de turbulencia at-
mosférica que permiten el desarrollo y caracterizaciéroediciones normales de observacion. En HOT
se dispone de un espejo micro-deformable 32x32, el sistentéldulo en tiempo real SPARTA y una
camara de alta sensibilidagNS(E2V CCD 60) para estudiar la implementacion de la Opticapiativa
Extrema.

El objetivo de este trabajo es estudiar y caracterizar lersths componentes de un sistema XAO
demostrando el rendimiento previsto. Ademas varios exygarios se han llevado a cabo incluyendo el
estudio de coronégrafos con XAO y otras técnicas de altaastat

15
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1

Introduction

Astronomical telescopes are devices which collect as madiation from astronomical objects and put
itin as sharp an image as possible. Both collecting areamalar resolution play an important role and
will be determined by the telescope diameter. But, It hag loeen realized that the spatial resolution
of images obtained with astronomical telescopes is limitethe dfects of atmospheric turbulence. In
fact, this was realized not long after the invention of tHegeope, and Newton himself suggested that
telescopes would provide clearer images if used at mountambservatories.

The atmosphere limitation comes from temperature vanataf the air that produce twdfects: air
masses of various sizes to move witlffelient velocities and in flierent directions (i.e. windfgect) and
local fluctuations of the air refractive index along the @gation path through the atmosphere (since,
refractive index is proportional to density, so, to tempane). Air density decay exponentially with
height, being the ground layer the most turbulent.

Random distortions are induced on the phase of the incontérogrie field and consequently on the
amplitude after propagation, leading to a degraded image. Wavefront distortion spreads the energy
received from a point source into afise disk, considerably reducing its peak intensity and ntald
characteristics more filicult to measure.

At visible wavelengths, it is found that the resolution dial with a telescope varies during the
night, and typically corresponds to theffdiction limit of a telescope with diameter in the range 10-
20cm. This means that modern giant, ground-based telescoyich have a diameter of 8-10m, have
the same resolution as small amateur telescopes.

In the 1950s, Horace Babcock [1] (and independently by kinmioposed that wavefront aberrations
introduced by the atmosphere might be corrected in real tisivey an active optical element (such as a
deformable mirror). The wave-front distortions would beasiered by a wave-front sensor which delivers
the signals necessary to drive the correcting element. ®&&tideas were not technically feasible in the
1950s. Theoretical work by David Fried and Darryl Greenwpoalided the seminal papers with which
to define the spatial and temporal requirements of Adptive opticsystem. It was on this period,
1970s and early 1980s, that adaptive optics systems werdoped as a practical technology. The
first operational astronomical AO system was built in Fraand successfully tested in October 1989
in Observatoire d’haute provence. It was later installedhen3.6 m telescope at the European Souther
Observatory. Since 1994, a growing number of observatbage been equipped with AO systems.

In the last decade astronomy discoveries benefits from thelé@lopments and now thefidirent
science fields impose specific requirements to the instrtgwkiving the future technical developments.
The new generation of AO systems are designed either to irafihe on-axis performance of the correc-
tion (Extreme AO) or extend the size of the corrected Fieldtietv (wide field AO like Multi Conjugate
AO or Ground Layer AO). The improvement on performance witha to achieve the spatial resolution
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Chapter 1. Introduction

limit of the telescope aiming direct extrasolar planetsdgimg, while an increase of sensitivity over a
wide field of view will be fundamental on extragalactic aswoly and the early universe study.

Direct imaging of extrasolar planets requires contrastsléebetter than 1@ a few tenths of an
arcsecond from the central star. Scattered light from ap#berrations introduced by atmospheric tur-
bulence (seeing) and theflilaction pattern of the telescopes aperture limit this @sttby masking the
faint planet with light from the star. To achieve the cortra&sgjuired it is necessary to implement eX-
treme Adaptive Optics systems (XAQ) in order to work ofiirdiction limit and coronagraphs to suppress
the light coming from the star.

Simulations predict good performances but XAO systembkrstiéd to be proven. It is why labo-
ratory experiments are required in order to check the padioce predicted, study new technologies
and possible limitations which could reduce XAO correcti@nack-Hartmann and Pyramid wavefront
sensors appear to be suitable to deliver the correctionceeghdrom XAO systems but still need to be
characterized under realistic conditions.

The High Order Testbench, currently installed at ESO laoies in Munich, implements an experi-
mental XAO system. This test bench is the first to incorposateiltaneously all the components of a real
XAO system and simulating real telescope conditions usihglaulence generator with phase screens.
The 32x32 actuator MEMS deformable mirror, two types of wheat sensors (Shack-Hartmann and
pyramid) using the essentially read-noise free EMCCD, hadeiSO SPARTA real-time-computer (RTC)
provide an ideal testbed to study XAO implementation.

The aim of this work is to study an characterized thedént components of a XAO system (chapter
3 - 4) proving the performance predicted (chapter 5). Intamluiseveral experiments were carried out,
including coronagraph characterization for real XAO ctinds, high contrast techniques and impact
study of a primary segmented mirror on the AO performancegtgr 6).

1.1 Science motivation

The development of AO over the last years has increased pazity of ground-base observations and
opened to the astronomers a world of possibilities, thattleocase, it would be only possible with
space telescopes. AO will be a fundamental part of next géinarof extremely large telescopes (30 -
50 m) ([2],[3],[4]) aiming a real advantage of the diametarease. The new generation of imagers and
spectrographs instruments ([5],[6],[7]) will take advege of the increased angular resolution an image
contrast to expand our knowledge in many scientific areameSgeneral areas of interest are summa-
rized in this section.

Galaxy Assembly and Star Formation History. At redshifts z> 1, galaxies have shrunk to angular
sizes of approximately 1 arc sec, so that seeing based alisei are not useful at uncovering mor-
phologies and internal kinematics. At the epoch of greattstformation and AGN activity around z
2.5, traditional optical lines of b Olll and Oll are nicely shifted into the K, H and J bands resipely.
Integral field spectrographs such as SINFONI at the VLT antRTssat Keck are now starting to dissect
some of the brightest galaxies at this epoch using the inettaky coverage provided by laser guide
stars. With the sensitivity gain and increased sky coverage science topics can be addressed. These
include the relationship between AGN and their host gataxiadio galaxies and quasars have very
strong emission lines and complex kinematics. In "normalagies, the redshift range from 1.5t0 2.5 is
the key era for the birth of their first stars and the formatibthe major architectural components of the
galaxy, the bulge and disk. Measuring the morphology offstanation, the kinematics of proto-disks,
the internal velocity dispersions and metallicity gradée(e.g. from the NJHa ratio) will allow us to
witness the birth of galaxies like the Milky Way.
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VLT next generation of imagers and spectrographs (HawldIM/SE) would benefit from the in-
crease of corrected field of view provided by GLAO systems ABR and GALACSI, respectively).
This is an astounding advance to complete deep spectrassopieys of the distant universe giving the
possibility of simultaneously observing many targets imith several square arc minute field. Moreover,
the improvement of signal to noise ratio will increase thiiemed depth. As example, GRAAL will
increase the capacity of Hawk-1 by 0.5 mag for a fixed exposure.

Nearby Active Galactic Nuclei. It has become increasingly clear that black holes play a &&yin
galaxy formation and evolution. The most important evidefur a close connection between black hole
growth and galaxy evolution comes from the observed cdiogis. between black hole mass and the
bulge velocity dispersion of the host, galaxy and from theedation between black hole mass and bulge
mass. Simulations and theory have highlighted the impoetari feedback from active galactic nuclei
(AGNSs), in the form of winds or outflows which can serve to shfitAGN fueling and potentially expel

a significant fraction of the host galaxy’s gas into the igédsctic medium following a major merger.
AGN feedback is frequently invoked as a mechanism to limaicklhole growth and to shutffostar
formation in early-type galaxies, but observational emimefor this scenario remains sketchy.

Key observational goals in this field include the accuratermeination of the demographics of black
holes in nearby galaxies over the widest possible rangeaitkidiole mass, investigations of the redshift
evolution, and studies of the host galaxies of AGNs out th Inggishifts to determine bulge luminosities,
stellar populations, and emission-line kinematics. AOeptations will be crucial in addressing these
issues over the next decade. in the near-IR, LGS AO impro$ddriality and stability will significantly
reduce the measurement uncertainty in black hole massethe@ther hand, AO capability in the | band
will open up the possibility of using the Ca Il triplet linggying a PSF core that is narrower than in the
near-IR, and which will extend the distance out to which trestmassive black holes can be detected.

Precision Astrometry in the Galactic Center. The proximity of our Galaxy’s center presents a unique
opportunity to study a massive black hole and its environshé last decade, near-IR astrometric obser-
vations have enabled the measurement of orbital motionsefagral stars near the Galactic Center. Due
to the crowded stellar environment at the Galactic Centdrtlaa strong line-of-sight optical absorption,
tracking the stellar orbits requires the high angular rggmh in near-IR provided by AO. An improve-
ment on the astrometric and radial velocity precision wallow deviations on the orbits stars from pure
Keplerian motion fering a unique opportunity to test General Relativity ingkreng gravity regime.
AO improvements to measurements at the Galactic Cented t@usummarize as:

e Higher Strehl at K-band will reduce confusion, improvinghbphotometric and astrometric accu-
racy because the previously undetected faint star popualatill cause less of a bias in the positions
and magnitudes of brighter stars.

e Higher Strehl at K-band will allow the detection of new staseme of which may pass close
enough to the black hole to contribute to the obtainable racyuand precision of General Rela-
tivistic effects.

e Use of multiple laser guide stars will decrease the field ddpace of the PSF, thereby increasing
both photometric and astrometric accuracy.

e The accuracy of current radial-velocity measurementsrigdid by signal to noise. Higher Strehl
and lower sky background will materially improve the radialocity contribution to orbit deter-

minations.
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Figure 1.1:Top: 20 x 20 arcseconds region nearby the centre of the globulatesl Omega Centauri. The image on the left
was obtained in K-band by ISAAC and has an average FWHM of @&eaonds. The center-hand image was obtained at the
same wavelength by MAD with MCAO correction. In the lattesedhe FWHM is often below 0.1 arcsecond, a remarkable
value taking into account that the closest guide star isarcmin away. The angular resolution improvement is dranaatd
allows very close and faint stars to be distinguished. Timéilhg magnitude in K is~ 20.5. On the right ,Same field of view
observed by HST, in this case the FWHM is also around 0.1 eoosk Bottom: HR diagram ofw Cen based on MAD data.
The red line split the objects only observed by non AO inseot{ISAAC, SOFI) and the new objects found by MAD. MS
stars with mass valuéd ~ 0.3M, (Ks~ 21) were observed.
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Globular clusters. It has been clear for more than a decade that globular ctudtenot consist merely
of passively evolving old stars. The complexity of theirllsiepopulations, kinematics, and chemical
abundances has shown that globular clusters can yield witbe merger and star formation history of
galaxies, and in turn that theyféer tidal disruption from the galaxies around which they lior the
decade or more to come, key questions will involve the maatif globular cluster evolution to galaxy
formation, understanding the relative ages of globulastels, tracking their formation environment,
and understanding if clusters and their galaxies are coeddxy a common star formation and chemical
enrichment history.

Image compensation achieved uniformly over large fields IGA® and GLAO will allow to ascer-
tain cluster membership and to infer their kinematical aywbanical properties.

Substellar-mass objectsHigh-contrast near-IR imaging will enable direct imagingveys for Jovian-
mass planets around nearby young low-mass stars and broanfsdBoth the Gemini Observatory and
ESO are developing highly specialized planet-finding ACaays with extremely high contrast for di-
rect imaging of young planets. The specific science casehdse XAO instruments will be discussed
on section 1.3.2. Even if extreme AO systems are very polyeheir design restricts them to searches
around bright, solar-type stars (e.g< ® mag). Fainter substellar objects could be also study byr &t
systems. By number, low-mass stars €M.5 Mg, and brown dwarfs dominate any volume-limited
sample, and thus these objects may represent the most cohwatsnof planetary systems. Such cool,
optically faint targets will be unobservable with spedati extreme AO systems because their parent
stars are not bright enough to provide a high order wavefrefierence. But thousands of cool stars in
the solar neighborhood can be targeted by LGS-AO systenassaime problem is found for the very
youngest stars in star-forming regions such as Taurus oiuCipiss, generally too faint for extreme AO
systems.

In the context of the formation of planetary systems andtamfdil science case is suitable for spec-
troscopic measurements supported by AO. We know that alsiffralotion of nearby stars are surrounded
by dust disks or debris disks. While these disks clearlyaiaribts of dust, it is yet unknown if circum-
stellar disks harbor also significant amounts of gas. Higbltgion integral field spectroscopy at optical
wavebands would be a powerful way to study the gas conteritdarastellar disks. The 5% SR correc-
tion offered by GALACSI, the GLAO module of MUSE, will allow to studgese disks of several arcsec
size at distances of a few tens of pc.

Multiplicity of Minor Planets in our Solar System. While space missions largely drove early progress
in planetary astronomy, we are now in an era where groundebsslescopes carffeiently perform
the regular observations needed for monitoring planetempspheres and geology, and can quickly re-
spond to transient events. Improved angular resolutioncangkcted field of view will enable detailed
images to be obtained of planets, asteroids, comets, agltiteat Example of the improvement on plan-
etary ground-based observations are Jupiter images eibkeined by multiconjugated AO demonstrator
(MAD) at the VLT or by the AO Keck module.

1.2 Adaptive optics overview

AO Concept

All adaptive optics systems generally use the principlelage conjugation. An optical beam is made
up of both an amplitude A and a phagecomponent and is described mathematically by the electric
field Ae?. Adaptive optics reverses the phase to provide compenstiicthe phase distortion. The
reversal of the phase, being in the exponent of the elec#iid fiector, means changing the sign of the
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Figure 1.2: Schematic diagram of a typical astronomicaptida optics system.

term behind the imaginary number. This mathematical catjaog corresponds to phase conjugation of
the optical field.

An AO system basically consists of three main componentsaweviront corrector, a wave-front
sensor and a control system. Figure 1.2 outlines the basanasiical AO system. Lightwaves from a
distant reference source, initially undistorted, passugh the turbulent atmosphere and are collected by
the telescope. The distorted optical beam passes throeghahefront corrector, usually a deformable
mirror, with the capacity of modify its shape, thereby, auncing compensating optical paths to cancel
the phase errors. Then a beam splitter diverts part of the timvard the scientific camera and part
toward the wave-front sensor to estimate the residual rave-distortions. The control system uses
the indirect wave-front sensor measurements to computeléuotrical signals that are fed back to the
deformable mirror, thus closing the control loop. This Igpcess must be executed faster than the rate
of change of the atmosphere, typically between 100 and 1Q00 H

Several books have been written during the 1990s on the foed&ls of astronomical AO ([8],
[9], [10], [11]). In addition, several updated review papshow the improvement of the last decade
([12],[13],[14],[15]).

Atmospheric turbulence characterization: The Fried parameter

Non stationary random functions as atmospheric turbulencé be described statistically using the so-
called structure functions (Tatarski, 1961) used by Kolorog to implement a model of the turbulence:

2 I\
Dy = <|¢(r’ +1) = o) > - 6.88(6) (1.1)
wherer, r’ are lateral displacement vectotgr) is the wavefront phas€,..) denotes the ensemble
average and is the Fried parameter.
The aberrationféect of the turbulent atmosphere on wavefronts passing gfwaus described easily
using this last Fried parameter. Itis defined as the areavavieh the root-mean-square (rms) wavefront
aberrations is 1 radian. A telescope of diameter less thanll be diffraction-limited when observing
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1.2. Adaptive optics overview

through the turbulence, while a telescope of diameter tattggn ro will be seeing-limited. Using the
Kolmogorov model for the refractive index fluctuations i titmosphere the Fried parameter is given
by the expression:

ro = [o.423<2(c03y)—1 f Cﬁ(h)dh]_g (1.2)

wherek = 2r/A is the wavenumbely is the angle of observation measured from the zelﬁﬁ.is the
refractive index structure function dependent of altitideThe integral ofC2 along the line of sight
gives the integrated strength of turbulence. One of theamurences of 1.2 is thag is proportional to
the six-fifths power of the wavelengthy o 1%/°. The typical value of in the visible is between 10 and
20 cm, this corresponds to values in the range 50-100 cm i thand (for excellent observing site).
The full-width at half-maximum of a seeing-limited imageut be define fronrg as:

FW HMseeing= 0.971/r¢ (1.3)

which implies that the FWHM depends on wavelengt as®.
Using equation 1.1 Noll (1976) calculated the spatial poggctrum of phase fluctuations due to

Kolmogorov turbulence:
0'0023|k|‘“/3

53
"o

wherek is a two-dimensional spatial frequency vector. The infiaitgount of energy in this spectrum
du to the divergence at the origin is not physical. In realityw order frequencies are truncated by the
outer scaleof turbulence (defined as the scale of the largest turbutamndtares), as modeled by the more
realistic von Karman spectrum.

Atmospheric turbulence is a dynamic process where the wavediberrations are constantly chang-
ing. A characteristic timescale may be defined as the timewh&h the rms in wavefront error is less
than Tad?. If the turbulence were concentrated in a single layarnofmoving with a horizontal speed
of v my/s then the characteristic timsy, is given by:

D(K) = (1.4)

70 = 0.314rg/Vv (1.5)

A layer with ro =10cm at 0.5um moving at a speed of 10mwill give 7o = 3.1ms the corresponding
value at K band will be 19 ms.

AO limitations

The high frequency required imposes to the WFS a temporaplgagnof the order of milliseconds.
Which such small integration time an additional problempeaps: the leak of photons. Most of all
WFS concepts measures the local wavefront splitting thel jpugeveral elements (subpupils). The
degree of correction depends on the number of subpupils, tntigher correction would imply few
photons per subpupil. Because the science target is oftefiaittt to be used as a reference star a nearby
brighter guide star can be used instead. Since the atmaspindulence evolves spatially on rather small
scales this guide star must be located close to the astroabwoidject in order to avoid the isoplanatic
effect: as the wave coming from the two objects does not crossaime part of the atmosphere (i.e.
the same turbulence),the aberrations aféedint in the two directions, while the correction is optietz
only for one (figure 1.3). The angular size of the patch oveictvithe wavefront is fairly uniform is
called isoplanatic angle. For a single layer with a giverugaifrg at a heighth and zenith angle, the
isoplanatic angle is given by:

0o = 0.314rgcoqy)/h (1.6)
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corresponding to a mean squaréetience in the wavefront errors equal toat?. Typically, for infrared
observations the guide star must lie within about 30 arcs#x®f the astronomical target, while for
visible-light observations the guide star must be withiowttl 0 arcseconds. These limitations are quite
severe, and mean that the fraction of objects in the sky tiedbgored with a suitable guide star is a few
percent or less.

Anisoplanatism

Reference Star

Rasidual
Turbulencea

@
]
=
&
o
E
b

Telascopa

Figure 1.3: Graphical representation of the atmospheigoatanatism ffect for a classical Adaptive Optics system. The stars
not in the direction of the correction see &éient portion of the atmosphere, which is partially coedct

Laser guide stars

The idea of using a laser to generate an artificial guide séarfist proposed in the astronomical liter-
ature by Foy and Labeyrie in 1985 although the principle Heghdy been tested on a military system.
The advantage of using a laser guide star (LGS) is that itvalla bright reference source for the AO
wavefront sensor to be placed anywhere in the sky. Laseregstisks can be generated using either
Rayleigh scatteringfdair molecules or resonant scattering from sodium atomstwhiake up a sodium
layer at an average altitude of 90 km. Rayleigh guide stahéctwcan be generated at altitudes up to
about 30km, are not suitable for large telescopes, and neesiapbment work is how concentrated on
sodium guide stars. Some fundamental limitations of LGS are

e An LGs cannot be used to measure tip and tilt of the wavefrdiis is because the guide star
position is d@ected by the tip-tilt on the up path, or jitter in the projettaser beam. An NGS with
reduced demands on its brightness and distance to the abgitk required for this purpose.

e Since the laser guide star is formed at a finite distance afbevielescope, the light from the LGS
traverses a conical volume defined by the telescope pupittentdGS altitude, while light from
astronomical objects traverses a cylinder in the turbusmosphere. The resultingfiiirence
between the wavefront aberration induced on a natural sthttet measured by the laser guide
star is referred to as the "conéect”, or "focal anisoplanatism”.

e The laser guide star is seen to be elongated if observed witlperture that is not coincident with
the laser launch telescope producing elongated spots dWE® The centroiding sensitivity of
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1.2. Adaptive optics overview

the WFS depends on the spot size, and so the sensitivityuseddy spot elongation. Thigfect
is more severe for larger apertures.

e Variations in the height of the sodium layer can occur overtstimescales and this will introduce
focus errors forcing the use of a natural guided star to @séirthe focus. In addition, variations
in the concentration of sodium ions cause variations inrnkensity of the photon return from the
sodium layer.

System performance estimation

In adaptive optics systems it is customary to use the wanefrariance residual error or the Strehl ratio
as a measure of the image quality. The main error source8rthitetd the AO performance are:

¢ Noise in the wavefront sensor measurement: photon noiséout noise and background noise.

e Imperfect wavefront correction due to the finite number @fiators. Because a deformable mirror
cannot exactly match the shape of Kolmogorov turbulencdiadierror results.

e Bandwidth error due to the finite time required to measurecancect the wavefront error.

e Isoplanatic error.

Other errors include errors in the telescope optics whiehnat corrected by the AO system (e.g.
high frequency vibrations, high spatial frequency errorsyidual calibration errors and non-common
path errors. The latter are wavefront errors introducetiércbrrected beam after light has been extracted
to the wavefront sensor. Since the wavefront sensor doesense these errors they will not be corrected.
Since the non-common path errors are usually static, thepeaneasuredBline and taken into account
in the wavefront correction.

Assuming that these errors are uncorrelated and are edbef@aussians random variables. Their
variances can be addend to determine the global system error

2 2 2 2 2
O system™ OWFS noise™ O-fitting + O-temporal+ O-isoplanatic (1'7)
With o2 in units of square radians.
The performance of an adaptive optics system is usuallyactenized by the Strehl Ratio (SR),
which is defined as the ratio of the peak image intensity toptek intensity of a diraction-limited
image. The SR is related to the residual wavefront phasanceio?, by:

SR=e"’ (1.8)

A typical design goal for a high-performance AO system (nokOXsystem) on an 8-10m telescope
would be to obtain SR0.8 when observing in the K band. In astronomy is common tordesimages by
the FWHM. If the SR is high then the fwhm should approximatthtotheoretical value for afiliaction-
limited image. For moderate values of SR (@.1) there is a fairly monotonic relation between SR and
FWHM, while a low value of SR may correspond to a wide rangeWHM.

The Strehl ratio is not a unique descriptor of AO performasioee the corrected point spread func-
tion has a complicated core-halo structure. The correctaeefront produces a coherentfdiction-
limited core, while the residual uncorrected wavefronegivise to a halo of size somewhat less than the
long-exposure image size. For planet finder instrumensgsrédsidual halo limits the detectability of the
planet, even for high SR. In this case the contrast level éetwcore and halo gives a better estimation
of the performance.
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1.2.1 Wavefront sensing

The purpose of the wavefront sensor in an adaptive optidersys to measure the wavefront with the
required spatial and temporal sampling [16]. Direct semsiha wave-front is not possible at optical
frequencies, because the wavefront phase does not inteithanatter in any measurable way, instead,
the wavefront must be deduced from intensity measureméntsesor more planes.

Optical instruments for laboratory measurements emploggsext approach where there is an ex-
plicit determination of the phase or OPBptical path diferencé of the wave using interferometry with
narrow-band lasers. Because of the need to use broadbaect, ieasurements of optical phase are not
feasible in astronomical AO. Instead, an indirect apprdaalsed where the information related to the
phase is translated into signals that are used to compeiosdlte wavefront.

Wavefront sensors can be divided into pupil plane and iméaygepsensors depending on where the
intensity is measured by the detector. Pupil plane methplitstise pupil up into subapertures in some
way, then use intensity in each subaperture to deduce dhksiirst of the second derivatives of the
wavefront phase. On this group are included the most comn@iexsors: Shack-Hartmann, pyramid
and curvature. For the focal plane methods, wavefront ptigseare deduced from whole aperture
intensity measurements made at or near the focal plane Iptage. Phase diversity and speckle nulling
are examples of this methods.

Shack-Hartmann sensor

The Hartmann method (1900) is a way of testing a lens or mitrat employs an opaque mask with
holes placed behind the optical element under test. Eadiedfidles acts as an aperture, and since the
light passing through the lens is converging, the imageymed is an array of spots. The position of the
spots is a direct indication of the local wavefront tilt atlediole. Shack improved the concept including
lenses on the hole to focus the spot and optimize the light.

The Shack-Hartmann sensor is shown in figure 1.4. The SH&aththe wavefront on the pupil plane
into subapertures using an array of lenses (i.e. lenslayarEach of the beams in the subapertures is
focused onto a detector placed on the focal plane. if the Vikaise, the spots are focused on the optical
axes of its corresponding lenslet. On other hand, if the Wiisturbed, each lenslet receives locally a
tited WF that produces and angular displacemeot the spot respect to the centered reference position.

® & & o
Reference ® & o o
plane wave ® o o o
® & o 0
Wave-front Lenslets Detector Image
f {Pupil plane) (Focal plane)
L]
) AN
Disturbed ( e %o
wavefront o Y ®
® ®
o o & o

Figure 1.4: Principle of the Shack-Hartmann wavefront eerf®p: plane waveBottom: disturbed.
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The angular displacement gives an slope estimation forubeage wavefront on each subapertures by
measuring the displacement of the spot in both x and y daestilt could be defined as:

L&A ([
Vi %Asafsaﬁxd){dy (1.9)

wherecy is the spot displacement (i.e. centroidlthe lenslet focal lengthyl the magnification between
the lenslet plane and the telescope entrance planédgttie subaperture area. The same equation can
be write for the y-axis. Several methods are used to deterthim spot position. A simple estimation is
the center of gravity positiorc, c):

2i.j %l i Yiiliij
_ 6 =

Cx=—"— —_— 1.10
) 2ij i 2ijlij (1.10)
wherel; ; and  j, y;,;) are the signal and the position coordinates of the det@cxet (i, j).
The spot width on the detector is compute from the subapedifraction equation:
AX = %f (1.12)

A displacement of the spot radius corresponds to a wavefitbaf one wavelength over the subaperture
(phase shift of ond). (figure 1.5).

When designing a WFS it is important to enlarge as much asipeshe dynamical range (i.e.
turbulence strength that could be sensed) over which treoséslinear. Several factors constrain it as
maximum number of pixels available, photon noise, compariatomplexity, etc. So, a compromise is
always necessary taking into account the wavefront semsigrements.

The smallest detector size per subaperture is a 2x2 arrbgd Gaquad-cell. For this sensor the
effect of the read noise is minimized but on other hand it has iégidmynamical range and a non linear
response.

For this case the angular displacement of the spot can bdifsauby:

_9*|1+|2—|3—|4

y = 7——
211+l +13+ 14

(1.12)
whereg, is the angular spot size in radians (i.e. equaltdin the difraction-limited case oi/rg in the
seeing limited case). In terms of the tilt angle, the linearge of each subaperture is limited by:

A
a= i% rad (1.13)

Equation 1.12 and 1.13 show that the sensor signal does pehdeon the focal length. Thus, the
quadcell lacks of flexibility with a range of tilt over the saferture restricted to about 0.5 waves.
Moreover, the gain (i.e. the response versus the measureefraat deformation) for the quadcell is
fixed by the spot size of the spot. A way to improve the dynamime is to use more detector pixels for
each subaperture. In this case the dynamical range anditjnefthe tilt measurement is determined
by the geometry of the detector (focal length, ratio of psiek to spot width and number of pixels). As
example, small pixels compare to the spot width gives gawoshlity but, small dynamical range, while
a bigger pixel increase the dynamical range btiess from linearity problems.

A 4x4 array has greater flexibility and provides a good compse between performance and com-
plexity. As the response are identical in the x and y directjdhe pixels are summed across the array in
the direction orthogonal to the scan to obtain the "four-glementsa; througha, for each axis. Thus,
the basic center of gravity algorithm has the form:

c— Wiag + Woap + Wiag + Waay
a a+a+ag+as

(1.14)
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Figure 1.5: Principle of wavefront tilt sensing over a sudrdyre. A displacement of the radius spag(= LT”) corresponds to

a wavefront tilt A¢) of one wavelength over the subaperture.
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Figure 1.6: Transfer function of a Shack-Hartmann sensiogus quadcell. One wave of subaperture tilt displaces theale
core of the spot entirely into one cell for the detector arflaft). For higher tilt wavefront errors the sensor will sette,
although the linear range is restricted only to ahe@t5 waves. The gain of the system is obtained from the cuogesf the
linear range, for the quadcell case is fixed by the spot size

wherews...w, are the pixel position (-1.5,-31,+1.5). A 4x4 cell SHS could be used as a quadcell
changing thev values to (-1,-}1,+1).

Pyramid sensor

The pyramid wavefront sensor was recently introduced byaRzani in 1996 [17]. It is based on the
same principle as the Foucault knife-edge test used focalgéns testing. The principle of operation is
shown in figure 1.7. The wavefront coming from the telescap®@dused into the focal plane, where a
four face pyramidal prism is placed with its vertex at thealqmoint.

The four faces of the pyramid deflect the light in slightl§felient directions. A lens relay placed after
the pyramid is used to produce four images of the exit pupt @CD detector allowing the adjustment
of the scaling (number of pixels across the pupils). Theaxeaingle of the pyramid must be slightly less
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Figure 1.7: Schematic diagram of the pyramid wavefrontaecsncept. The reference source is imaged on the pyrantieikyer
afterwards the light is deflected in four directions and eged in four exit pupils by the relay optics.

than 180 to avoid overlap between the pupil images. Théedence intensity between pairs of pupils is
related with the wavefront gradient along tkandy axes.

Let's consider the two faces pyramid case (two exit pupildy @ne sensing direction) on figure
1.8 to explain the sensing principle. In the absence of abens, all the rays coming from the pupil
will be focused on the center of the pyramid vertex, so thbtligill be split equally onto the two
pupils. If there is a global tilt across the entrance pupit focal plane will be shift respect the vertex
center, thus, one pupil would be more illuminated than themptbut homogeneity illuminated. The
illumination diference between the two pupils is related with the wavefrtoges thereby, with the
global tilt (equivalent principle of a quadcell detector tbe four faces pyramid).

Let's consider now a local phase gradient on a small areaeoétirance pupiA (e.g. of sizerg),
on the geometrical approach, the aberrated rays coming &l miss the vertex of the pyramid and
will cross only one of the prism faces being projected onlyoaone of the reimaged pupils. In this
way, the aread, will be higher illuminated tharA|. However, the intensity distributions in the pupil
images are only a measure for the sign of the ray’s slopegdthgoes either in the up or down pupil,
thereby the pupil illumination is independent of the tiltestgth). This simply means that the signal of
the PWFS saturates as soon as small aberrations appeatsovisia figure 1.9 (left), the linearity range
is extremely small.

The sensitivity (refers to the ratio between the sensorasigns and the incoming wavefront rms)
could be reduced by modulating the position of the input beanthe pyramid using a tip-tilt mirror
([18],[19)]). If we consider an aberrated ray which strikes pyramid as shown in figure 1.9 (right), then
circular modulation of the beam will cause the ray to traceauircle over the sides of the pyramid.
Over one modulation cycle, the time spent on each face, ancehine intensity at the corresponding
point in each of the four pupil images, will depend on the nloglwf its slope. The relation between
intensity and wavefront for the 4 sided pyramid is given by:

_ ((xy) +12(x y)) — (I3(x.y) + 1a(x.¥))
B |]_ + |2 + |3 + |4

_ (2 y) + 13(x y)) = (12(x.y) + la(x.y))

S
X(X’y) |1+|2+|3+|4

Sy(x7 y)
(1.15)
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OW(X,Y) _ R . (ESX) OW(X,Y) _ R

ax FoM2 oy F

whereR is the amplitude of the modulation and F the linear distaretevéen the exit pupil (reimaged
on the tip-tilt mirror) and the pyramid vertex (focal plane)

Figure 1.9 (center) shows that the sensor response is apyai@ly linear in the regime of small
wavefront slopes. It can be seen that the sensor sensitivityersely proportional to the modulation
amplitudeR. In closed-loop operation the initial amplitude corresp®to the seeing size and then can be
reduced in order to increase the sensitivity. Changing thelitude modulation would be equivalent to
change the focal length of the lenslet array in a SHS sengsancé] the PWS principle is highly flexible
and can be adjust depending onto the observation conditions

sin(gsy) (1.16)

Curvature sensor

The curvature sensor applies more directly the idea of usingagation of intensity to measure wave-
front errors given by the Irradiance Transport Equatiomticwity equation for light beams):

ol
— = —(VI - V¢ + 1V29)) (1.17)
0z

Entrar!oe Pyramid Relay Pupil plane

Pupil (focal plane) lenses
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Local TILT ,\ ¢ 7] Abe"a‘sdmvs i
\ A7

! I

|

I

|

| N/ v |

Input wavefront

Figure 1.8: PWS sensing concept. A local phase tilt causgshb aberrated rays hit the pyramid on either side of itarigh
appears only in one of the multiple pupils causing the cpoerding zone to be brighter in one pupil image and darkereén th

other.
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Figure 1.9:Left: Transfer function of a non modulated PWS, the sensor is ambat over the spot widti{Middle:) Transfer

function of a modulated PWS, the sensor is linear over meidmavidth. Right: Path of a tilted single ray due to tip-tilt
modulation.
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1.2. Adaptive optics overview

The first term represents the transverse shift of the beantodoeal wavefront tilt (concept used on the
SHS and PWS) while the second term may be interpreted as #imgehin irradiance due to focusing or
defocussing of the beam caused by local wavefront curvétised on the CWS).

The curvature wavefront sensor was developed by F. RoddE988 ([20]). The principle in shown
in figure 1.10. Two intensity distributions are recordedhiea planed?; andP», at a distancébefore and
behind the telescope focal plane. These intensity digioibs can be considered as defocused images of
the telescope pupil. A local curvature on the wavefront redithe rays convergence and divergence
in both planes leading to a local excess of illumination ianglP, and a lack of illumination at the
corresponding position iR,. While the diference between the two illuminations gives the local WF
curvature (second derivative) inside the beam, at the eofgd® beam gives the WF radial slope (first
derivative).

In the geometrical approximation, the irradiance transpquation can be developed to find the
relation between the normalized intensityfeience and the WF phage
12() — 12(=1) _ Af(f ~1)[4 phi (f_r*éc)_vng(f_r*)] (1.18)
11(F) + 12(-7) 2rl

wheredg/on is the radial first derivative of the WF at the edgea linear impulse distribution around
the pupil edge an®? the laplacian operator. The CWS sigeéf) can be amplified by reducing |, which
makes gain adjustment possible.

On real implementation of CWS, a vibrating membrane mirsoplaced at the telescope focus,
followed by a collimating lens, and a lens array. The defedudistance can be chosen by adjusting the
vibration amplitude in order to conjugate the defocalizedsing planes on the lenslet array. Optical
fibers are attached to the individual lenses of the LA, andh éider leads to an avalanche photodiode
(APD) with zero readout noise.

o) = an \ 1 |

1.2.2 Deformable mirrors

In order to compensate for the distortions in the waveframihase correction device is introduced into
the optical beam. Such devices introduce an optical phaiepdby producing an optical pathfiierence

6 (Whereg = (2r/1)6). The quantitys is the variation of the optical pathe where n is the refractive
index ande the geometrical path. The easiest way to introduce a gemalgbath diference is using a
deformable mirror or a tip-tilt mirror.

Pupil Plane P, Plane P,

plane Excess of ilumination Lack of ilumination
Incoming A\ /
Wavefront Focal

o(r} g plane o=
: . 6
e ¢ ¢
A e S i >
AR L B iniiminiinink <

Figure 1.10: Principle of the curvature wavefront sensor.

31
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Deformable mirrors (DMs) basically consist of a segmentedomtinuous reflective faceplate (i.e.
surface mirror) coupled to an array of electromechanictlaors that perform the deformation. The
main characteristics which determine the performance odivgefvont corrector are:

e Number of actuators. The number of actuators represents the degrees of freedthin he
active area and is the basic descriptor. The actuator gitchelation to the value afy determines
the fitting error. Full wavefront compensation requires finative actuator spacing of 1 - 1rb.
This implies than larger is the telescope, higher is the rarmobactuators required.

e Actuator stroke. The dynamic range of the deformation is defined by the strdke.can dif-
ference two types of stroke: Tlieteractuator strokecorresponds to the maximum displacement
between two adjacent actuators (individual actuator ejrakd is always less than or equal to the
mechanical strokéefined as the maximum range over which all of the actuatersraave collec-
tively, i.e., simultaneously applied with the same driviraitage. The stroke required is defined
by the standard deviation of the turbulent wavefront:

5/6
o= 0'06(r_) (wave$ (12.19)
0

The DM should be able to correct the PTV specifiedrdsr. The stroke of a mirror is/2 the
phase change placed on the beam; thus, the total stroke dmieal) required is:

D\5/6
stroke= 0'15(r_) (waves (2.20)
0

Note that the stroke required is independent of the wavéidogjng corrected. The results showed
are considered for a tip-tilt free turbulence since this esocbuld be corrected independently by a
tip-tilt mirror in order to reduce the stroke required by .

¢ Influence functions. The shape of a deformable mirror surface, when it is pushehtactuator,
is called its influence function (IF). The influence functidefines the spatial response of each
actuator and is a function of mirror faceplate parametessheckness, sfiness or modulus of
elasticity. The shape of the IF determines how well the DMhike do take on the shape of the
turbulence. The IF for each actuators is recorded into aikyrapplying a fixed voltage to each
actuator sequentially and recording the wavefront phasgyzed (usually using an interferometer
to have high accuracy). The knowledge of the IF is necessauy fnodal control where the modal
decomposition of the turbulence wavefront is projectea ohé IF (section 1.2.3).

e Actuator coupling. Actuator coupling shows how much the movement of one amtwaill dis-
place its neighbors. It is defined as the ratio of the faceplaflection produced by an actuafgr
at the position of an adjacent actuafgr s, to that of the maximum peak deflection Af

e Temporal frequency response Temporal response of the deformable mirror shows how ¢uick
the mirror will react to the control signal. Small mirrorsuadly have higher bandwidth.

The actuators employed in deformable mirrors are usualheeipiezoelectric or electrostive. An
electric field applied to a permanently polarized piezaeleceramic induces a deformation of the crys-
tal lattice and produces a strain proportional to the dle@igld. The most commonly used piezoelectric
material is lead zirconate titanete: Pb(Zr,Ti)O3, reféras PZT. The poling in the material is created by
applying an intense field to the ceramic, aligning the rangi@riented dipoles parallel to the field. The
response of PZT to applied voltage is linear and bipolar ¢z be made to both expand and contract).
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1.2. Adaptive optics overview

In the case of a disk actuator, thext of a longitudinal electric fiel& parallel to the poling axis (axis

of deformation) is given by:

Ae

Wheree is the thickness of the PZT disk amli,; is the piezoelectric cdicient. Thus the relative
thickness variation is proportional to the fidtdand, hence, the variation of thickness is proportional to
the voltage applied.

The main disadvantage of PZT, being ferroelectric matgsahat they exhibits 10-20% hysteresis.
This mean, that when a voltage is applied and then removedydtuator does not return to exactly the
same length it had before the voltage was applied. Teeein a closed-loop AO system is to reduce te
effective bandwidth.

One type of PZT deformable mirror is the bimorph mirror, inigthelectrodes are placed between
two sheets of oppositely poled actuator material. Apphangltage to an electrode causes one sheet to
contract and the other sheet to expand in the vicinity of thetedes. This results in a local curvature
of the deformable mirror surface. This type of mirror is Uguamployed in systems having a curvature
sensor (since the curvature sensed by the WFS is directlpeonsated by the Laplacien IF of the DM). A
disadvantage of bimorph mirrors is that it igtdiult to have a large number of actuatotsl(00 actuators
max).

The second physical process used to produce stroke is tbtoskeictive dfect that generates a
relative deformation which is proportional to the squar¢hefapplied electric field:

2
0 _aE?= a(y) (1.22)
e e

where a is the electrostrictive diieient. Note that with electrostive material, the changénickiness is
thickness dependent.

Micro deformable mirrors

A new type of deformable mirror was developed during the diestade using micro-electronics fabrica-
tion process. These devices have not yet been used in asticaidnstrumentation, but this technology
will provide the key to small, low-cost, light, and scientdlly efficient instruments.

These deformable mirrors are fabricated as microelecttbarécal systems (MEMS) ([21]). the
fabrication process consist on the deposition of variouterias on the surface of a substrate, and using
masks, their localization on the substrate is preciselynddfiin order to ensure their specific tasks.
In MEMS, there are two kinds of layers: structural layers aadrificial layers. The structural layer
materials are polysilicon or metal, and the sacrificial tayare silicon oxides or organic materials. The
sacrificial layers are chemically dissolved at the end ofadhbeication process in order to create air gaps
between the remaining structural layers. Fabricationgs®ds shown in figure 1.11.

Micro-mechanical actuation is obtained using electrastgfect. The electrostatic actuator consists
of two electrodes of metal heavily, isolated from each othea gap of thickness g filled with dielectric
medium, usually air. When a voltage V is applied between lbet®des, an attractive force F is gener-
ated, and if one of the electrodes is mobile, it moves towdrd®ther. Since the electrostatifext has
only one attraction sense it is necessary to set up the actizhalf range as zero point operation, in this
way is possible to obtain two stroke directions by increggire voltage (attract the electrodes, negative
stroke) or decreasing the voltage (separate the elecirpdsiive stroke).

A micro deformable mirror (MDM) is usually a continuous nairformed by a single mirror mem-
brane supported by multiple post attachments to an eléatiosictuator array (figure 1.11b) ([22],[23]).
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Figure 1.11:Left: Schematic of the microelectromechanical fabrication ess®Right: MEMS deformable mirror, the size of
the reflective surface is around 10 mm

The typical actuators consists of a 300 x 300pn2silicon layer anchored to a substrate along two oppo-
site edges. The actuator flexible membrane serves as theelpptode of the parallel plate capacitor. A
lower, stationary pad of polycrystalline silicon was dafasover an electrically insulating Ogn thick
silicon nitride layer that covers the silicon substrate.isTpad serves as the other capacitor electrode.
Applying a voltage between the lower capacitor electrod# tae grounded upper actuator membrane
causes the latter to deflect downward, in turn moving jisndost and point of attachment to the mirror.
An airgap, typically Sumthick, separates the actuator membrane from its voltageation pad.

The physical behavior of the actuator could be described@atteactive force between the membrane
and the pad that is balanced by a restoring force of the sgrrgo the membrane stress (figure 1.11a).
The equilibrium equation is given by:

€AV?

F:k:—:
M= g2 e

(1.23)

whereF, is the restoring forcer the electrostatic forcd is a constant related to the membrane thick-
ness, elastic modulus and physics geomettiye dielectric constant of the gap space (normally vacuum),
g the gap spacing; the height of the segment above the substratiiie area of the segment akcthe
voltage applied. Thus, the relation between displacenstrike) and V is given by:

1/2
V= [%;Z)Z] (1.24)

note that the stroke displacement is dependent on the sgtitire voltage.

The two main advantages are the size of the device (for a 32z@@tors array will measured only
around 10 mm) that will allow to build small high density aators mirrors, and the speed (up to several
kHz). In addition, MDM are not fiected by hysteresis.

Although, they present a main restriction on the strokejaalevices produces stroke aroundri
and future developments are limited by construction to arféerons since an stroke increase implies to
increase the size of the actuator and thereby the size of émebnane that would give problems on the
equilibrium forces. The solution is to use simultaneouslyp teformable mirrors on the AO system; a
woofer DM with few stroke but large stroke will be used to emtrthe spatially low order disturbance
while a MDM with large number of actuators and few stroke Wwélused to compensated the high order
disturbance.
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Figure 1.12:Left: Electrostatic actuation principl®ight: Scheme of a MEMS deformable mirror.

1.2.3 Wavefront reconstruction and control

On an AO system the gradient (or laplacian) data delivereth®yWFS is converted into commands for

the deformable mirror:
R

whereSyy represents the slope spackthe commands space, afitlis a linear application that goes
from slope to commands space.
This linear relation can be expressed using matricial fiemeas:

c=Rs (1.26)

wheres is the slopes vectoys, ..., S35, § i}s}, nsthe number of subaperturesthe commands
vector{cl, ..., c"d, nathe number of actuators and R is the reconstructor or comtadix.

The mathematical computation &fand the conversion between slopes and commands is known as
wavefront reconstructianT his process restores the absolute phase values on the-abeiture that are
lost when local wavefront slope is measured.

The complete process of sensing, reconstruction and consrdeployment is done in a feedback
loop process within a short time, termed latency, that medéss than the change time of the wavefront
being compensated. Adaptive optics control may use eithen-doop or closed-loop operation. In the
open-loop operation (feed-forward configuration) the W& $laced before the DM, thus, the received
wavefront is first measured in its raw or uncorrected state rfequired corrections are then computed
and fed to the DM.

In the closed-loop configuration the first component in thiicapsystem is the DM. which compen-
sates the wavefront errors on the incoming beam before #ngpted and measured by the WFS. The
WES therefore sees only the residual error; that is, thieréince between the current incoming wavefront
and the last correction applied to the DM. This error is pssee to update the control signals applied to
the DM. On this arrangement, the wavefront sensor needstonlgtect small deviations away from the
null.

Open loop configuration are more instable and depends onmaaecWFS measurements and de-
formable mirror calibration. Any error in the response aédh components shows up as a wavefront
error in the optical output. For this reason, closed-loopfiguration are used in most AO system, and
open loop systems are used only when closed-loop configarainot feasible like in MOAO (section
1.2.4).
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Using the closed-loop approach, an AO system can be defiokoWwing control theory) as a multi-
variable servoloop system (figure 1.13) where the inputasithvefront phase perturbation and the output
is the residual after correction. In most cases, is usedteofider servoloop containing an integrator as
feedback law. This integrator in a discrete time systemesponds to summation:

c(i) = cfi — 1) + aRs(i) (1.27)

wherec(i) is the commands vector for the actual iteratiofi,— 1) is the commands vector applied
on the previous iteratiors(i) is the slopes vector on the actual iteration and R is tloenstructor or
matrix gain (using the control theory termyj.is a scalar gain between 0 and 1 used to decrease all the
matrix gains in the closed loop, giving stability but rechiperformance (the control bandwidth and
transfer function are directly related to this parametéhis gain is adjusted depending on the observing
conditions.

The integrator induces memory of previous aberrations ersyistem, since the actual commands
computed take into account the commands history applied.

On this way the output residual phase in each iteration isrghy:

¢res = drur — deorr (1.28)

The corrected phase, expressed in slopes, is linearledelatthe commands by:

s= Mc (1.29)

Where the matrix M is the Interaction Matrix of the system ]ltflat links the deformations of the
DM to the WF distortions measured by the WFS. The matrix M ddod obtained experimentally from
the system: the basic idea for recording it is to deform thet3Npushing its actuators one after the other
(zonal approach), and for each of them record the slopesvpmduced on the WFS. This process is
known ascalibration since what we do is to "calibrate” the WFS response to the DM.

In this way, for a system witha actuator andhs subapertures an interaction matrix g, XN is

(ptur(t) (pnes (t)

7@

Poon(®)

Corrector

s(t)

‘ Interaction Matrix ‘

|
_—c(t)‘ Integrator ‘<——| Reconstructor ‘<———J

Figure 1.13: Basic block diagram of the AO control loop.
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obtained:
Sx.1 Sx.1 Sx.1
Sx,2 Sx.2 Sx.2
M= || 0S|l [Snsp s (1.30)
Sy1 Sy1 Sy1
Sy2 S22 S22
Sy.ns act=1 Sy.ns act=2 Sy.ns act=na

To compute the commands the reconstructor matrix is regjuireoking at equations 1.26 and 1.29,
it is shown that matrix M and R are inverse one of each oth@ceSihe interaction matrix is known, the
reconstructor could be obtained inverting M. But, the linggstem that represents actuators and slopes
is overdetermined (there are more wavefront sensor sighats actuators). Hence, matrix M is not
invertible since it is not square and normally is bad condiid: this is known as thieverse problem
There are many approaches to finding R.

In the standard square approach, the wavefront sensor(ekdvic)? has to be minimized. It can be
shown that the theoretical control matrix that accompbstiés condition is:

R=[M"M]IMT (1.31)

In practice, this reconstructor implies the diagonalmatof the matrix MTM]~%, that in this case
is a square matrix, but is normallyfacted by noise propagation and unseen modes and therelyy badl
conditioned. The most common way to inverted M is to use theadledsingular value decomposition
Where M can be written as a product of three matrices:

M = UAVT (1.32)

whereU is anNy,exNons orthogonal matrixV is anNpaXNpa orthogonal matrix and\ is anNangXNna
diagonal matrix. equation 1.32 can be expressed as:

T
A1 \Z21
Ao V2

M=(u Uz ... Uzs (1.33)

Ana) V],
where the vectors; andv; form complete sets of modes for the sensor signal and miootral
spaces respectively. The diagonal element4 of;, are the singular values of the matrix M. Each non-
zero value ofy; relates the orthogonal basis compon@rih ¢, the control signal space, to an orthogonal

basis componeny; in s, the sensor signal space. We can now distinguish two typesdes:

e Correctable Modes. For these modes); # 0, the actuator control signal= v; results in the
sensor signas = Aju;. These modes can be corrected by applying the actuator madelrlvi,
(the singular value could be understood as the sensitifitigeomode).

e Unsensed mirror modes.There are modes for which = 0. These modes produce zero signal
on the detector. This is the case of piston mode, moving alatftuators together do not produce
any slopes measurement.

These unseen modes depend on the geometry distributioredetactuators and subapertures.
Considering the usual Fried geometry (actuators are pliacdek corner of the subapertures), an
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important unseen mode is theffle, figure 1.14a shown the e pattern as "chess” distribution.
this mode is equivalent to piston, because it produces ataminphase displacement over the
whole-subaperture (there is decophasing on the wavefriietleby the slope measurement is not
affected.

In real systems unseen modes are relatet] t@lues that are not exactly zero, but are very small.
For these modes the sensor is practically blind and cleaidgeptible to noise. These modes
should be discarded in the reconstruction in order to avoidenpropagation. This is the case of
the partially wadfle modes shown in figure 1.14b.

The final Reconstructor matrix is now given by:
R=M"=VA*tUT (1.34)

where+ denotegpseudo-inverseA™ is the least-squares pseudo-inversé dérmed by transposing
A and replacing all non-zero diagonal elements by their rechs/ii‘l, which now can be interpreted
as the gains of the system modes.

Figure 1.14: Unseen mirror modesft: Waffle mode Right: Three examples of partially viize modes.

Modal control

The perturbated wavefront over the pupil may be considesatie@superposition of spatial modes with
increasing spatial frequency and showingfatient temporal behavior, while the correcting system is
described by a zonal approach where the aperture is dividedhidependent subapertures and the wave-
front is compensated by an array of discrete actuators. i@ete zonal geometry, modal algorithms
could be used in the reconstruction in order to compute tive dignals.
The turbulent phas¢(x, y) could be decomposed on a set of whole-aperture basis dmsafmodes)
given by:
Na
o) = ), aZ(r) (1.35)
k=1
wheregy are the cofficients of the basis functiong(x,y). The base of modes is assumed to be
orthogonal (linearly independent, i.e., the decompasificesents a unique solution):

f Zi(r)Z;j(r)d?r = &j; (1.36)
P

Using the orthogonality property of the basis functiong,ahcosficients are given by the wavefront
projection onto the base:
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a = fp o(1)Zu(r)dPr (1.37)

Since wavefront aberrations are a random processlicieatsax are also random and we are inter-
ested in their statistical properties. The statisticalac@nce matrix is given by:

(aay) = fp (GO Z()Zi()Pr (1.38)

The diagonal elements of this matrix are the variances ofrtbdes and describes their contribution to
the atmospheric turbulence.

The most used base is the Zernike polynomials because timelgecaomputed by simple analytic
expressions. These polynomials keep the properties agotiality and normalization on a unit circular
aperture. The first few modes correspond to familiar optatsdrrations, such as overall tilt, defocus,
astigmatism, and coma.

The covariance matrix could be computed taking into accthmstatistical properties of the phase.
For the Zernike modes the diagonal elements are given bypih@@mate expression:

5/3
(a?) = 0294719 (%) (rad?) (1.39)

Also non diagonal components appears on the covariancéxrf@tthe Zernike case. This means
that all modes are not statistically independent. a setsiEbanctions orthogonal and statistically inde-
pendent could be obtained in terms of the Zernike modes lyodalization of the Zernike covariance
matrix. It is the so-called Karhuhen-Loeve expansionAdf, = ad is the covariance matrix, since it is
hermitian, there is always a unitary matrix U that verifyttha

UAU! = A (1.40)
The codficientsb; of the K-L expansion are given by:
b =Ua (1.41)

From equation 1.40 and 1.41 The K-L covariance matrix giveibli is diagonal and thereby, sta-
tistically independent. Using equation 1.35 and 1.41 thespltould be expressed as:

Na Nm
B(xY) = Y > UkghiZi(r) (1.42)
k=1 j=1
And the K-L functions could be expressed as linear comtnaaf Zernike functions with the vector
columns ofU as codicients:

Na
K=" ubjZe(r) (1.43)
k=1

The computation of a K-L modal basis statistically indepartccould be done from any set of func-
tions, not necessarily from the Zernike polynomials as wiesge on section 4.

To apply the modal approach on the AO control it is necessaigoie back to the mirror space,
since it is the space where the phase is compensated. Thar space is defined by the DM influence
functions or wavefront distortions produced by each irdiial actuator (section 1.2.2). Projecting the
modal basis onto the IF space it could be found a matrix mlakip between commands and modal
codficients given by:

c=Bm B=FZ (1.44)
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Where F is the IF matrix, Z the modes matrix ama) @re the mode cdkcients of the modal basis
(Zernike, K-L or other). Matrix B gives the voltage pattemrecreate each of the modes by the DM.
Applying sequentially each of this mode patterns to the DMl @Tording the slopes vector produced on
the WFS the modal calibration matriX is obtained. The modal IM converts mode fiazents vector
into slopes vector:

s=Dm (1.45)

The reverse equation could be found trough the pseudoma#i® (using SVD).
m=D*s (1.46)

In this way any WF measured by the WFS could be described Imydtial codficients.
From equation 1.45 and 1.46 the modal control matrix requivecompute the feedback commands
is given by:
c=BD's (1.47)

Modal control could be performed recording a zonal IM andngknto account the modal basis B.
In this case the reconstructor is given by:

c=BB'M*s (1.48)

Modal control is useful because it is possible to decide aripwhich modes of the turbulence to
control taking into account the observing conditions. Whamking in low flux conditions it is conve-
nient to control only low order modes and avoid high order esothore fected by noise propagation
or to set individual control gains for each mode. In addiiids possible to take into account the spatial
structure of the turbulence on the construction of the mbéais. Specific issues about modal control as
the computation of the modal basis will be treated on chapter

1.2.4 Adaptive optics systems zoology

Several AO concepts have been developed in the last yeachieva the dferent scientific goals ex-
plained before specially for the next generation of extigriegge telescopes (as explained in Hubkin
al. 2005 [24]). The main dierences consist on the corrected FoV: higher correctiofyistpaller FoV,
while higher FoV are obtained reducing the performance thescorrected field. The classical AO con-
cept explained before, consisting of one deformable miaurat one WFS, is called Single Conjugated
Adaptive Optics (SCAQ). In this case, the maximum perforoesis achieved in the guide star direction
while science targets fiiers from anisoplanatism. The new adaptive optics systeamoped for the next
instruments generation are hereafter briefly reviewed fitwariargest to the smallest corrected FoV.

Ground layer adaptive optics

Ground Layer Adaptive Optics (GLAQO) is a new AO concept basedhe fact that most of the atmo-
spheric turbulence is generated in the first few hundred nmetieove the ground (at least for the best
observing sites). The correction of only this ground layfeiudoulence allows us to achieve a moderate
level of correction (since only a fraction of the turbuleriseorrected), but over a very large field (up
to 8-10 arcmin). The atmospheric turbulence volume (3D)assnred using several guide stars (natural
or lasers) and therefore several wavefront sensors. Thie gars are distributed on the edges of the
FoV of interest. A single deformable mirror at the groundadstcolled by averaging the signals from the
multiple widely spaced wavefront sensors.
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Multi-object adaptive optics

The aim of MOAO (Multi-Object Adaptive Optics) is to allowetsurvey of a large number of objects
spread over a wide field of view. Each object is separatelyected by an independent deformable
mirror performing single conjugate correction inffdrent directions. Control signals are provided to
each deformable mirror based upon a tomographic recotistnuaf the atmosphere using multiple laser
beacons.

These separates correctors might share a global woofeomirs a secondary deformable mirror).
The multiple DMs of MOAO systems are currently envisionedoooperated in open-loop since the
DMs are placed after the WFS in the control loop.

The final result is an optimization of the AO correction inyspecific areas, typically smaller than
1 arcsec, but spread over a very large FoV, up to 10 arcmireilNtR.

Multi-conjugated adaptive optics

Multi-Conjugate Adaptive Optics (MCAQ) can be seen as apmsion of GLAO, where several layers at
various altitudes are corrected, using additional defotenenirrors optically conjugated to thesdfdrent
layers. This systems achieve dfdiction-limit over a medium sized FoV, typically 1 to 2 arenwith
corrections of the order of 50% SR in K-band. Multiple LGS mequired to improve sky coverage. The
main diferences with GLAO and MOAO systems is the fact that they cawige good PSF uniformity
over the corrected FoV, typically a few % of SR variation.

Laser Tomography Adaptive Optics

Laser Tomography Adaptive Optics (LTAO) was developed tpriowe the actual SCAO concept limited
by anisoplanatism and limited sky coverage. Several LG8sad to correct the whole turbulent volume
above the telescope. In opposite to GLAO, the signal frormthkiple WFS is not averaged, instead, it
is used to do a tomographic reconstruction to optimize theection over the direction of interest.

1.3 From classical AO to XAO

1.3.1 XAO concept

Adaptive optics developments go in two main directionsreéase correction over a wide field of view or
extremely high correction on axis depending on the spedfense targets. High contrast imaging (HCI)
looks for the detection and characterization of extrasplanets, an the main pre-requisite is the need
for high angular resolution. Direct planets imaging regsicontrast levels up to 1®very close to the
parental star. Thus, almost perfect PSF is required in @aodewncentrate the light on the PSF core while
reducing the intensity of the halo, where planets are stibtefo be detected. the light from the star
could be removedfciently by high performing coronagraphs only if the energyell concentrated.

To observe at very high-contrast levels leads to the seddExtreme Adaptive optics” systems
(XAO) which objective is to achieve high performance notyaniproving the central peak (SR90%),
but supressing the halo of scattered light that surroungisA@tcorrected star. XAO systems have a
characteristic PSF with a sharp peak and a relatively flat dal to a control radius given by/d, where
d is the actuator spacing.

XAO basic concept is identical to a standard AO system (SCAD) each single component is
pushed to its ultimate capacities to mitigate each of theipeserror source (everything but anisopla-
natism) and the whole system needs to break a number of doat@nd technological barriers.
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Figure 1.15:Left: PWS (dashed line) vs SFSHS (solid line) in terms of spatitithution of the residual error. PWS performs
better at low frequencies while the SHS achieves bettelopaence at frequencies closer the AO control radigght:
Simulated postcoronagraphic images for an APLC corondgf@prbillet, 2006 [25]). the image show the limit of the aaht
area as a visible external ring, as well as a sea of specklihénvthe control area that limit the detectability of possib
exoplanets.

There are two types of errors: evolving an static [26]. Pisweéll almost always be fainter than
even the most extreme of XAO halos, so the ability to deteetstihall deviation in the halo caused by
a planet depends on the smoothness of the halo. In instanmmmages the halo is completely non-
smooth, consisting of a pattern offflaction-limited speckles, but over long exposure theseldes
move around and average out. This halo limits the contrasbipeance (ratio between core peak and
halo level) but can be removed by a postprocessing low frezyuélter, thus the halo limits the image
contrast but not the detectability of the planet.

On other hand, static errors (e.g. hon-common path abemgtiproduce a static (or quasi-static)
speckle pattern on the final image that could not be averdgdtis case the detectability of the instru-
ment is limited by the intensity level and distribution ofgtlspeckles since it is not possible a priori to
distinguish between speckle and planet.

Although, two methods are used to deal with these errorspvarg them by measuring the phase
or/and the amplitude of the individual speckles on the final ienégpeckle nulling, phase diversity ...)
and then ffsetting the DM commands, or implementing postfocal tealesgto discriminate the planet
by using the dierential properties respect to the speckleff@ential imaging ([27],[28]), spectral de-
convolution ([29]), stochastic speckle discriminatioBQ]),([31])).

In this way, a HCI instrument will consist of three fundarmenmhodules: The XAO system to com-
pensate the turbulence, the coronagraph to suppress thedASE&nd reduce thefliaction pattern (in-
crease contrast) and the high contrast modules that implaiimemself a subinstrument (IFSfidirential
imaging, polarimetry) working simultaneously with postpessing techniques (increase detectability).

XAO error budget

The wavefront error variance after AO correction is defingdeuation 1.7. For XAO we should take
into account an overall global error:

2 _ 2 2 2
Oxa0 = O-atmosphere"' Yo system+ O others (1'49)

The two first terms corresponds to errors not due to the larétgaptive optics correction. The atmo-
spheric term reagroup errors origined on the turbulencettigastandard WFS are not able to sense:
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scintillation, difraction dfects, chromatic féects. "Others” considers telescope and instrument errors
mainly coming from aberrations within the light path not sdxy the AO system: non-common path
aberrations between sensor and scientific path, calilbratid reconstruction errors, etc.

The AO system term corresponds to the standard error varidne to the limited adaptive optics
correction. For XAO the main limiting factors are given by:

2 _ 2 2 2 2
O—AOsystem_ O-fitting + O—aliasing + Omeasuret Ttem poral (1'50)

The fitting error translates the fact that a limited rangepattial frequencies, and hence atmospheric
turbulence modes, can be physically corrected by the miarat then the possible mirror modes. This
error is consequently expressed in function of the ratiawéen the inter-actuators mean distad@nd
the Friend parameter:

doy \*'°
O-%itting o (I’_) (1.51)
0
Hence, increasing the number of actuators the fitting elioreduced. For XAO it is necessary to
achieve an actuator spacing of the order of the Fried pasaméihis implies that bigger the mirror,
higher number of actuators (and thereby subaperturesequéred to achieve XAO corrections. Also,
bigger is the telescope, higher is the AO system complexity. actuator pitch will also determine the
angular radiusl/d of the area around the PSF over which the AO performs coorexti

The aliasing error is due to the finite number of wavefrontlysis elements. Spatial frequency
errors higher than the subaperture size are unseen by the W&&lition this produce an aliasing error:
Uncorrected high order spatial frequencies are mis-utomisas low order frequencies introducing an
error on the measurements. Supposing that the size of thessnglement isly ks, the aliasing variance

error is given by:
5/3
o2 o (%) (1.52)

aliasing o

Aliasing could be mitigate reducing the subaperture siziilitering the high spatial frequencies be-
fore the WFS. This is done using a field stop on the focal pleBiace the focal plane is the Fourier
transform of the pupil plane, image information far awaynirthe PSF center will corresponds to high
order frequencies on the pupil plane. Covering this area®fdcal image we remove the spatial fre-
guencies not sensed by the WFS. The size of the spatial Bltecdlled pinhole) depends on the size of
the subaperture.

Figure 1.16: Aliasing error. When measuring or digitalizasignal if the sampling frequency (given by the WFS suliaper
size) is lower than the signal frequency, the signal will hsunderstood as a lower frequency signal. On a continucestish
signal, low order frequencies will be overestimated.
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The measure error is related to the light detection by the @@lice used on the WFS. Photon noise
is an intrinsic property of the radiation and inversely pndgjnal to the photons received. On other
hand, it is possible to mitigate the other two componentsj+@ut noise and dark-current, by improving
the CCD design. Read-out noise is one of the most importasérsmurce that limits the reference star
magnitude, since for low magnitudes the read-out noiseite tjigher than the photon noise.

Electro multiplicative CCDs (EMCCD) begin to be widely usted WFS and short exposure as-
tronomy observations. The improvement consist on an irediate step between the photon detection
and the amplifier read-out. On this step the electrons aréptied by a voltage (as on photomultiplier
detectors). In this way, the read-out noise on the amplifighé same (is an intrinsic property of the
amplifier design), but since the number of electrons now ghéai the relative or equivalent read-out
noise is smaller.

Last error is related to the global AO system temporal efrbis error could be mitigated increasing
the WFS frequency (but, increasing the photon noise) oraiaduhe commands computation time by
optimizing the reconstructor algorithms and using fastgital processor (FPGA, DSP ...). The speed
system required is defined by the turbulence coherence &meXAO, system speeds of 1 - 3 kHz are
mandatory.

As other AO system the basic parameters to measure the parfioce of an XAO system are the
Strehl ratio and the residual variance (section 1.2). Buthis case the SR range is around-905%
and small errors as speckle are not well take into accountddition to SR, other parameters and
factors should be considered. Contrast level betweenalgregak and halo at fierent angular distance
is more suitable specially when working with coronagraphy.well has to be considered the capability
to obtained well-reconstructed images (e.g., shape ofitheiags).

Wavefront sensor for XAO

WEFS using high number of sensing elements is required for XM@ wavefront sensors are suitable
for high order sensing where the spot iffidiction-limited [32]. Conventional SHS sensibility is lied

by the spot angular size on each subaperiijiegiven by the difraction of the subaperture of size
This implies that the sensibility is constant from low tofhigrder modes. On the other hand, the PWS
takes advantage of the full-aperturdfidiction limited spot, so PWS sensibility to low order modes i
higher than for the SHS, and decrease until reach the linthte@SHS for high order modes. As shown
in Ragazzonket al. 1999 [18], the sensibility improvement should permit a gafi2 magnitudes over
the SHS. In addition, as explained on section 1.2.1, the P3M®ie flexible since the sampling and the
gain are easily adjustable.

SHS could be improved diminishing the aliasing error byddtrcing a spatial filtering in the focal
plane. This concept, so-callegatial filter Shack-Hartman(SFSHS), was proposed originally by L.A.
Poyneer and B. Macintosh in 2004 ([33]). Another degree @irowement could be achieved by optimiz-
ing the centroid signal calculations. Simulations show the new SFSHS and PWS performance are of
the same order. Verinawat al. 2003 ([34]), using a interferometric approach for the PWs&ndnstrated
that while the PWS better performs around the center of tffeadtion patterns (i.e. around the core
itself of the PSF), the SFSHS gives better results towaredges of the AO control area (figure 1.15).

1.3.2 Extrasolar planets finder: Science objectives

A summary of the main science objectives of extreme AO systeauld be found in [35],[36],[37].
The primary goal of extra-solar planet science of the negade will be a better understanding of the
mechanisms of formation and evolution of planetary systerhe fundamental observational parameter
is the frequency of planets as a function of mass and separati
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Theoretical models of planet formation predict that thekpafaformation of giant planets is found
close to the snowline, thanks to the availability of a largarount of condensate in the protoplane-
tary disk. In outer regions, the longer timescales involskduld make planet formation a ledi@ent
process. Migration mechanisms and long term orbit ingtegslwill alter the original distribution. De-
termination of the frequency of giant planets in wide orits-10 AU) will allow testing basic aspects
of the planet formation models.

Over 400 extrasolar planets are known so far, most of albémed in radial-velocity (RV) surveys.
This indirect technigue measures the Doppler shift indumethe companion onto its parent star, and
thus provides an indirect estimate of the projected madsi®tbompanion, as well as orbits parameters.
The RV method is mostly sensitive to F,G,K,M bright starsrabterized by slow rotation periods and
low activity. This technique is the most suitable to find c@mipns with larger masses and shorter orbits
(< 5 UA), hence, allowing the study of the inner side of the platistribution.

Nowadays statistical results are extremely biased by teerohtion capabilities of RV. For example,
within the observation period of few years, the brown dwaninpanions are rare events, it is the so-
called brown dwarf desert. But this could only means thastllar objects more massive than 10
Jupiter masses are mostly located at large distances f@stah and thereby, no observed by RV.

High resolution and contrast imaging is expected to be thet efiicient technique to discover planets
in the outer regions of planetary systems giving a clear 0éhe frequency of giant planets in wide
orbits. For it, HCI instruments need to resolve large cattodluminosity between the star and the planet
(larger than 12.5 mag or 2@ux ratio) at very small angular separations, typicallyidesthe seeing halo.

Imaging gives access to the planets photon, so to intringipgsties not observable by indirect
methods. We may distinguish two regimes of planets emission

e Intrinsic emission of the planet due to residual coolingmafheir formation. It is larger for high-
mass and young planets. The star planet flux ratio of thissomids independent of the orbital
distance (since the planet is self-luminous), howeverpthaet gets hotter and thus its infrared
emission can be significantly enhanced. On the other haadiuk ratio strongly depends on the
star spectral type, being later types more favorable.

Due to the planetféective temperature (100-1000K), the intrinsic emissiaréases towards the
mid-infrared (Y,J,H,K and L bands), giving a typical ratipaak between star and planet of 40
1077. Itis also characterized by spectral features, mostly d@H,; andH,0, and thus commonly
found in spectra over an extended mass range, from Satusiupas brown dwarfs (0.3-30;).

e Emission due to the reflection of starlight by the atmosploéthe planet. It is given by:

Frefy _ Apl (@

2
0 e ) o(0) (153)

The reflected light is strongly dependent on the star-pldistancea (figure 1.17 ), being only
significant at short star-planet distance (below 1.5 AU f@ atar). It also depends on the the
planet radiusRyy), albedo Ap) and is strongly modulated with the phag#), such that the planet
is the brightest when it is situated behind the star, and alhssnallest angular separations. Most
of the light is reflected in the visible (where the star is bt)gand it is strongly polarized providing
the possibility for detecting usingftiérential polarimetry.

This emission is not easily accessible (star-planet ratakd0° — 101°) and so concerned obser-
vations is limited to the closest bright stars for the actakscopesx 8 m diameter). To increase
the number of targets on this regime will require observetiwith extremely large telescopes ( 40
m) to increase the sensibility and the angular resolutisrwell as more ficient XAO and HCI
instruments.
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Consequently, the direct imaging of planets will allow sarharacterization of their atmospheric compo-
nents: &ective temperature, depth of methane and water featureg osar-IR-low-resolution spectro-
photometry, dust grain size and cloud characteristicsrésegf polarization),planet radius and geometric
albedo.

The contrast and angular resolution required constraitatigets suitable for planet search:

e Star magnitude: For a 8 m telescope with 1k actuator DM, thé Is a magnitude V& 10 in order
to achieve 90% SR (on K-band). This limits the planet maglatto 25 magnitudes, limiting the
range of achievable planets.

e Stellar type: So far all planets were imaged around A starsasly type stars. Planets around late-
type stars are more likely to be discovered by direct imagfing star-planet magnitude contrast is
more favorable by 2 magnitudes with a MOV star compared to 4 &r).

e Star distance: Limitations in angular resolution and gafiisi points towards stars within
100pc, in order to probe the internal 50 to 100 AUs around stars.s Thirresponds with the
planet formation region specially around stars typicatipler that the Sun.

e Star age: The intrinsic cooling of giant planets makes thagiege to detect when young and hot.
Stars within nearby young associations are thus primetaaiglanet search surveys.

Hence, for next generation of planet finders on 8 m classaefes star targets could be grouped as:

e The most nearby stars: 3 - 20 pc. Evolved planetMgfcould be detected around stars within 20
pc, at a typical contrast of 16. It also allow some discoveries through the reflected light.

e The youngest stars: 20 - 70 pc, 1-100 My. Located in star-fogmegions.

¢ Intermediate age stars: 3 - 50 pc, 0.1-1 gy. It will includastvith planets known by RV and also
active stars discarted in RV surveys but whose activity majcate a relatively young age.

1.3.3 Next generation of High contrast instruments
SPHERE: Spectro-Polarimetric High-contrast Exoplanet Research

The SPHERE instrument (Beuzt al. 2008) [38]) is an extrasolar planet imager belonging to dwad
generation instruments of the European VLT (Very Large S&pe) foreseen to be operative in 2012.
SPHERE is an IR and visible instrument feed by a high perfogi™AO system. It is divided in four
systems: the Common Path and Infrastructure and the thieececchannels, a flierential imaging
camera (IRDIS, Infrared Dual Imager and Spectrograph),ngggtal Field Spectrograph (IFS), and a
visible imaging polarimeter (ZIMPOL, Zurich Imaging Pdlaeter).

The Common Path includes pupil stabilizing fore optics-tilipand rotation), the SAXO extreme
adaptive optics system, a NIR coronagraphic device and aratepvisible coronagraphic device. The
two NIR instruments (IRDIS and IFS) are fed with the coromgiped NIR beam and ZIMPOL gets the
visible coronagraphed beam, after it has shared the vigitddons with the AO wavefront sensor. A
photon sharing scheme has been agreed between IRDIS analtvBng IFS to exploit the NIR range
up to the J band, leaving the H-band for IRDIS.

The SPHERE adaptive optics system (SAXO) combine new tdobival aspects. The 41x41 piezo-
actuator DM of 180 mm diameter provides a maximum strokeyah 8ombined with a 2-axis tiptilt
mirror (TTM) with + 0.5 mas resolution. The wavefront sensor used is a 40x4&ktedisack-Hartmann
sensor, with a spectral range between 0.45 and @®Bquipped with a focal plane filtering device of
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Figure 1.17:Left: H-band planet-to-star flux ratio in both regimes of planetssion, intrinsic light (horizontal lines) and
reflected light, for a 5M;,, planet on a system of 1 Gy at 10 pc. The star spectral type @sdowre than 4 magnitudes
variations in contrast, from FOV to M5V, while the reflectégghtt drops by orders of magnitude with increasing orbitatalice.
Right: Deep adaptive-optics L-band imagePic recorded using the NaCo instrument at the Very Largestelge showing
a companion of 8 M;,, mass at 8 AU and typical temperaturexdf500 K (Lagranget al. 2009 [39]).

variable size for aliasing control. A temporal samplingjftency of 1.2 kHz is achieved using a 240 x
240 pixel electron multiplying CCD detector with a readaise < 1 electron. The global AO loop delay
is maintained below 1 ms.

Image and pupil stability are also essential in high-catmastruments. Dferential image move-
ments due to thermo-mechanicdlests and displacement mechanism precision are therefasures
in realtime using an auxiliary NIR tip-tilt sensor locatddse to the coronagraphic focus and corrected
via a diterential tip-tilt mirror in the WFS arm. Likewise, pupil reout is measured by analysis of the
WEFES sub-pupil intensity along the pupil edge and correctea pupil tip-tilt mirror close to the tele-
scope focal plane at the entrance of the instrument. Nonvammpath aberrations are measurédioe
using a phase diversity algorithm and compensated on-irrefierence slope adjustments.

Efficient coronagraphy is critical for reaching reduction ia thtensity of the stellar peak by a fac-
tor of at least 100 and eliminate theffdaction features due to the pupil edges. The baseline corona
graph suite will include an achromatic four-quadrant phaask coronagraph (A4Q) based on precision
mounting of four half-wave plates (HWP), an apodized Lyatoagraph (APLC) as well as Classical
Lyot coronagraphs (CLC).

The Infra-Red Dual-beam Imaging and Spectroscopy (IRDi@nse module covers a spectral range
from 950-2320 nm with an image scale of 12.25 mas. The FOV'ix12.5”, both for direct and dual
imaging. Dual band imaging (DBI) provides images in two héigring spectral channels. Two parallel
images are projected onto the same 2kx2k detector. A sefridteo couples is defined corresponding
to different spectral features in modeled exoplanet spectra. [@ksical imaging mode allows high-
resolution coronagraphic imaging of the circumstellariemment. In addition to these modes, it also
provides long-slit spectroscopy.

The second science channel of SPHERE is an integral fieldregeaph (IFS). While an IFS for
planet imaging is conceptually challenging, it is widelgaognized as a potentially extremely useful
for a planet-searching instrument. The multiple spectnainoels allow for better correction of speckle
chromaticity and even data analysis strategies that dahobn the presence of a-priori assumed features
in the planets spectrum. The spectral range of the IFS ctiverg-J bands (0.95-1.3@m), allowing the
use of a single detection channel and parallel operatioRDI$ and IFS.
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On the visible, ZIMPOL (Zurich Imaging Polarimeter) willugty the reflected light of planets using
differential polarimetry. It is located behind SAXO and a visibbronograph. ZIMPOL is specified
with a bandwidth of 600 to 900 nm. The ZIMPOL optical train tains a common optical path that
is split with the aid of a polarizing beamsplitter in two agati arms. Each arm has its own detector.
The common path contains a switchable half wave plate and@ d¢ectric liquid crystal polarization
modulator (FLC). The two arms have the ability to measureukameously the two complementary
polarization states in the same or in distinct filters.

The basic ZIMPOL principle for high-precision polarizatimeasurements includes a fast polariza-
tion modulator with a modulation frequency in the kHz ranganbined with an imaging photometer,
which demodulates the intensity signal in synchronism withpolarization modulation. The polariza-
tion modulator and associated polarizer convert the degfr@elarization signal into a fractional modu-
lation of the intensity signal, which is then measured inmo@ulating detector system by dférential
intensity measurement between the two modulator states.

GPI: Gemini planet imager

GPI (Macintoshet al. 2006 [40]) is the american counterpart of SPHERE being desigaind built for
the Gemini Observatory. Since it is also foreseen for 2012 throretical performance are similar it
will imply a big competition to be the first HCI on sky. The basioncept is quite similar, an extreme
adaptive optics feeding a NIR spectro-imager. But thereseveral diferences both, on the XAO system
and the subsystems.

GPI combines precise and accurate wavefront contréiadtion suppression, and a speckle sup-
pressing science camera with integral field and polarimediyabilities. The wavefront correction is
done using a MEMS deformable mirror of 64x64 elements (builer pupil size). The MEMS DM
will have only 3-4 microns stroke, inflicient to fully correct the atmosphere on a 8-m telescopeilllt w
therefore operate on a woofsveeter architecture,fiioading low-frequency modes from the MEMS to
bimorph DM which will also provide tifiilt correction.

As on the sphere case a spatially-filtered Shack-Hartmawefvamt sensor (44 subapertures across
the pupil) is used and a APLC coronagraph is set as baselinthisl case, a second high-precision IR
wavefront sensor will be integrated after the coronagraghlfplane. For this purpose a modified Mach-
Zehnder interferometer is used where the light from the ofrine PSF removed at the coronagraph
focal plane provides the reference wavefront. A beamesplftirwards part of the science light to the
interferometer while the main part is sent to an IFS.

The GPI science instrument is a lenslet-based IFS with arésetution 1-2.5:m. It is used both,
speckle noise rejection and spectral characterizatioheoptanet. In addition the IFS will also include
a polarimetric mode used to characterize circumstellat. daghis mode, a cryogenic Wollaston prism
will be inserted in the reimaging optic path. This will pragutwo images of orthogonal polarization
states, each covering half the field of view. An external-aalfe plate will be used as a polarization
modulator. By taking simultaneous images the unpolarizgd of starlight scattered by the atmosphere
can be removed to see the polarized light reflectédiccumstellar dust.

EPICS: The exoplanet imager for the E-ELT

The Exo-Planet Imaging Camera and Spectrograph (EPICSpgfat al. 2010 [41]) is an instrument
project for the direct imaging and characterization of adolar planets with the European ELT (E-
ELT). The project has been kickedfan October 2007 and is currently on phase-A study. EPICS will
be optimized for observations in the visible and the neaaid will have photometric, spectroscopic
and polarimetric capabilities. The increase on the mirizg §42 m) will imply an increase on the pos-
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Figure 1.18: Comparison of SPHERE and EPICS contrast goal.

sible targets, specially for planet search using refledtdd, las well as an improvement on the contrast
achievable. On the other hand, such big mirror will be sedeteand will introduce new problems and
technological challenge.

The basic concept of EPICS follows the standard approachetdnigh-contrast imaging problem,
including a high performing XAO system, coronagraph, IF8 differential polarimetry. The baseline
for the XAO system include a non modulated roof-pyramid vilaorg sensor (2 two-sides pyramids on
two optical arms split by an beamsplitter). This concepivedl the use of 4 independent CCDs (that
could be 4 EMCCD as the one used on sphere). Since the tenipaordlidth error is dominating the
AO budget, high frame-rates of about 2-3 kHz are needed taceethe turbulent halo to the adequate
level.

The EPICS XAO will have to control two deformable mirrorse ttelescope M4 ([42]) with about
6000 - 8000 actuators on the 42 m pupil correcting for largekstlow order aberrations and the internal
high order DM with more than 30000 actuators (actuator sgatéss than 0.2 m). M4 mirror will
be used on SCAO mode controlled by a low order wavefront sefiisdhis case a 4-sided pyramid).
This low-order loop will feed the XAO system with afffaction-limited PSF for the a second step
correction (residual low order aberrations not correctét high temporal frequency and the high order
aberrations).

Table 1.1: EPICS science cases.

Brightness ratio at distance (mas) 30 100 300
Young self-luminous gas giants in star forming regions 610  10° 10°6
Mature jovian gas giants in reflected light - .20° 4.1010
Warm Jupiters known by radial velocity 1% 10°° 10°8
Warm Neptunes and massive rocky planets -1@° 4.1019 5.1010

Quasi static aberrations have a dramatic impact and will basared by a dedicated focal plane
wavefront sensor at the XAO focus and scientific wavelengtins feed back the required correction
to either the XAO system or to a dedicated 2nd stage corréotated after the XAO. the so called
Self-Coherent Camera (SCC) is being considered for thekigpsappression stage. The principle of
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Chapter 1. Introduction

the Self-Coherent Camera has been described for examplauddet al. 2006 [43]). The SCC takes
advantage of the coherence of the speckle with the stelambie two ways: to extract the uncorrected
residual phase directly from the final science image, or taekthe image of the planet from the residual
speckles.

Contrast requirements for thefidirent science cases are resumed on table 1.1. A new sciesee ca
is included covering the detection and 1st order charaetiéon of Neptune mass planets and massive
rocky planets around nearby stars (10 pc) with the ultimatd gf detecting such planets located in the
habitable zone (for late type stars and very nearby systefpc).
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2

HOT: The High Order Test Bench

2.1 Objectives and requirements

Several high contrast instruments were foreseen for thebt® m telescopes (SPHERE, GPI) and next
generation of extreme large telescopes (EPICS). As wélgradO systems (GRAAL, GALACSI, LBT-
AO) will be high order systems (over 1000 actuators). Inadlas, Shack-Hartmann or pyramid concepts
will be used for wavefront sensing.

Simulations confirm the performance expected for HCI imatats but no experiments were carried
out to study an end-to-end XAO system that also includesna@@phic setup.

The HOT bench (Vernet Eet al. 2006 [44]) was born with the idea to cover the gap between-simu
lations and fulfilled instruments in order to obtain an ekpental feedback. It implements a full XAO
system on the MACAO (Multi-application curvature adaptogtics for the VLT [45]) testbench which
includes star and turbulence generator mimicking realigtnditions at telescope (spiders geometry, F
number ...).

The main objectives can be summarized as ([46]):

e Study and characterize all the possible limitations whiohld reduce XAO correction.

e Characterize two kinds of WFS, Shack-Hartmann and Pyraimid{AO. Study the dfferent be-
havior in terms of linearity, sensitivity to calibrationrers and noise propagation. Spatial filtering
on the SHS case or modulation for the pyramid, will be takéo &Tcount.

e Test bench for new components. New deformable mirrors (MEMSEMCCDs are foreseen
on next generation XAO systems, as well as new control teclasi. It is necessary to check in
laboratory their performance and limitations.

e XAO bench for High contrast techniques. It will allow to tesid compare the performance of
several diterent types of coronagraphs and new post focal sensingitgmmin order to achieve
high contrast levels under realistic AO conditions.

The main characteristics to be investigated in order toeaehthe previous goals are listed here-
after:

e Reach the ultimate correction on axis using both very higleoDM and very high accuracy wave
front sensors (optimization).

e Characterize PSF and residual aberrations.

e Study system performance (Strehl, sensitivity, robustnes

e Study contrast level performance and halo suppression.

51



Chapter 2. HOT: The High Order Test Bench

The bench is designed to fulfill the requirements of extredagptve optics ([47]) including:

e Equivalent 8 m telescope/B0 input beam) design.

e Light source and turbulence generator simulating 0.5” aB8"0arcsec seeing. Due to limited DM
stroke, the low order aberrations are reduced either byepbareen design or low-order first stage
correction.

e Pupil mask mimicking VLT or E-ELT spiders shape.

e Low order DM; 60 actuators in order to allow static abernagicorrection and turbulence low-order
first stage correction.

e High order DM; over 650 actuators and subapertures covéhiagupil to achieve a Strehl ratio
over 90% in H-band.

e The setup allow separation of NIR science channel, PWS arg&t SH

e SHS wavefront sensor: 31x31 subapertures, 4x4 pixels fapsuture, 2” subaperture field
of view, spatial filtering (between 0.3” and 1.5 " diametar)tie entrance focal plane. Read-
noise free CCD.

e Pyramid wavefront sensor: 4 sided pyramid, tip-tilt mirfor modulation, relay optics allow-
ing 31x31 or 40x40 subapertures. Read-noise free CCD.

e Scientific path including infrared camera §” FoV to get PSF wings) and achromatic optics for
reimaging pupil and focal plane in order to place coronagi@apomponents (apodizer, Lyot, mask).

e Interfaces that allow DMs and wavefront sensors to be ctbettahrough MATLAB in order to
implement a flexible RTC that enhances test capabilities.

5
Bimorph DM

Figure 2.1: 3D view of thédigh Order Test benchptomechanical setup. The test bench table size is 3500 Ak 5
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2.2. System overview

2.2 System overview

2.2.1 Optical setup

The optical set up is described in figure 2.1 and figure 2.2. [#8E first part of the setup is composed
by the original MACAO bench optics that simulate the VLT infneam [49]. Reference sources can
be chosen from a number of optical fibers with variable di@mseinounted on a wheel (1). Dynamical
optical aberrations are generated by a source module withdtating phase screens which produces an
f/16.8 beam (2). A spherical mirror (3) on axis transforms bi@am into a converging50 beam.

A flat mirror (4), with a central hole simulating the VLT cealtiobstruction (14%), send the beam to
the MACAO bimorph DM (5) located at about 1010 mm above théetédvel, and has its axis tilted of
13.26 degrees (like in the VLT Coudé train). This DM definespipil, where dterent pupil masks can
be installed close to its surface. This design provides d €ieview of 10 " in diameter and a firaction
limited image quality with a wavefront error of about 70 nmstm

The MACAO DM resends the converging beam again to the tabé (€50 mm). After several folder
mirrors the beam converge on the first focal plane (6) wher&i®@T optical setup begins. Afterwards the
beam is collimated with an spherical mirroef00 mm) (7) that reimages the pupil plane on the micro
DM (8) with an equivalent pupil size of 10.42 mm. A second iitad spherical mirror (9) generated a
telecentric beany47.9.

A cube beamsplitter (50%) (10), placed on the convergingridaafore the second focal plane, divers
the beam in two channels: The sensing channel (visible, li§f0-900 nm) and the scientific channel
(NIR, > 900 nm). A SHS or a PWS could be chosen on the sensing chaningl aisolder mirror
installed on a magnetic mount (the folder mirror sends trabt the PWS setup, while without it the
beam enters on the SHS setup). The entrance focal planecedpddter this folder mirror (independent
focal planes for each sensor).

Figure 2.2: Schematic view of the inner HOT setup.
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Chapter 2. HOT: The High Order Test Bench

Figure 2.3: Picture view of the inner HOT setup.

2.2.2 Turbulence generator

The turbulence is generated using two phase screens (fB@féction with a diameter of 50 mm. figure
2.4 shows the optical setup which provides Ar6f8 beam. The phase screens can rotate independently
so that the atmospheric coherence time can be adjusted. phveoisal mirrors allow to conjugated both
phase screens with the pupil plane of the system defined tjrtieeph deformable mirror. The diameter
of the beam on the phase screens &7 mm.

Phase screens have been calculated féerdint kinds of seeing:

e 0.5" seeing with reduced low order aberrations.
e 0.85” seeing with reduced low order aberrations.
e 0.65” seeing with full Kolmogorov turbulence.

The low order reduced phase screens are required to drivaitie-DM alone avoiding saturation
since the limited actuator stroke (about two microns). Thegdpatial frequency spectrum of turbulence
in this case is the one that would be left after correction h®y 60 actuator bimorph DM. The full
kolmogorov turbulence phase screens are designed to gtedydofer-tweeter concepts where both
DMs are driven. The wavefront maps as well as the power spetthe imprinted turbulence are shown
in figure 2.4.

2.2.3 Deformable mirrors

Bimorph DM and tip-tilt mount

The low-order deformable mirror is a 60 element bimorph deéble mirror provided by CILAS com-
pany [49]. This mirror was designed for the MACAQO adaptivdicp systems installed on the VLTI
coude focus. The main characteristics of the mirror aredistereatfter:
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Alternative
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entrance |
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(fibers)

Spherical
mirrors
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Spotial fraquency = -1

Figure 2.4:Top: Picture of the input light source and turbulence generaBmttom: Spatial distribution of the imprinted
turbulence for the phase screen (left) and power spectfatri

Pupil diameter 98.3 - 101.1 mm.

\oltages range: 400V.

10 nm rms surface quality.

Minimum curvature radius: 27 m.

Curvature stroke to correct a 1” seeing (streké um).

The DM is mounted in a Tiffilt mount supplied by Observatoire de Paris allowing a ection of
up +£3” at 100 Hz bandwidth.

Micro-deformable mirror

The micro-DM (figure 2.5) is an electrostatic MEMS 32x32 @evirom Boston Micromachines (BMM)
([51]). Its main characteristics taken from the specifmadi sheet are listed below:

e 10.8 mm edge length.

e Actuator pitch 34Qum.

e 1.7 mm PTV surface stroke.

e \Dltages range 0 - 200V.

¢ Influence functions with 15% coupling.

e Aluminium coating.

e Surface finishv30 nm rms (better in center, worse at the edges).

e 7 kHz bandwidth in atmosphere.
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Chapter 2. HOT: The High Order Test Bench

Figure 2.5:Top-left: Bimorph DM on the Tip-tilt mounBottom: BMM interface card and wires connections to the HVA. On
the front part of the card we could see the black socket wheréMM is placed.Top-middle: BMM installed on the card
socketRight: Electronic cabinet including the BMM, bimorph DM and TTM higoltage amplifiers (HVA).

The BMM is covered by a protective window to keep vacuum ctiowl since the DM electrodes
are susceptible of oxidation under high voltage conditiolmtially two BMM were acquired for the
testbed (BMM1 and BMM2). BMM2 present less defective adtmiand was selected to carry on
the experiments (section 3.2.2). After two years oxidapooblems appeared on the BMM and it was
not more usable (section 3.2.6). A new device (BMM3) was #eduincluding an IR coating on the
protective window to avoid the ghost problematic found aahevious devices.

By design, 4 actuators are fixed, used as pin connectorsdandrand external control. Two of them
are placed on the corners, while the other two are placedendhter of the last column, being inside
the HOT pupil. BMMS3 design is slightly élierent and all four fixed actuators are placed on the corners
of the device allowing a full cleared pupil.

The electronics to drive the micro-DM have been produced tgkBware, France. The delay to
update the 1024 channels is less than 1 ms and the noise ®da@dlR V (rms). Besides commanding
the MEMS1024, Shaktiware also provided a small electropisthat can command the MACAO TTM
with =10V.

The BMM is installed on a customized board and connectedet@libctronics HVA using 16 cables
(2 cables per high voltage board). The high voltage eleisoare driven through th€ode Test Tool
software included on the real time comput®BARTA platformdeveloped to control the next generation
of ESO adaptive optics systems. On addition the BMM eleatsoare reachable trough TCP connection,
allowing to be controlled under Matlab.

2.2.4 SHS wavefront sensor

The HOT Shack-Hartmann wavefront sensor designed by theelsitly of Durham ([52]), is modeled
with an input beam from a 8 m class telescope with a 400 m fecejth (F50). The WFS provides a
plate scale of 0.5 arcsguixel, with 31x31 subapertures, each detected on 4 x 4 pofeds24um pixel
CCD.
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Figure 2.6: SHS design.
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Figure 2.7: Picture of the SHS setup.

Table 2.1: SHS optical parameters

Component Configuration
Input beam F/48 (measured on the
bench)
Plate scale 0.52 arcsefpix
Collimator f=450 mm
Pupil size=9.395 mm
Lenslet array f=35 mm
pitch= 0.3 mm
subapertures 31x31
RL1 f=450 mm
RL2 f=80 mm
CCD pixel=24 um
4x4 pix per subaperture
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Chapter 2. HOT: The High Order Test Bench

The SHS optical design is shown in figure 2.6, and composestfdicollimating lens used to colli-
mate the P50 input beam. Afterwards, the lenslet array is placed insitipm such that it is conjugated
with the DM. A couple of lenses are needed as reimaging optiosder to resample the SHS spots onto
the CCD at the correct pitch. All optics are placed on a linady allowing easy adjustment of the Z
position.

There are three constraints witch determine the charatitariof the optical components used. The
input beam (f50), the plate scale (0.5 arcgaig) and the sub-aperture pitch must be 4 pixels 48§.
Commercial components should have been used in order togests. This added also a limitation on
the pitchifocal length combination of the lenslet array and the rarfgeossible collimating lens focal
length.

In order to reduce thefiects of aberrations it is recommended to use as long foagiHsras possible
for the two reimaging lenses (short focal lengths can résuistortions of the pixel grid at the edge of
the array). The final optical parameters found to fit the SH&ifjgations are summarized on table 2.1.

The detector chosen for the SHS is a 128 x128 pixel electrofiptying CCD Andor iXON L3
([53]). This camera is a subelectronic readout noise at 49drames rate working under L3 mul-
tiplication gain and a maximum readout rate of 10 Mhz. The e@nwas characterized to be under
specifications, a readout noise value of 0.07 e- rms was mezhfur the optimum operate mode.

The WFS will also work as a SFSHS (Spatial Filter Shack-Hartmwave front Sensor) adding
pinholes with diferent sizes on the entrance focal plane of the SHS setup, 1L2%nd 1.81/d are
foreseen to study the performance of the sensor. In addiéigninhole covering the full 2 arcseconds
subaperture will be use on the normal SHS operation to redusstalk between subapertures (the so-
calledField Stop).

2.2.5 Pyramid wavefront sensor

The PWS for the HOT bench ([54],[55]) is based on the PWFSIdpee for LBT AO system([56]).
The Arcetri Observatory is responsible for the design,gragon and first laboratory test of the PWFS.
The PWS is an independent module installed on a separatd bwermatch on the HOT bench. The
PWS has two possible pupil sampling configurations whichsatected by changing the final camera
lens. These are a low sampling mode with 31x31 subapertmes digh sampling mode with 48x48
subapertures.

The PWS is designed to have a telecentric input beam with ratidf-of 16.7. This ensures the
correct pupil positions and shape on the final PWS CCD camerarder to pass from the delivered
f/50 beams to the/16.7 beams the PWS has an auxiliary refocusing system madetwp achromatic
lenses (labeled L1 and L2 in figure 2.8 and 2.9).

The PWS design is shown of figure 2.8. The first component idazusing triplet (L3) used to
converges the beam. Then, a tip-tilt mirror (TT) producess ritodulation and send the beam into a
folder mirror used to bend the beam. Finally, the converdirgm is focused onto the vertex of the
pyramid, afterwards a camera lens (L4) adjusts the samplinidpe ixon andor CCD (same model used
for the SHS).

All the components except the refocusing lenses L1 and L2nastalled on the wavefront sensor
board. All mounts can be positioned along the optical axiadiating them on the rectified rails. The
mounts for the glass pyramid and the camera lens L4 have x adjugtment to easily achieve the
correct sensor alignment.

The Pyramid is designed so to have an angularly well-pac&edfgour pupils coming out from the
pyramid. The base angle of a single pyramid that introdutissseparation, for a30 input is found to
be about 2. On our design, the pyramid used is made up of two square lyaamials attached for the
base. The double pyramid introduces an angular separatarebn the two opposite outcoming beams
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Figure 2.8: PWS design.

Figure 2.9: Picture of the PWS optomechanical table integran the HOT bench. On the up-right, picture of one of the
pyramid.

given by:

6 = 2a1(ny — 1) — 2a(np — 1) (2.1
wheres is the angular separatiory anda; are the two base angles for the two pyramids apdnd
n; are the refractive indexes of the two glasses. The two pytamie made of N-SK11 and N-PSK53
with respectively refractive index of 1.56 and 1.62 (at Orf) and they have base angles = 3(°;
a» = 2831°. The uses of a double pyramid allows to reduce chromdleces as well as reducing the
confusion circle of the pupils and simplify the manufaatagri

The 36 mm focal length of the camera lens allows to creatd pupbes having a nominal diameter
of 744 um (31 pixels of the PS CCD having a pixel size of 2#). The set of four pupil images created
after the pyramid by the camera lens are nominally placed square having a side of 98bn. This
corresponds to 41.0 pixels of the CCD detector.
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Chapter 2. HOT: The High Order Test Bench

2.2.6 Coronagraph and IR camera

The coronagraphic concept for exoplanets search is descinbappendix A. Four types of coronagraph
are foreseen to be study on the HOT bench. A classical Lyatnegraph, an APLCApodized Lyot
Coronagraph), a four quadrant phase mask (FQPM) and a band limited cgraph.

Classical Lyot and APLC

A detailed description of the Lyot and APLC coronagraphsi@de found in Patricet al. 2008 ([57]).

A large range of Lyot mask diameters have been manufactiwethe classical Lyot and APLC) using
wet etch lithography process on BK7 glass by Precision @plinaging. They are made by Cr deposit
(+Al) to reach an OD of 6.0 at 1.65 microns.

Nine different Lyot masks have been developed with diameter stdrting 2.254/D to 14.404/D.
All these masks were deposited on the same glass substrdjgfigure 2.10 with AR coating on both
faces and allows the selection of d@drent mask simply by translation along the x and y directidns
parallel GEPI (company) has produced individuals Lyot nsggk5, 4.9, 7.51/D) using Cr deposition
(+Au) with the same requirements for the OD. In both case acguwa the mask is close to 1 micron on
the diameter and each mask are perfectly circular and clean.

The second component of the Lyot coronagraph is a pupil demeg after the Lyot mask. The pupil
stop reproduces the pupil shape of the VLT (defined by the plsled at the MACAO DM) where the
inner and outer radii have been increased or cut by 80% rigglgc It was manufactured with laser-
cutting technique (substrate diameter is 12.7 mm and thié gigp is 3 mm). The Apodized Pupil Lyot

Figure 2.10:Left: Set of 9 Lyots manufactured on the same substip-middle: Microscopic inspection of one of the Lyot
masks.Bottom-middle: Band-Limited prototypes in microdo®ight: Microscopic inspection of the FQPM center showing
the transitions.

Figure 2.11:Left: Apodizer azimuthally average profile (from center to thee=jgising dferent filters (J, H and narrow H
band) compared to specificatidRight: Metrology inspection of the microdot apodizer of the APL@ 8 diameter on a 12.7
mm substrate). Profile accuracy is about 3%.
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Coronagraph (APLC) combines a pupil apodization with a sheaid-edged focal plane occultor (Lyot
mask) and an undersized pupil-plane stop (annexe A).

The APLC configuration (focal mask diameter and correspangupil apodization function) usually
refereed with the mask size diameter (here 4[®) has been selected taking into account HOT charac-
teristics such as the ratio of the central obscuration ofAibiepupil. This configuration is representative
of the one developed for the SPHERE instrument (IRDIS) ddfawa 4.01/D APLC.

The apodizer was manufactured with a halftone-dot proagsiag a binary pattern instead of the
classical continuous deposit. Suthicrodots apodizer”is an array of pixels that are either blocking or
letting through the incident light. It is fabricated by lithraphy of a light-blocking Cr layer deposited
on a transparent glass substrate (BK/20). The transmission profile could be find on figure 2.11.
More details of the design and performance of microdots i@godould be find in Patricet al. 2009
([58],[59],[60]). The APLC pupil-stop is very similar to ¢rentrance pupil. In principle the APLC pupil
stop is identical to the entrance pupil. However a slightisitpent for alignment error issue is required.

Four-Quadrant Phase Mask

As well as the APLC, the Four-quadrant phase mask (FQPM) ésadrihe coronagraph foreseen on
SPHERE. Although on the SPHERE case is achromatic, whildeliize develop for HOT is chromatic
(57]) .

The four-quadrant phase mask, being a focal plane phase s@iskhe focal plane into four equal
areas, two of which are phase-shifted/hyThe mask consists of a glass substrate (INFRASIL 301) of
3 mm with a 2umthick SiO, layer deposited on two of the quadrants (figure 2.10). thégtkeensures
the desired phase shifting for an operating wavelength-efl.65um. In addition anti reflection coating
was added to the two faces. For this case, the pupil stop idymeduced in diameter with respect to the
VLT-like pupil.

Band limited

The microdots technigue have been also extended for thefawnre of a Band-Limited coronagraph
(BLC), not considered in the first place for HOT experimenikelthe APLC, BLCs are improvements
of the Lyot coronagaph. Two BLC coronograph were designgidyam a function (1-sinc) and with
inner working angles of 5 and 10/D respectively. Assuming availability of adapted pupilgstdhe
BLC prototypes can be used with any kind of entrance pupil.

/D
2 4 3 8 10 12 14 16 18

—ITC psf profie
—Theoretic profile

L L L L L L L L
0 01 02 0.3 04 0.5 06 07 0.8
distance from PSF certer (arcsec)

Figure 2.12:Left: Infrared test camera (ITCincluding the cryogenic circuitMiddle: PSF imaged obtained with the ITC on
the IR path showing an optical quality of 95% SRght: PSF profile (blue) compare with the theoretic one (red).
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IR camera

The original infrared cameASOIRforeseen for HOT, was substituted with the Infrared Test &am
(ITC) because of vacuum leak problems. The ITC detector iawai array (1K x 1K) with 4 quadrants
(512 x 512). The camera incorporate internal optics designesnable a pixel-scaled of 5.3 rais.
The camera is cooled until 103 - 107k with nitrogen under uatonditions of 10° — 10°® mbar for
optimal performance.

The camera software controffers a continuous image mode. It gives the possibility to néco
individual frame sequences and for long exposure time theeca records short images and give the
mean image as result.

The ITC dfers the possibility to use flierent filters (J,H,K) narrow and broadband placed on an
internal wheel. For the HOT bench is used the broadband H f{iftentre at 1.6um Va/1 = 20%)
combined with a H narrow external filter placed in front of 1i€€ window (centre at 1.eemVa/A =
1.4%).

Since the light intensity will be defined by the WFS, it will becessary to placeféiérent neutral
densities in front of the ITC to avoid saturation but ensgyitime maximum signal.

IR optical setup

The IR optical setup is designed to reimage several timepupé and focal plane, thanks to a set of
achromatic lenses, in order to place th&atient coronagraphic components. In addition the IR setup
could work independently from the rest of the HOT bench ifistpa fiber on the input focal plane,
allowing to test the coronagraphic components on ideal ifiond. An optical quality of 95% SR was
measured (figure 2.12) for the independent IR setup.

Figure 2.13 shows the scheme of the IR setup. After the bdatasphe F48 beam converged on
a new focal plane. Afterwards a lens collimates the beam ar@hapupil plane is reimaged (3 mm of
diameter) where the apodizer is placed (for the APLC case)evi achromatic lens converge again the
beam on a focal plane where the lyot or FQPM mask block the. litihe beam is collimated a last time
to recover the pupil plane where the coronagraph stop isisopesed to the VLT pupil mask. Finally a
new lens is used to reimaged the focal plane on the ITC.

Cube

beamsplitter
—
Fi48 Focal
plane
................... IR achromatic doublets
] M = External
. Apodizer IR fiter (R =70)
| ©=3mm
1 5
. ¢<3mm
1 IR camera
Pupil stop + IR filter wheel
v
WFS
path

Figure 2.13: SHS design.
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Figure 2.14: Picture of the IR setup showing the beam patle. blhe path corresponds to an alternative path (thanks to a fla
mirror in front of the ITC) used to reimaged the pupil on abisicamera in order to align thefférent pupil components.

2.2.7 System interface and Real time computing

The RTC interface design for HOT is based on the ES®ARTA light platfornf[61]). The idea of the
light version is to achieve a full RTC system at low cost and coniplexsing CPUs. In addition the
control has to be flexible to allow easily testing oftdrent configurations, all controlled through high
level languages (Matlab, IDL, python ...).

The complete interface scheme of the HOT RTC is showed ongfigd’s. The RTC is implemented
on a linux PC with access to theflidirent subsystems. The control system requires commuoricadih
3 subsystems: the bimorph DM, the BMM, the TT mount and the ANRKDCCD. The voltage output
signals applied to the BMM and the TTM are drive through theA{Migh voltage amplifiers) controller.
In the other hand, the input ANDOR CCD signals are drivenuglothe internal controller card.

The access to the HVA is done through a TCP connection. The et#roller accepts two types
of connections: HKL or HSDL. The HKLHouse-Keeping Linkallow to apply the state commands
(online, standby, voltage statudflme) and it also allows to apply voltage patterns, but at |peesl.
The HSDL High Speed Data linkis designed to send voltage patterns at high speed in ardahieve
RTC requirements. In addition the HVA can be controlled exd#ly using theCode Test Toasoftware
to apply status commands and load voltage configuratioosigifits files.

The ANDOR controller is accessible through a FPDP connedfioont Panel Data Port). The data
stream coming from the CCD is received by iW@U emulatoron the linux PC. This WPU (Wavefront
Processing Unit) computes, on real time, the slopes fronC@® pixels frame allowing slopes and
pixels to be accessible to the RTC using a set of C functioiés jbb is done by software in the same
way as a FPGA processor card. The pixels coming from the WEBldlao accessible to the VLT software
RTD (Real Time Displayfor visualization on real time.

The control of the bimorph HVA is integrated on the RTC sofwvaf the MACAO instruments.
Thus, itis only possible to set commands of status, appbagelpatters using fits files and applffeient
zernike shapes to the DM. With this configuration it is notgilole to perform a close loop control
between bimorph and WFS. Only in the last phase of the prdjectVA was modified to allow access
through FPDP, hence controlled by the HOT RTC. Quite all ttgeeements showed on this work were
performed without this option.

The user control of the ffierent subsystems and the RTC software is foreseen to beogedelinder
MATLAB. MATLAB can performed a TCP connection through intat functions pne), allowing the
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HVA access. MATLAB has the possibility to link to C code usikdeX function. A set of this functions
where already developed to allow access to the slopes ceahpytthe WPU emulator.

To simplify the control it will be necessary to developed WMATLAB a higher control layer
through twoclasses The HVA class will include the functions to perform the TCP access wil
allow to send voltages to the HVA on the correct units. On tieiohand, th&VPU class allow the con-
nection and control of the WPU, allowing access to the slapespixels, configure the background, etc.
In addition, a set of general functions will be developeddifferent actions as the slope visualization,
calibration, alignment.

The development of A GUIGraphical User Interfacewill be necessary for the loop control of the
RTC: close loop, load configuration, gain contrdisets, etc. The MATLAB utilities developed for HOT
RTC will be described deeply on section 4.6.

FPDP

SHS - ANDOR

Pixels (128x128)
HVA drive
electronics

Class:: hva
sendVolt2HVA
sendDisp2HVA

codeSendBinary

WPU Emulator
(software)
C++

{ TCP: HSDL & HKL

pnet

functions Pixels
sececececs Slopes (718 x 2)
% MATLAB &

RTC

MACAO hva

drive (Gun)
electronics
Class:: wpu
‘ getPixels
MACAO DM9 getSlopes
Getbackground

Figure 2.15: HOT RTC interface scheme.
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3

Subsystems integration and
characterization

In this chapter we will describe theftirent steps followed to obtain a full operating system. Amsamy

of the integration and characterization can be found inrAllarpentietet al. 2008 and 2009 ([62], [63]).
On the actual bench status, the MACAO bench components i@adgl installed and aligned. Instead
of the phase screens, two flat mirrors are used in the turbelgenerator during the installation and
characterization phase.

The spherical mirrors are placed in the HOT common path aadBBtM is conjugated with the
pupil. Instead of the beamsplitter, a flat mirror is currgntbed to redirect the beam to the wavefront
sensing arms. The PWS is installed and aligned on the berttindial tests were performed ([55]).
Initial characterization tests for the BMM and the ANDOR @mwere already done ([51] and [53]).

The diferent subsystems operations required are listed hereafter

e Measurement of the bimorph influence functions and flattgtie mirror with the techniques al-
ready developed for the MACAO bench. The IF information isessary to estimate the voltage
patterns to compensate static wavefront aberrations.

e Characterization of the BMM including: Stroke vs voltagen&eior, bias voltage, coupling, bad
actuators, BMM flatness and IFs. This information is reqlifier the modal control.

e Testing of the optical quality of the bench. It is necessaryinimize static aberrations to avoid
actuator saturation in closed loop operations.

e Installation, alignment and characterization of the SHdaktmann wavefront sensor.

e MATLARB utilities development for measurement, characation, calibration, analysis and con-
trol.

e Once the system is operative, the flat mirrors in the turlmdegenerator will be substituted by
the real phase screen. Characterization of the turbulentsms of speed using the SHS will be
necessary.

¢ Installation of the beamsplitter and IR path.

3.1 MACAO bimorph deformable mirror
An independent optical setup installed on the bench allowsimage the bimorph DM on a commercial
SHS wavefront sensor: the HASO 64x64. This WFS is used to unedke shape of the DM and the

influence functions. The IF are measured by applying 64 Haddrpatterns (see section 4.2.1) and
recording the wavefront measured by the HASO. This proceskmne on a loop thanks to a trigger
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Chapter 3. Subsystems integration and characterization

signal. Afterwards the IF are used to compute a Zernike basdné mirror. This modal base is loaded
by the SPARTA RTC software of the DM which can applyfdient Zernike shapes to the DM.

The next step is to flatten the DM. The HASO softwafiers on real time a Zernike decomposition of
the aberrated wavefront sensor. In this way we could flatterDiM by applying diferent Zernikes. The
flatness accuracy obtained is arol@nmrms. The voltage pattern obtained afterwards was recorded
and used as a bias pattern for the DM.

Figure 3.1: Measurements for the 60 IF of the bimorph DM. @wdo inum/V.

-
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Figure 3.2: Wavefront reconstruction for the first 10 Zeesikusing the bimorph IF (Tip, tilt, focus, astigmantism X afd
coma X and Y, trefoil X and Y and second order spherical).
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3.2. BMM'’s mirror characterization
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Figure 3.3:left: Actuator map distribution for the bimorph DMght: Actuators voltage pattern applied to flatten the DM.

3.2 BMM'’s mirror characterization

As explained on section 2.2.3, three BMM’s were acquiredtierbench. BMM1 and BMM2 at the be-
ginning of the project while BMM3 was purchased at the endaviad confusions, it will be specified for
each experiment in this thesis which BMM is used. We willaadlce in this section the characterization
of the micro-DM'’s in terms of:

e Mirror flatness.

e Defective actuators.

e Stroke behavior.

e Bias determination.

¢ Influence functions measurements.

BMM1 and BMM2 characterization was done using the interfegter uPhase 2 HR from FISBA
optik. The FISBA is a Twyman-Green phase-shifting interfeeter with a camera of 1024x1024 pixels
(HeNe laser =632.8 nm). Since the FISBA pupil size (10 mm) is smaller thasm BMM and no
reimaging optical setup was foreseen, the DM was measuffediirsectors, displacing the FISBA along
the DM. Each time a sector is measured, an additional referanage is recorded in order to recover
the relative position between sectors and reconstruct 8 M image (since a common area is always
measured in the four sectors). The reference image is @otaipplying a voltage pattern to the DM that
reproduces a cross within a frame covering the first and é&@stand column (figure 3.4).

After reconstruction, the final image of the BMM surface aowg the 32x32 actuators has a resolu-
tion of 986x986 pixels. This resolution corresponds to daractuator distance of 31.5 pixels (1pix
10.8um).

3.2.1 Mirror flathess

MEMS deformable mirrors show a strong slope in the edge chlogehe manufacturing process. This
effect normally limits the useful mirror area and reduces thmalmer of available actuators. The mirror
surface is measured on the rest position at 0 V. Figure 3. 4/skho3D view of the mirror surface. An
inner region ofx 6.7 mm is flat to=50nm, while the edges show an increasing slope whose maximum
difference in height reach 700 nm (figure 3.5). This mirror slogepnoduce an aberrated wavefront
and the optical quality of the bench will be reduced sinces foreseen to use a circular pupil covering
the maximum BMM area.
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Figure 3.4:Left: Reconstructed BMM surface image showing the voltage patised as referenc&ight: 3D view of the
BMM1 surface showing a flat area in the center and an incrgasape in the edges with a maximunffdrence of 1500 nm in
the corners and 700 nm in the edges .
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Figure 3.5: BMM1 and BMM2 profile cuts along the X and Y axeswimg a flat area in the center covering about 12x12
actuators.

3.2.2 Defective actuators

As explained before, Boston Micro-deformable mirrors aesigihed with 4 inactive actuators used as
pin connectors (two for ground and two for TT control). In tese of BMM1 and BMM2, two of these
actuators are placed on column 31, row 15 and 17, and therefothe mirror edge but inside the pupil.

Two types of defective actuators are found on the devicesksind floating actuators. Stuck actu-
ators are blocked at 0 V position, thus when the mirror idesbtit the bias (mid voltage range) a peak
appears in the wavefront since the actuator remains alortbeorest position (inactive actuators also
produce this ffect in the wavefront since they behave as stuck actuators).

On the other hand, floating actuators do not respond to thagebpplied and therefore are uncon-
trollable, but they are free-moving since they are linkedh® mirror membrane moving together with
the rest of the actuators. Some of these actuators are ltokacheighbor actuator, moving in pairs.
These type of actuators are less harmful since they do notedbehe wavefront even if they cannot be
used to correct the wavefront.

A stuck actuator was found on BMML1 inside the pupil, while BMMhows only some floating
actuators. BMM2 was chosen to be used on the bench for ouriegrgs and we will refer to it in the
next sections.

Figure 3.6 shows the distribution of defective actuatorgadk and a group of three linked actuators
are found inside the pupil. In addition, a floating actuatat a pair of linked actuators are found outside
the pupil.
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Figure 3.6: BMM2 actuator map showing the defective actsadigstribution.

3.2.3 Characterization of a standard actuator

An actuator in the center of the mirror (actuator 690, row @imin 18) was chosen somewhat arbitrarily
for response investigation. The response curve shouldtageld by pushing only a single actuator while
all others are left at the ground potential (0 V). In our cdhés is not possible due to interferometer
limitations for measuring the stroke curve for the higheltages. Instead, another option consists in
pushing one actuator while the others were left at a biasgel{mid range of the response curve). An
approximate bias value is used initially (100 V by manufestspecifications). The real bias value could
only be found after knowing the actuator stroke response.

The stroke versus voltage curve was measured applyinggeslitbetween 0 and 200V (figure 3.7).
A quadratic response was found betw@&eand 163V, at higher voltage this behavior is lost due to non
linearity dfects on the membrane stress. The quadratic range defineotkimgvrange of the BMM.
The response curve measured by the manufacturer shows wdiking range between 0 and 200V,
which is not true from our measurements.

Now it is possible to find the correct bias position by applyitifferent bias voltages to all actuators
(between 109 and 116V). For each bias position we measurstrbie produced by a single actuator
when applying the maximum and minimum voltage (0 and 163 Vg orrect bias is found when the
stroke produced on both directions is the same. This camdisi fulfilled for a bias ofLl14 V.

1000 ‘ ‘
. Act 690 — bias 100 1000+ M Act 690 — bias 114V
8007 Quadratic fitting 1 +  3x3 group - bias 114V
600/ 1 500l
£ 400| 1 €
© 200t | g o
[ 2
1) ot n .
5001
200+ P
-400 ? 1000}
600 ‘ ‘ w ] : : ‘
0 50 100 150 200 Y 50 100 150
Voltage

Voltage

Figure 3.7:Left: Stroke response for the actuator 690 (bias 100V), the siokdshows the quadratic fitting. At high voltage
the quadratic behavior is lost as shown on the window zdRight: Stroke response curves showing thifetences between
a single actuator and a group of 3x3 actuators. For a groupto@tors the response is less quadratic.
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Chapter 3. Subsystems integration and characterization

The response curve of the actuator is measured again setifgas at 114V. A second curve (figure
3.7) was measured activating a group of 3x3 actuators. The @hows a quadratic behavior but less
strong than for a single actuator. Thiext is normal since the membrane restoring force depends on
the surface area displaced (section 1.2.2, equation 2.1).

The interactuator stroke (single actuator) measurédd6um, while the mechanical stroke (group
of 3x3 actuators) corresponds 163 um. Actually, these values are only approximate since the real
interactuator and mechanical stroke should be measurdt around potential as defined on section
1.2.2.

3.2.4 Influence functions measurement

Influence functions correspond to the measurement of th@bkpmsponse for each actuator. Two images
are recorded, the first with positive displacement (up) amutleer with negative displacement (down).
The down position is obtained by applying 75% of the voltaaygge, i.e. 151V. To obtain the up position
we look for the voltage that produce the same displacemeahpdsitive, in this case, 60V (remember, a
voltage higher to the bias, corresponds to an actuatorandtitn, i.e. negative wavefront, while a lower
voltage corresponds to a relaxation, i.e. positive wavefro

The final IF for the actuataris obtained as the subtraction of the up and down imagesafwigpthe
equation:

up_IF(xy;i) —down IF(x,y;i)
2

In this way, the static errors are removed from the measunem@fterwards, the influence functions
are expressed in units afn/V.

It is necessary to measure 1024 actuators (2048 imagesanbatitomatic trigger system was not
foreseen. Since the influence function area is not bigger 3hactuators pitch, it is possible to measure
simultaneously several IF without coupling problems. Qattrs were measured simultaneously for
each quadrant, (placed at a distance of 5 pitches from eheh) dtigure 3.8). In this way, the number of
images recorded is reduced to 292.

The images are post-processed to recover the individu&@déh image is corrected of residual tip-
tilt, afterwards, the IF for each actuator is copied fromdhiginal image and placed on an empty matrix
taking into account the relative position between actsatdhe final result (equivalent to record an image

IF(x,y;i) =

(3.1)
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Figure 3.8:left: IF raw image of the up-left quadrant showing the 9 actuatongiguration in the up positiorcenter: Example

of one of the processed IF (actuator [11,11]), the imageizesponds to the full BMMright: . Montage image showing the
IF’s of several actuators together.
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Figure 3.9: Y profiles of two contiguous actuators showingetuator coupling of 12-15%.

for each individual actuator) is a datacube of 1024 imagé#s aresolution of 986x986 pixels. The data
cube is resize to a lower resolution of 248x248 pixels in ptdereduce memory and time computing
requirements.

The coupling between actuators could be measured supssingpthe IF profiles of two contiguous
actuators as shown in figure 3.9. 12-15% of coupling was mieddar the BMM (as defined on section
1.2.2).

3.2.5 The third Boston micro-machine mirror

A new BMM was acquired to solve the problems of dead actugestion 3.2.6) and ghosts. The
new BMM characteristics are the same as previous BMM’s, litit @ good IR coating in the window
(Ravg<1.5%, 550-1800 nm) and a stronger wedge (angle of 6 degréaede protective window and
mirror) in order to avoid the ghosts. Anothelffdirence is the position of the 4 inactive actuators, now
all are placed outside the pupil, in the corners of the mirror

Figure 3.10: Surface image of the BMM3 obtained with the 4i2rferometer. The BMM was placed at the bias position
while two actuators are set at maximum stroke. The curve ertlye shows the profile along the x axis through one actuator
revealing the shape of the mirror (surface in waves= wv = 1,1 = 6328nm.
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Figure 3.11:Left: Stroke response curves for a single actuator and a groupdoetaators. In this case the rest of actuators
are kept at the ground position (0 \Right: Same curves provided by the manufacturer. In this case cthatar response is
quadratic until 200V which is not true from our measurements
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Figure 3.12: Stroke response curves comparing BMM2 and BMdri3he case of a single actuator at the bias voltage. The
curves show that BMM3 has a stroke 0428 higher than BMM2.

BMM3 was characterized using a new interferometer, the &@as 4020 from 4D technology. The
PhaseCam is a phase-shift interferometer insensitivebtatons based on a Twyman-Green design and
a camera of 1kx1k pixels. The laser source is a HeNe centeB2mi86hm. The main advantage of
this interferometer is the high accuracy (rms precisionelpghan 0.002 waves). The collimator beam
diameter is 7 mm, although for this case a reimaging systemimplemented to expand the beam in
order to cover the full mirror.

No stuck actuators were found and only a group of 3 floatingadots were detected on row 31
close to the pupil edge. The flatness of the mirror keeps time gaoperties as before with a maximum
difference on height 0670 nm. If the mirror is set to the bias value (114 V) the maximurfiatence
found is582 nm(figure 3.10). The response curve of the mirror was measworeal$ingle actuator and
a group of 4x4 actuators (figure 3.11). In this case, the mmeasent could be done setting the mirror at
the ground position (instead of the bias value) since thend&fierometer does not have the limitations
of the previous one. The quadratic range is again kept ubBV/(while, as before, manufacturer curves
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3.2. BMM'’s mirror characterization

in figure 3.11 show a full 200 V range). The bias voltage waskéeé to be 114V, as for BMM2.

Now, the real stroke values could be obtained. The inteadotistroke (single actuator) measured is
1.3um, while the mechanical stroke (group of 4x4 actuators) apoads tdl.97um.

In addition, another curve for a single actuator was measusing the bias value of 114V. The
maximum stroke obtained In this case is Lrh, which shows a smaller value with respect to the real
interactuator stroke measured at the ground l&v&lm.

Using this last curve it is possible to compare both mirr&igure 3.12 compares the response curve
for a single actuator measured at the bias value. It is shamnthe stroke is higher for the BMM3 by
about 0.25um.

3.2.6 MEMS deformable mirror problems

For two years the BMM2 was used on the bench for normal AO dioexs (sensor calibration, close
loop ...). After this time, defective actuators began toemppFirst, the HVA boards were checked to rule
out electronic causes. The problem consisted of loss ohtartstroke. Most of the defective actuators
lose all the stroke capacity from the first moment, while mthseem to keep some movement capacity
until they stick completely at resting position.

The BMM manufacturing company was contacted in order to tseorae information about this
problem but they could not help. Contacting other BMM usarppssible explanation was found on an
oxidation process as explained in Skeal. 2000 ([64]) and Sheat al. 2004 ([65]).

A combination of high voltage and water vapor inside the @ctiuproduce the electrolysis of the
H»0 molecule. The negatively charg€H- ions are attracted to the anode, and then f8r@H, which
combines with mor®©H- to makeS iO; (glass, which is not conductive), releasing molecular bgen.
Thus, the actuator lost the stroke since it could not créegelectrostatic force. The protective window
in front of the BMM should provide a vacuum atmosphere. A laakhe window’s interface could be
the origin of the presence of the water vapor. The mirror waesged with a microscope to confirm the
oxidation, as shown in figure 3.13.

The number of defective actuators increased until it wagpossible to drive the mirror (up to 30
defective actuators). The BMM2 was ruled out and BMM1 wassiifesd temporarily on the bench until
BMMS3 was received.

Figure 3.13:Left-middle: . Microscope images of BMM2 connections done by the LESLBolatories. Diferential interfer-
ential contrast interferometer image (left) and directnwscopic inspection (center). Theffédirent colors between electronic
lines(green compare to the pink on the left image, brown @mto the green on the center image) is a clear sign of ogiulati
Right: SHS CCD image showing thefect of the defective actuators. When the BMM actuators arghe bias voltage the
defective actuators stay at 0 volt position producing a kigpe in the surrounding subapertures (shown as holes améuz).
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Chapter 3. Subsystems integration and characterization

3.3 Common path

3.3.1 Optical quality

The optical quality of the bench was checked by measuringiéivefront error with the HASO 64x64 and
acquiring PSF images with a visible CCD camera (PCO cam&haee beam positions were selected for
the wavefront measurements: after the turbulence gemgeadiier the MACAO bench optics (between the
first focal plane and the first spherical lens) and before tfSW/ An auxiliary lens is used to reimage
the pupil plane on the HASO. PSF images are obtained in thddial plane (MACAO bench) (figure
3.14 up-left) and WFS focal plane.

Wavefront error measurements are summarized on table Jleridrs were found in the optical
quality of the MACAO bench4 100 nm rms), especially if we take into account that the bphor
flatness is around 50 nm. Also the PSF image do not show speuifics.

On the other hand, the WFE measured after the BMM is higheyrat 200 nm. Viewing the PSF
image (figure 3.14 top-right) a clear cross structure careba,d.e, a squareftliaction. The error could
come from the BMM shape, due to the high slope in the edgesr(@ibssible source errors were ruled
out). A PSF image was simulated (figure 3.14 down-right) gighre wavefront measurement of the
BMM shape (section 3.2.1, figure 3.4). Similar structuregld¢de seen on both, the real and simulated
PSF.

This error could be solved reducing the pupil size in ordarge only the inside flat area, but in this
case, the optical parameters of the bench would change.h@&npbssibility is to flatten the BMM (in
open or closed loop), but it would reduce the available strigk turbulence compensation. The better
option is to use the bimorph mirror to compensate both the Balispe and other static aberrations.

100

150

200

250 ]

a0 100 150 200 250 a0 100 150 200

Figure 3.14: Visible PSF imageslop-left: Macao bench, first image plandop-right: WFS image plane, showing the
cross pattern due to the BMM shapg@ottom-left: WFS image plane after correction using the bimorph Bdttom-right:
Simulated PSF taking into account the surface error duest@MM.
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Figure 3.15:Left: WFE measured over the SHS pupil plane before bimorph caore¢t 200 nm rms) Right: WFE measured
over the SHS pupil plane after bimorph correctien50 nm rms).

Bimorph mirror correction

The bimorph mirror and the HASO wavefront sensor are useatiect the static wavefront error (on
open loop). The WFE is measured in the SHS pupil plane (dfieicollimator). Firstly, rotation and
resolution between WFS measurement and bimorph influemegtidms had to be adjusted. Then, the
WEFE is projected onto the IF’s to recover the correctiveagidt pattern following:

Veorr = Viiat + IF"Swre (3.2)

whereViy is the initial voltage pattern that flattens the bimorph DIF,is the influence function
matrix, Swee is the WFE vector, anlifo is the voltage pattern that compensates the aberrations.

The WFE measured after applying the corrective voltage ¥ nm (rms). Figure 3.15 compares
the wavefront error before and after correction. As expktte cross pattern on the PSF disappears as
shown in figure 3.14 (bottom-left).

Table 3.1: Optical quality (wavefront error)

Turbulence Macao SHS pupil plane SHS pupil plane
generator bench (before correction) (after correction)
RMS (nm) 60 120 210 52
PTV (nm) 300 700 1250 420

3.3.2 Pupil masks

A mask with the VLT pupil shape (including a 0.14% central @bgation and spiders) is placed in
front of the bimorph DM. The mask also includes a rectangaietal patch to cover the pupil area
(5x2 subapertures) corresponding to the two inactive &mtsiat the edge of BMM2 in order to avoid
diffraction éfects. For the case of BMM3, aftiérent mask was used without this covered area. Figure
3.16 shows pupil images acquired with a visible camera oiSth® pupil plane for both masks.

The pupil mask was installed on the bench once the alignnfeheaommon path and initial SHS
alignment were finished. The fine alignment of the SHS was dsitgy the pupil mask as reference.
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Figure 3.16: Left: VLT pupil mask used with BMM2 (a rectangular metal path cevtire area surrounding the inactive
actuators)Right: VLT pupil mask used with BMM3. In both images a set of actusiante pushed for alignment purpose.

3.4 SHS wavefront sensor

3.4.1 Optical alignment

The SHS optical setup is designed with commercial compaen@ahs, mounts ...) which introduces
limitations on the stability and alignment capabilitiesieToptical components are positioned following
the distances given by the optical design (figure 2.6) anchgérical optics considerations. No alignment
telescope tools were used, so, a more accurate alignmemtovasrformed.

The SHS setup is placed on a linear rail, allowing easy z ipogilg of the optical components. The
folding mirror, which redirects the beam on the SHS setus algned in order to have the beam at the
correct height (15 cm) and parallel to the rail.

The first collimator lens is installed at the theoreticattalige. To find the correct position of the
lens, the defocus of the collimated beam is measured using&80. The lens is displaced on the ralil
while minimizing the defocus measured by the HASO, so a gadldr@ation is assured.

The next step consists of finding the pupil plane where tred¢array (LA) will be placed (therefore,
pupil mask, BMM and LA will be conjugated). A compact CCD caméthe so-called "minicam”)
mounted on the rail is used to find the pupil by imaging the VLdsin

The second reimaging lens is a focus lens, so objects atfinégarshould be imaged on the Andor
CCD, allowing an easy positioning between CCD and lens. Tue®aCCD camera is set at the theo-
retical distance on the rail (no accurate positioning ferahdor CCD is foreseen). The RL2 is installed
on a tube joined to the CCD with a fine z movement. On the cotihdeam, without other optics, the
RL2 position is adjusted in order to focus the PSF on the CCéx{mizing the PSF peak).

Afterwards, the first reimaging lens is positioned (in thedifetical position) in order to match the
focal planes of both reimaging lenses. This lens is installea mount with X and Y accurate movement.

Finally the lenslet array is set on the pupil plane found teefdhe LA is installed on a mount with
tip-tilt movement for positioning the LA perpendicular teetbeam, rotation movement to avoid rotation
between ccd pixels and subapertures and X and Y movementtoh sizbapertures and actuators on the
correct Fried geometry.

Once all the optical components are set on the rail an aecal@nment is required to place pupil,
actuators, subapertures and CCD pixels in the correctiposiin addition to the CCD pixel display
image (RTD), a matlab piece of code (RSBgal Slope Display), was programmed to display in real
time the slopes map (figure 3.18).
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3.4. SHS wavefront sensor

The CCD camera is adjusted in X and Y to center the pupil on lite TCD camera has 128x128
pixels where only 124x124 are used to image the pupil. Thems,centroid of the subapertures are
adjusted on the CCD. The subaperture focal point has to peodisymmetric light distribution on the
4x4 pixels used to image each subaperture. The RL1 is degpleacX and Y until the 4 central pixels
(for each subaperture) are equally illuminated. This dp@racorresponds to setting the initial tip-tilt to
zero.

The slopes map shows a small rotation between LA and CCD whiclorrected by rotating the
LA mount. Afterwards, a second adjustment of the RL2 is pentm in order to sharpen the centroids
reducing its size, therefore, improving the pixel scale.e Time adjustment is done looking for the
position where the central pixels have maximum light, ardekternal ones have minimum light.

Pushing a group of actuators, following a defined geomelwy,relative positions between pupil
mask, BMM and LA are deduced. Installing a folding mirrore tBMM is imaged on the minicam
showing the relative position between the mask and BMM. Th8VBIs shifted in X and Y until the

E RL1-xandy
B fine adjustemnt

X-adjustment

Figure 3.17:Left: Lenslet array integrated in the mount, allowing axis andtion adjustmentRight: RL1 and RL2. The
RL2 is mounted on a tube joined to the CCD.
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Figure 3.18: SHS slopes map. A configuration of actuatorpasbed or pulled in order to align the LA respect to the BMM.
Left: Configuration of 10 actuators pusheRight: Configuration of 6 pulled actuators placed on the pupil edges
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pupil is centered on the actuator pattern (figure 3.16).

Using two diferent actuators patterns, the relative position betwearatrs and subapertures is
adjusted. The LA is displaced in X and Y until a symmetric rilisttion of the slopes produced by the
pushed actuators is obtained (checking both, the CCD imagj¢he RSD).

If the actuators are well centered on the LA and on the pugs, @xpected that the LA is also well
centered on the pupil. This could be easily checked vegfyirat the intensity distribution for the partial
illuminated subapertures on the edges is symmetric.

The slopes map shows a clear magnification of the actuatmrsegpect to the subapertures. This
magnification is computed to be a facted.03.

The last operation is to install on the SHS entrance focalgplamagnetic mount with a fiber. Thus,
it will be possible to acquire reference slopes measuresraithe SHS setup in order to not take them
into account on the close loop. This also allows to verifydhality and stability of the alignment.

3.4.2 Slopes reconstruction

The slopes computation is done by the WPU software unit §2.1%e slopes are computed with a
standard centroid algorithm as explained in section 1.2H weighting factors {-1.5-0.5 0.5 1.5}. The
slope is computed only for the valid subapertures insidethal.

The WPU use three configuration files. The first includes timgigoration for the valid subapertures
(718 or 728 subapertures depending on the pupil mask uséd)other two files include the configura-
tion for the X and Y weighting factors used for each subapestiin our case all valid subapertures use
the same factors).

The matlab MEX functions recovering the WPU data were endaped in a classWPU. TheWPU
class allows access to pixels and slopes checking the fraomging necessary to avoid lost frames. The
class also implemented specific methods to measure and theghackground subtraction.

3.4.3 SHS characterization
SHS linearity

In order to achieve an optimal performance of the AO systéim,fiecessary to know the SHS behavior
in terms of linearity and crosstalk. The linearity studyuiegs an incident flat wavefront in order to
have zero fisets on the centroid positions. The BMM voltage pattern anbll position that flatten the
wavefront in the SHS is obtained in closed loop (in order tnaee static errors on the common path
and SHS path). Closed loop implementation will be describable next chapter.

The TTMis used to obtain the response curve of the sensa giameed to produce known variances
tilts on the wave front. Hence, the response for each suhapeis obtained by recording the slope
measurements atfeierent positions of the useful range of the two TTM axes andraating the slope
reference at zero TTM position.

The two TTM axes will be called channel 0 (Y slopes) and chhfr{X slopes). Both channels are
controlled in the range -1 to 1 (where 0 is the zero positidhvill be called "normalized unit” (nu).
These values correspond to a voltage range from -10 to 16.vdle amplitude of the mount is 570
mas per 0.1 nu (measured experimentally in the ITC infrasedeza). Linearity plots are expressed in
normalized units, since it will be the natural units usedhmy AO loop control.

The SHS is characterized for two cases: without field stoghénfocal plane and with field stop
(covering the full 2 arcseconds subaperture) to reducertisstalk between subapertures.
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3.4. SHS wavefront sensor

Linearity characterization without field stop.

First we check the SHS pixel scale by finding the TTM range s&ay to displace the subaperture spot
by 1 pix. This value is approximately 0.082 nu, giving a pigeble of 0.47 arcsgux. On the other
hand, the centroid variation measured is around 0.6 pir&usof 1 pix as expected. Thiffect is mainly
caused by a clear aliasing between subapertures. Thdaamitgsed to estimate the crosstalk is the rate
between the max pixel value and the min pixel value of the gettare. In this case 6% is measured.

Figure 3.19 shows the superimposed response curves fdrealiubapertures (on both, X and Y
directions). A variance between subapertures in termsiofayad dynamical range could be seen from
the graph. To see better thefdrence between subapertures, we plot the subaperture mamgtthe
max and min value of the response curve, as well as the glabgkr(figure 3.20). The behavior per
subaperture is quite homogeneous except for specific di@adie channel 0 (Y direction) on the top
and bottom edge, while for the channel 1 (X direction) it isdlized on the right side.

The linearity range of the response curve is defined @8% of the slope dynamical range (i.e. the
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Figure 3.19: Response curve for all valid subaperturesouitfield stop.Left: Channel Right: Channel 1.
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Figure 3.20: Subaperture map showing the maximum, minimachdynamical range (max-min) from the response curve.
Top: Channel Bottom: Channel 1.
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CHO: Subaperture gain map (mas)
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Figure 3.21: Subaperture map showing the gain (slope) tneliiear range of the response curteft: Channel ORight:
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Figure 3.22: Mean response curve (blue line) and slope afuhe (red line) fitted in the linear range (corresponding %
of the max-min diference). The pixscale is also included (black lingft: Channel (Right: Channel 1.

difference between max and min). The slope (gain) per subapener the linear range is measured by
applying a linear fit. The gain map per subaperture in figued 3how that for some subapertures the
gain is higher, corresponding again with the same problieraa¢as as before. Although, in this case, it
is clear that the gain for the subapertures covered pariiglthe spider are also higher.

The mean gain values ar@:73arcsefpix (CHO) and0.78arcsefpix (CH1) (taking into account only
the internal subapertures and removing the spiders). Asiomedl before, the main filerence between
pixscale and gain is explained by the big crosstalk betwabaertures.

A mean response curve (figure 3.22) is obtained from all settaye responses in order to find some
mean parameters. The linear range covers 70% of the maxiffénsshce (same value for both channels).
The slopes of the linear fitting for both channels @&3arcsefpix and0.78arcsefpix. Dynamical range
values can be found in table 3.2.
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3.4. SHS wavefront sensor

Table 3.2: SHS linearity parameters without field stop

channel O channel 1
Max slope 0.64 pix 0.58 pix
Min slope -0.70 pix -0.61 pix
Slope dynamical range 0.95 pix 0.84 pix
Linear range/global range | 70% 70%
Max tilt 0.10 nu 0.11 nu
Min tilt -0.11 nu -0.10 nu
Tilt dynamical range 0.13 nu 0.12 nu
gain 0.73 arcsefpix | 0.78 arcsepix

Table 3.3: SHS linearity parameters with field stop

channel O channel 1
Max slope 0.70pix 0.70 pix
Min slope -0.73 pix -0.71 pix
Slope dynamical range 0.99 pix 0.99 pix
Linear range/global range | 70% 70%
Max tilt 0.10 nu 0.10 nu
Min tilt -0.11 nu -0.11 nu
Tilt dynamical range 0.12 nu 0.14 nu
gain 0.68 arcsefpix | 0.73 arcsefpix

Response curve - channel 0 Response curve - channel 1

Slope (pix)
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005 0
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Figure 3.23: Response curve for all valid subapertures figtth stop.Left: Channel (Right: Channel 1.

Linearity characterization with field stop.

A field stop (FiS) of 3.8 mm has been installed on the SHS eo#rdacal plane to reduce crosstalk
between subapertures. The intensity rate between brigiutelsfaintest pixel inside the subaperture is
reduced from 6% to 3%.

Figure 3.23 shows the superimposed response curves foigheabe, while figure 3.24 shows the
max, min and global range subaperture map. It could be segrnhih behavior is more homogeneous
between subapertures. On the other hand, as before, tlesspemific regions with a fierent dynamical
range.
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Chapter 3. Subsystems integration and characterization

A difference on the partially illuminated subapertures canlgiéaen seen. The max and min values
are not symmetric. This is because a partially illuminateldaperture has only crosstalk contribution
from one of the contiguous subapertures, thus, the behiavitiffterent if the TT channel displaces to the
plus or minus direction (i.e. moving to the pupil or outsitie pupil).

Figure 3.25 shows the gain map per subaperture. The majfbdigin is similar to the previous
case, also showing areas with higher gain (specially fongekl). On the other hand, the mean values
decreased.68arcsefpix (CHO) and0.73arcsefpix (CH1), which represents a decrease of 8% and 6%,
respectively.

The mean parameters (table 3.3) are obtained from the meparrge curves shown in figure 3.26.
The linear range is again 70%. This parameter is importatftarcalibration step because, together with
the max and min slope value per subaperture, it is used tolimdttoke that maximizes the signal to
avoid saturating the subaperture linear range.
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Figure 3.24: Subaperture map showing the maximum, minimadndynamical range (max-min) from the response curve for
the field stop caselop: Channel Bottom: Channel 1.
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Figure 3.25: Subaperture map showing the gain (slope) bedirtear range of the response curve for the field stop ¢tase.
Channel (Right: Channel 1.
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Figure 3.26: Field stop configuration. Mean response cuslige(line) and slope of the curve (red line) fitted in the linea
range (corresponding to a 70% of the max-mifietence). The pixscale is also included (black lingft: Channel (Right:
Channel 1.

We can summarize the conclusions from both cases, with atmdwiithe field stop:

e The tilt dynamical range gives the maximum turbulence theSWérable to measure. For both cases
it is similar since this parameter depends on the SHS design.

¢ In the field stop case, the slope dynamical range increa$®, while the gain decreases 8%).
These parameters depend on the crosstalk between subaperince, by design, there is not
a guard band between the 4x4 pixels of each subaperture gtfs®rssifers from an important
crosstalk that is clearly mitigated by the use of a field stop.

e Even using the field stop, some residual crosstalk remaifde loss of linearity (linear range
~ 70% of the global range) is due to the residual crosstalktbegevith the truncation of the PSF
(only 4x4 pixels per subaperture).

e The diference in behavior between subapertures is not importecepefor some specific regions
(including the subapertures covered by the spiders) winergain is quite higher. These subaper-
tures could give problems depending on the strength of ttielkence.

e Partially illuminated subapertures do not show fésdlent behavior on terms of linearity and gain.

Linearity characterization with field stop: new set of measuements.

On december 2009 a new set of linearity measurements was didme diferences between sets of
measurements are due to several improvements on the agiiuditions:

e The new BMM3 replaced BMM2, thus no optical ghosts are adddti¢ system. In addition, the
full pupil mask is used (728 subapertures) and severagreakents were carried out.

e Now, the Bimorph DM is controlled bynatlah so a close loop is performed to correct all static
errors on the system including BMM shape errors. Thus, a fatefvont is ensured for the mea-
surements.

Hereafter, only the field stop measurements are shown, $iineés the standard operation mode
of the SHS. Figure 3.27 shows the subapertures gain mape Wiglre 3.28 shows the mean response
curve. Now, the full pupil is homogeneous. The anomalouk bajn areas seen before have disappeared.
From the mean parameters (table 3.4), we can see that nowleminels do not showftierences in gain
(0.665arcsefpix for both). The gain value is similar as before, but theveldynamical range increased
by about 0.22 pix (20%). Also the linear range is large80% of the global range.
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Figure 3.27: Subaperture map showing the gain (slope) becliriear range of the response curve for the field stop case (d
2009).Left: Channel (Right: Channel 1.
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Figure 3.28: Field stop configuration (dec 2009). Mean raspaurve (blue line) and slope of the curve (red line) fittethe
linear range (corresponding to a 70% of the max-mifedénce). The pixscale is also included (black linggft: Channel 0
Right: Channel 1.
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Table 3.4: SHS linearity parameters with field stop - Dec 09

channel O channel 1
Max slope 0.77pix 0.76 pix
Min slope -0.76 pix -0.76 pix
Slope dynamical range 1.26 pix 1.19 pix
Linear range/global range | 82% 79%
Max tilt 0.10 nu 0.11 nu
Min tilt -0.11 nu -0.10 nu
Tilt dynamical range 0.15nu 0.14 nu
gain 0.665 arcsepix | 0.665 arcsepix




3.5. Turbulence analysis
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Figure 3.29: Intensity curves as a function of the tilt dig@ment, for the 4 pixels of the subapertureft: Channel (Right:
Channel 1.

Pixel scale determination

The pixel scale was obtained initially, visually, and onty bne subaperture. A new method was used to
obtain a more accurate value of the pixel scale. As befoesT 1M mount is displaced in both directions,
but, in this case, instead of the slopes, the pixel intensitgcorded. In this way an intensity curve for
each pixel of the dferent subapertures is obtained.

For each subaperture, the pixels are averaged along thees]uo obtain the intensity distribution
along the X axis, and along the rows, to obtain the intensiyridution along the Y axis. Thus, an
intensity distribution for each of the 4 averaged pixelsbtamned (for X and Y directions). Finally, the
intensity curves are averaged over all the subapertures.

The four curves are plotted simultaneously on figure 3.29 distance between the interception
points of the curves, as well as the distance between thenmaaxépresents the tilt displacement required
to shift the centroid by one pixel, therefore, giving thegbigcale. The mean pixel scale for channel 0 is
0.495arcsegpixel, while for channel 1 is a bit smalldd,487arcsegpixel. These values are smaller than
the theoretical value of 0.52 arcggixel.

3.5 Turbulence analysis

The phase screens were already characterized previousdynis of spatial resolution with the HASO
64 (section 2.2.2). Now the SHS was used to characterizetethporal behavior of the turbulence in
terms of equivalent speed and correlation time followingh&uwet al. 1995 ([66]) and Gendrost al.
1995a and 1995b ([67],[68]).

The phase screens rotate thanks to two motors with adjessgbled. The motors could rotate both in
the same or opposite directions. In our case the limited RBEd requires setting the minimum possible
speed for the phase screens.

3.5.1 Zernike temporal spectra

The equivalent turbulence speed could be measured fronethparal power spectrum of the Zernike
modes. The Zernike spectra are characterized by dfduguency that increases with the radial degree
of the polynomial as:
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\%
fc~0.3(n+ 1)5 (3.3)

At high-frequencies, all of the modes spectra follovi&’/3 law, while at low-frequencies the be-
havior depends on the Zernike polynomial. For the radiafiymetric polynomials,defocus €3) and
spherical aberration &9) it follows a f°. For the astigmatism &#) and coma (a5) the behavior fol-
lows a f~%/2 and af? law respectively. The cutfbfrequency is defined as the frequency where the
regime changes from low to high frequency.

Figure 3.30 shows the spectra for the first Zernikes. A sedw#i®l SHS slope measurements (40000
frames) were taken on open loop at a rate frequency of 60 Hze&ah slope frame the modal decom-
position was computed. For some low order Zernikes the pepectral density (PSD) was computed
finding the low and high frequency regimes, as well as theoffufrequency. This value is only ap-
proximate since the turning point where the behavior cheuig@ot clear. The cutfbfrequencies and
turbulence speed, as well as the frequency dependency ¢éashawn on table 3.5.

The mean speed deduced from this method is I/$ (eonsidering 8 m pupil) which represents
approximately one order of magnitude offdrence with respect to real atmospheric conditions. An
interesting point is the behavior at high frequency. Thesuezd law is closer to a -1® law instead
of the -173 predicted by theory. Only for the higher order mode, thesgphl aberration is this law
verified. This behavior of the high frequency regime was alsserved for real atmospheric turbulence
using the COMEON-plus instrument (Conanal. 1994 [69]).

The coma mode also shows dfdrent behavior for the low regime. For a single-layer atrhesg,
the behavior should be positive, but for our case is zermgeloser to a multi-layer case. It could

Defocus 3" order spherical
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Figure 3.30: Mean temporal power spectra of some low ordemnike polynomials of the turbulence measured from the SHS
slopes. The Spectra are normalized to the turbulence arifan each mode.

Table 3.5: Temporal behavior for some Zernike modes

Mode fe Speed | Low order regime | High order regime
[HZ] [m/s] [f*] [f*]

Defocus 0.17 1.5 0 -103
Spherical aberration 0.39 2.0 0 -17/3
astigmatismQ° 0.14 1.2 -2/3 -8.53
astigmatism45° 0.15 1.3 -2/3 -8.53
Coma(° 0.20 1.3 0 -8.53
Coma4%y 0.23 1.6 0 -8.53

be possible to see two regimes superimposed for the lowdreyyuregime (zero and positive), but it is
difficult to confirm.

3.5.2 Correlation time estimation

Thert, could be obtained from the temporal autocorrelation of thmpertures. We define the correlation
time of the slopes as half of the full-width-half-maximumtb& mean temporal autocorrelation of the
angle of arrival.

Figure 3.31(top-left) shows the mean temporal autocdroglacurve from the slope measurements
of the subapertures in the case of only one phase screenduihiis possible to see several autocorre-
lation peaks (for a large temporal scale) since our turlmads cyclical. The time dierence between
peaks gives the rotation speed of the phase scrE&®i:sefcycle Now, turning both screens only one
correlation peak is observed (3.31, up-right), so the citglof the turbulence is avoided.

Figure 3.31 (bottom) shows the autocorrelation peak forahgle of arrival alongk andy. The
correlation time obtained from the FWHM are 110 ms and 200on¥Xfand Y directions respectively.
The diference between both axes is expected since the phase saeement is predominant in one of
the directions.

Figure 3.32 shows the HWHIMHalf Width at Half Maximur of the codficients modal decompo-
sition autocorrelation as a function of the modal humbel(Krodes, see next chapter 4.3.1). A fast
decrease of the correlation time vs mode number can be seendifferent laws were foundn1/2 for
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low order modes (m60) andm=26° for higher order modes. Berent behavior was expected for low
and high order modes due to the phase screen design whergdtial requencies are reduced. For
high order modes, following a Kolmogorov turbulence, thedgor expected isn /2 as deduced from
Fuscoet al. 2004 ([70]).
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Figure 3.31: Autocorrelation mean of the angle of arrivébp: Large temporal scale showing thefdrence between one
and two motors. For the first case several autocorrelatiakgare visible at a separation of 138Bottom: Detail of the
autocorrelation peak (X and Y directions) for the case of maiors. The HWHM gives the autocorrelation time.
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Figure 3.32: Correlation time of the déieients modal decomposition.
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3.5.3 Wind speed: Frozen turbulence hypothesis

The phase screens are placed in a unique plane conjugatee popil and moving at constant speed,
therefore, following théTaylor model” (Taylor 1938 [71]) or’frozen turbulence hypothesis” This
hypothesis states that a turbulent layer of finite verticalkness behave as a frozen phase screen trans-
lated horizontally at the constant speed of the wind and atidg with time the phase of the incoming
wavefront.

Under the Taylor hypothesis, it is possible to measure the/algnt turbulence speed computing the
cross-correlation function for the wavefront slopes (Genett al. 1996, [72]). At any timd, the WFS
gives a frame of slopeS(y, €, t) over the pupil. This later is characterized by the clasgiogil function
P(x, €) (1 inside, O outside). We compute the time averaged crogglation of two frames of slopes
distant ofr in time, i.e:

[de [nS(e,n,S(e +un+Vv,t+ T)> (3.4)

= Foenieran )

Two cases were studied: both screens turning in the samepgasite directions. Fig 3.33. show
A(x,y, 1) for the first case, for values afranging from 0 to 9 frames, i.e. 0 to 1.8s by steps of 0.2s. An

Figure 3.33: Series of 10 images representing the spatmteahcross-correlation function taking 0.2s apart fordase of two
motors turning in the same direction. A peak is clearly \iesigind moves uniformly away following the Y direction at a sge
of 1.26 nys.

Figure 3.34: Series of 10 images representing the spatmteahcross-correlation function taking 0.22s apart fa&r tase of
two motors turning in opposite directions. Two peaks arartyevisible and moves away in opposite directions follogvthe
Y direction at a speed of 1.21 and 1.1sm
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obvious correlation peak appears, moving on a defined direat a speed of.26 nys.

Figure 3.34 shows the second case for valuesfafm 0 to 2.2s by steps of 0.22s. In this case, two
correlation peaks appear showing the presence of two atredsgayers moving at opposite directions
with speeds of..21 a 1.10 ryfs.

For both cases the peaks movement are oriented through tkis,Yaa expected from the design of
the turbulence generator. The speed along the X axis wdtedetd® be smaller than 0.1/m

The turbulence speed estimated by this method is more decdriae estimation using the Zernikes
power spectrum is limited by the accuracy on the determonadif the cut-& frequency, which is not
easy to measure. However both methods estimate the samedfradegnitude for the wind speed
(slightly smaller on the cross-correlation method). Thegppge of these measurements is not an accurate
measurement, instead only an estimation to ensure thatdpespeed is in agreement with it.

90



4

Control implementation

The objective of AO control is to find the DM commands that mmizie the WFS measurements. Section
1.2.3 explains how thesconstructorgives the linear relation between measurements and comsnand
The simplest way to obtain it is through the inversion of tbea IM of the system (equation 1.34).
Although an optimal reconstructor should take into accawmtonly the relation between measurements
(WFS) and corrective devices (DM), but also the statistidh® wavefront distortion to be corrected.

In a modal control approach both elements are considereg pdWwer spectrum of the atmospheric
turbulence is taken into account in the modal basis consruérom the actuators IF’s. Afterwards, the
modal basis is used to obtain a modal IM or could be projected the zonal IM.

The ADONISmethod! consists of measuring a modal IM: instead of poking eachasmtundivid-
ually, we poke actuator patterns that recreate each of tlikesnof the base. The measurement vector is
then stored as a column on this new IM. In this way the recoosir could be recovered as:

R=BGD" (4.1)

where D is the modal interaction matrix (equation 1.45), Bhiesmodal basis (equation 1.44, columns
representing the DM commands to recreate each mode) and @aganal matrix where thd element

is the gain on the mode i (considering the simplest case withhdal gain optimization, this matrix is
the identity).

In the PUEO method? we have already measured a zonal IM (equation 1.29) thas ghes linear
relation between actuators and measurements. The raettostcould be obtained from the knowledge
of the modal basis as:

R=BGB'M* (4.2)

where M is the zonal IM, B the modal basis and G the gain makjagned before.

The reconstructor approx chosen for HOT (as shown in All@rp€ntieret al. 2008 and 2009 ([62],
[63])) follows the PUEO method. In this case, we could use ddi@ard zonal interaction matrix, which
minimizes the SNR in the calibration process (see secti@grl}. In addition, it is possible to use the
same gain for all the Hadamard patterns since the signalipeatdon the WFS is always of the same
order of magnitude.

On the contrary, a modal calibration would imply lower gaivtsen increasing the mode order since
higher-order modes produce higher signal amplitudes dtieeiostronger local gradients. Therefore, it
would be necessary to optimize a gain algorithm for the catlibn in order to produce the higher SNR
avoiding sensor saturation.

1Takes its name from the ESO adaptive optics sysa@®NIS[73]
2Takes its name from theUEOadaptive optics system installed at the Canada-Franceaitlescope(CFHT) [74]
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Chapter 4. Control implementation

Figure 4.1: Valid subaperture map (big red squares) shotfiagralid actuators (small black squareteft: BMM2 case.
Right: BMM3 case.

The valid subaperture and actuator configuration used fibr tmses, BMM2 (patched pupil mask)
and BMM3 (full VLT pupil mask) is shown in figure 4.1. A subapee is considered valid if it receives
at least 50% of the light of a fully illuminated subapertufée valid actuators are the ones surrounding
all the valid subapertures. For the first configuration, Ad8apertures and 792 actuators are considered,
while for the second case it corresponds to 728 subapernic800 actuators.

4.1 BMM quadratic control

For a MEMS DM (as explained in section 1.2.2) the relatiomieein position (displacement) and force
(voltage) is not linear, but quadratic. To compute the pasiof the actuator we considered a simplified
guadratic law, instead of using the real displacement \ggelcurves measured.

The HVA controller range is -1 to 1 (this scale is callearmalized unit¢n.u.)) , which corresponds
to 0 to 200 V. Considering now a displacement rari@gfom 0 to 1 corresponding to the voltage range
(V) -1 to 1, the simplified quadratic law is given by:

p- V=1 (4.3)
V=2VD-1 (4.4)

Figure 4.2 shown this simplified quadratic law. Now, the hiakie (rest position) of 0.14 n.u cor-
responds with 0.325 displacement units, and the maximutag®lof 0.63 n.u to 0.664 displacement
units.

The conversion step between displacement and voltage &sjdsnbefore sending the commands to
the DM. In this way, all command computations are done inldtgment units. The interaction matrix
gives the relation between slopes and displacement, whiglerodal basis gives the relation between
modes and displacement. This approximation allows to s$iynfiie control and calibration since the
real behavior of the DM is transparent and only linear retaiare used for the matrix operations.
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Figure 4.2: Curve showing the quadractic law used for the Bhtivitrol. The red arrows show the delta displacement from
the bias used for the calibration. A displacement delta @5 @& used as input for the Hadamard pattern. The curve dgines t
equivalent values in voltage units to be applied to the @otaa

4.2 Calibration

4.2.1 Hadamard zonal calibration

The purpose of the AO calibration procedure is to measurefiret that each DM actuator has on the
WFS measurement. Several parameters can be optimizedsoprtiess: the type of signal applied to
the DM, the strength of this signal and its sequential mesmsant by the WFS.

An identity matrix is used in the classic zonal calibratiae, when applying sequentially each of
the columns of the matrix, only one actuator is pushed ancetiie only a small region of the WFS
measures the perturbation produced by the DM, while the pex$tof the WFS measures noise. This
effect is obviously worst for high-order systems.

Toincrease the SNR, it would be necessary to take sevembfumeasurements, with the consequent
increase of time. Instead, a Hadamard matrix could be ushkid. miatrix is a square matrix containing
only 1's and -1's such that when any two columns or rows arequlaide by side, half the adjacent cells
are the same sign and half the other. Hence, the rows and oslame orthogonal and the Hadamard
matrix (H) is hermitian and also invertible:

HH'=1 (4.5)
HHt =1 (4.6)
Calibration using Hadamard matrices is demonstrated bypétas al. 2004 ([75]) to give the best
theoretical SNR for the same number of measurements. Callpit is easy to understand since all
actuators are pushed simultaneously, and therefore thé&/f6 measures the DM perturbation.
The raw measured IM gives the relation between WFS signalssjrand each of the Hadamard

modes (columns). The final IM giving the response of eaclviddal actuator, could be recovered using
the orthogonality property of the Hadamard matrix:

D = DrawH™* 4.7)

Hadamard calibration could be misunderstood as modalratilin, since a sequence of "modes”
are applied to the DM. The mainftiirences lies in the inversion. The Hadamard mdris invertible,
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Chapter 4. Control implementation

and therefore the matrix D could be found unequivocally frbm,, while for the usual modal bases
(zernike, K-L) this is not true.

4.2.2 Acquisition

The IM is acquired using a firaction-limited source (the so-calledternative sourcethanks to an
alternative path that avoids the presence of the phasenscréée IM is measured using tipaish-pull
method ([76]). Thej™ column of the raw interaction matrix, denoted Bsw(j) and corresponding to
the sensor signal vect& associated with th¢" Hadamard patterh;, was computed as:

S(+Ah;) — S(-Ah;)
2A

Draw(j) = (4-8)
whereA is the amplitude factor. Thus, for each DM pattern two opgdasensor signals are measured
corresponding to the up and down positions. In this way, idneas due to the static aberrations is filtered
out. Such methofteezes the turbulenaemoving the contribution of the slow evolving bench airdtio
signals are measured sequentially at high speed.

4.2.3 Speed optimization

The measurement of the 1024 columns of the IM is done se@ligntiAn elapsed time is necessary
after applying each command to ensure that the actuatoalsgywell recorded by the WFS. Instead of
introducing an arbitrary delay, it is more convenient to deoatinuous frame acquisition at a defined
frequency and to remove a certain number of frames considerevalid. The speed of the acquisition
can be improved finding the optimal combination between Ce@&gudency and minimum number of
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Figure 4.3: Example of frame acquisition for the 120 (top)l @00 Hz (bottom) cases. A sequence of 4 plots show the max
signal produce on the detector for the 4 first frames aftelyampa voltage to one of the actuators (the command is agpplie
between frame 0 and 1). For each subaperture position (oM thés, 1-718 corresponds to X direction and 719-1436 the Y
direction) we plot the signal measured on the detector.

94



4.2. Calibration

—*— 10 Hz
—*— 20 Hz
—*— 40 Hz
—*— 60 Hz
—*— 80 Hz
100 Hz
—e— 120 Hz
* - 150 Hz

* 200 Hz

* 400 Hz

Max slope (pix)

Frame

Figure 4.4: Plot showing the data of table 4.5; maximum slgpeunits) measured during the frame series fdfedent CCD
frequencies. For frequencies down to 120 Hz it is neceseaip two frames while for frequencies up to 150 Hz it is neeep
to skip three.

frames to skip in order to obtain the first useful frame (thst fiame where the full actuator signal is
seen by the sensor).

To find the optimal relation, a continuous set of frames wagimed for diferent CCD frequencies.
In the middle of each sequence an actuator is pushed and wédiothe first frame with the maximum
signal. Figure 4.3 shows the recorded slope frames for the D@gration time cases of 120 Hz and
200 Hz. The first frame after sending the command do not shgvsignal since it corresponds with the
previous CCD integration period. For the next frame it isacléhat the signal recorded by the WFS is
not the maximum possible value. Thifert is due to the fact that for an integration time of the CCD

frame 1 frame 2 frame 3 frame 4 frame 5 frame 6
freq [Hz] |slope [pix] |slope [pix]|slope [pix] |slope [pix]|slope [pix]|slope [pix]| Skipped |Speed [Hz]
10 0.05 0.65 0.68 0.68 0.68 0.6a8 2 3.33
20 0.0 061 0.6A 0.66 0.66 0.66 2 5.7
40 0.01 0.85 067 067 .66 0. ff 2 15.33
G0 0.0 0.80 0.66 0.66 0.66 0.66 2 20.00
a0 0.08 045 0.R2 0.g2 062 0.g2 2 20 &7
100 0.01 043 0. A8 067 0.68 0.67 2 33.33
D20 oot 037 067 067 0.67 067 2
140 0.0 031 0.64 0.67 0.67 0.67 3 37.50
200 0.02 0.20 063 067 0.67 0.68 E £0.00
400 0.08 011 0h3 0 /9 0.69 0.67 3 100.00

Figure 4.5: Table showing the maximum slope measured dtinedrame series for fierent CCD frequencies. The actuator
command is sent between frame 0 and 1. The 7th column showsitium number of frames to skip on the IM acquisition.
The last column shows thefective speed of the loop for each CCD frequency and skipgiagrinimum number of frames.
The optimal case is found at CCD speed of 120 Hz and skippimgr@ds. The result is a loop frequency of 40 Hz.
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Chapter 4. Control implementation

two positions of the actuator are averaged (rest and emelgiZThus the resulting measured slope is
proportional to the integration time that the actuator isvac In the fast case of 200 Hz also the third
frame does not record the maximum slope.

Table 4.5 and figure 4.4 show forttirent integration times, the slope produced by the WFS alung
consecutive frames after applying the same command. Thedhsnn shows theféective acquisition
speed taking into account the integration time and the redukipped frames. The optimal case is found
for a CCD integration time 0120 Hzand skipping 2 frames which gives afiextive acquisition speed
of 40 Hz.

Thus, the IM is acquired at a frame rate of 120 Hz, needingdoiae 3 frames for each DM position
(rejecting the 2 firsts). Considering 10 push-pull seriemefsurements for each Hadamard mode, the
final time required to calibrate the 1024 actuators &0 min.

4.2.4 Amplitude optimization

The amplitude parametéron equation 4.8 (giving the stroke of the Hadamard patteptiegbto the DM)
should be optimized to produce the maximum signal on the WES\widing saturation. To find the
optimal value we use fferent amplitude factors for the calibration, recording gkasor signal vectors
S(+Am;) and S(-Am;). Afterwards, using the response curve of each subapefsaation 3.4.3), we
verify that the sensor signals do not exceed the linear rafige maximum amplitude factor avoiding
saturation was 0.06. A value 605was used for the calibration process in order to keep a maifgin
error.

4.2.5 Interaction matrix analysis

The size of the IM measured is 1456 (slopes Xx,y) x 1024 (amtsiat It is necessary to keep only the
columns corresponding to the actuators inside the pupil.v@vigied from the IM that these actuators
produce enough signal. Thus, the final IM matrix size is 148PD@ actuators. Figure 4.6 shows the
final interaction matrix measured with Hadamard. For ea¢hofithe IM (corresponding t&y andSy),
the main part of the signal is distributed on the diagonadl fan each actuator, is concentrated in four
subapertures while the rest of the subapertures measyreaisk.

Firstly the Hadamard IM is compared with the zonal case. Tammak IM are acquired, one with
the same gain (displacement) applied to the Hadamard arttiearepplying the double (since on the
Hadamard pattern two actuators are displaced in opposéetitins, then the signal produced is double,
hence it is necessary to compare the Hadamard case with bllebwéh double gain).

In order to measure the noise variance, we compute the sthddaiation over the upper and lower
triangular area of the IM (splitting between X and Y signaisgl @&moving the diagonal region where the
signal is distributed). Table 4.1 shows the variance foBtbases. The noise improvement factor between
the Hadamard and zonal (applying the same displacementjcshe~ n, the number of actuators (as
shown Kaspeet al. 2004 [75]). In our case the measured factoxi850 which is in accord with the
number of valid actuators, 800.

An equivalent method to measure the noise variance congistsmputing the histogram of all the
elements of the IM. The central region of the histogram iy @filected by the noise and therefore will
follow a Gaussian distribution. The noise variance is comegdrom the HWHM of the fitted Gaussian.
The results are also shown in table 4.1. The improvementifésts 857, equal to the previous value.
The improvement in SNR can be seen in Figure 4.7. ShowingMhe & logarithmic scale, the fference
in variance noise is clear. In the Hadamard IM we can seeiadditdiagonals (signal produced over
subapertures faraway from the corresponding actuatowyislydhat the noise level is lower than for the
zonal case.
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Figure 4.7: Logarithmic of the IM for the Hadamard (left) azwhal (right) case. It is clear that the zonal IM is more noisy
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It was also considered as quality criterion of the IM the catfpion of the conditioning number
(ratio of the highest and lowest singular values fromBimgle value decompositior)” The less noisy
the IM, lower will be the condition number. Such criteriontige only for some cases (e.g. MACAO
system [75]). In our case this is not true (as well as in Fetad. 2007 [77]). The condition number for
the 3 interaction matrices are shown in table 4.2. Thus hi@Hadamard case (less noisy) the condition
number is the highest.

Looking at figure 4.8, showing the eigenvalues obtained @WSND, it is clear that the condition
number for the Hadamard case is higher because the eigeswafithe unseen modes drop fast close to
zero. If we consider for the condition number only the eigedes used to compute the inverse matsix (
700 modes) we see that the expected behavior is recovel®d 4t2). This means that a better criterion
to analyze the IM quality would be to consider the conditiomer over the eigenmodes considered as
visible, instead of the eigenmodes over the full SVD.

Table 4.1: IM noise variance
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Hadamard Zonal (double) | Zonal (single)
Noise variance pix?] (piagonal method) 1.10e-05 0.0024 0.0094
Noise variance pix?] (FWHM method) 1.07e-05 0.0023 0.0092
Improvement factor (biagonal method) 1 215 850
Improvement factor (FWHM method) 1 215 857

Table 4.2: IM conditioning number

Hadamard Zonal (double) | Zonal (single)
Condition number (full modes) 104.3 9.3 6.8
Condition number (700 modes) 3.1 3.2 3.9
SVD decomposition
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Figure 4.8: Eigenvalues plot obtained on the SVD decomiposior the Hadamard and zonal IM.



4.3. Modal basis

4.3 Modal basis

4.3.1 The Karhunen-Loeve basis

The modal basis construction is inspired by the method deeel by E. Gendron ([68]), and applied
previously, for example, on the Keck AO system ([78]), but hat been tested before for larger actuator
AO systems. The specific algorithm applied is the same useidbtain the modal basis for the XAO
system of SPHERE ([77]).

As explained in section 1.2.3, the classical Karhunen-edqg+L) base is statistically independent
and orthogonal, since it is computed from the diagonabiratif the Zernike covariance matrix. This ba-
sis is derived only from the turbulence characteristics@doeb not seem totally suitable as it is computed
without respect to the whole AO system properties, esgdgdta DM characteristics.

Since a Karhunen-Loeve base could be constructed from aydval not necessary from the Zernike
base, we could use the base defined by the DM influence fusdiioabtain a modal basis taking into
account both the system properties and the particularitdisitsn of the turbulent energy according to
spatial frequencies.

However the IF base is not orthogonal. On the other handyaggpihe classic K-L algorithm we will
recover a basis with uncorrelated modes but not orthogdite.problem is solved by applying a double
diagonalization algorithm: by diagonalizing the geontetrovariance matrix we recover a orthogonal
basis, while the eigenvectors of the statistical covagamatrix produce uncorrelated modes. The exact
algorithm used is explained in detailed in appendix B.

4.3.2 K-L base computation

We consider the BMM influence functions measured in sectidrd3Since the behavior is approximately
the same for all actuators, and the onlyfelience is the position on the IF matrix, we could consider
a mean IF computed from all the IF’'s. Afterwards, this mearslibstitutes for the individual IF’s,
keeping the position of the IF matrix. Thus, the errors inlfh@neasurements are eliminated although
minor individual actuator information is lost. This meanrifatrix is used as input for the K-L basis
computation.

We consider a circular pupil without obstruction perfecéntered on the BMM. To choose the valid
actuators for the mode computation the pupil is projectethenF and only the actuators whodgeetive
IF reach 50% of the peak of the complete IF are selected. BiZsactuators are considered.

An atmosphere following a von Karman spectrum wih=+50 m and ¢ = 0.2 m is considered for
the computation (piston and tip-tilt removed).

4.3.3 Truncation

The computed modal basihas 812 modes. But not all the modes could be used on the tegtos
due to stability problems in the control. In addition, higleeder modes require higher stroke, so it is
necessary to apply a gain or truncate them directly.

It is necessary to find a tradéfdetween the number of modes and stability. Using a highetbeanm
of modes, the theoretical performance should be higherhffgr flux conditions) but at the expense of
stability and saturation. On the other hand, using few madegperformance is lower since the high
spatial frequencies of the turbulence are not corrected.

We decide to use two truncated modal bases: A low order babes00 modes and a high order
base with~ 700 modes. The low order base is very stable and gives gofwrmamnce on close loop (see
next chapter). On the other hand, the high order base isataestthe performance diminishes along the
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Figure 4.9: Example of K-L modes for thredi@rent ranges, first row low order0); second row middle order( 200); third
row high order£400).
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Figure 4.10: K-L basis eigenvalues reconstructed from thi&/BF’s. As expected the eigenvalues follow the von Karmam la
X—11/6_

loop. In addition the shape of the DM shows an unexpecteflevshape. As well, bases with 500 and
600 modes were tested, but similar problems appear.

To understand the problem we plot the maximum displacenseptired by each mode as a function
of the modal order (figure 4.11). The maximum displacemebisputed as the maximum absolute
value of each column of thB matrix. The expected behavior is a monotonous increaseeafettuired
displacement. Looking at the plot, this is true only unt# ttnode 412, while for higher orders several
modes show "anomalous” high order values.

If we look at the wavefront representation of these modemn fitte matrixQ (figure 4.12), it is clear
that basically these are Wi or partial wéfle modes. In principle these modes should appear at higher
number order* 700) and not for middle order(400). Figure 4.10 shows the eigenvalues distribution
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of the basis, which follows a perfect Von-Karman spectrume Wuld expect these e modes to

be related to the lower eigenvalues sincdflgas not representative of the turbulence and therefore the
energy associated to them should be close to zero. This loelgnot yet full understood and should be
studied in more detail.

To overcome the problem we decide to truncate the basisg#hkio account the maximum displace-
ment required. From the first 400 modes the linear expecteteteey displacement versus modal order
is used to define an increased threshold (red line on figu®.4Modes with higher displacement are
rejected.

223 modes are rejected, thus, the final high order basis Hasnb8es. The new basis solves the
previous instability problems and gives better perfornesnwith respect to the low order 412 modes
basis (see next chapter).
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Figure 4.11:Left: Max displacement required by the mode as a function of theatmarder. The red line shows the threshold
apply to select the valid modes (increasing as the modalprRéght: Max displacement required as a function of the modal
order for the final truncated modal basis (589 modes).

Figure 4.12: Example of rejected i@ modes (first row: modes 420, 425 and 467. Second Row: mo@e$34 and 571).
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4.4 Slaving

The main problem of the BMM deformable mirror is the shorbkér capability. This limitation could
produce possible stroke saturation problems especiathecting high order modes which are strongly
stroke demanding by the actuators on the pupil edge. Toaserthe stability of the system we will slave
the extra actuators outside the pupil (not consider adtieethe actuators on the pupil edge. Thus, the
stroke capability of the actuators on the pupil edgasters will increase.

We consider asnasters the actuators that are not fully surrounded by other actteators. For
eachmasterwe consider aslaveactuators the non active actuators surrounding it. Heheeetare 104
slaveactuators distributed in two rings outside the pupil andr@&teractuators. This means that there
are severammastersassociated to &laves

Slaving requires some modifications to the interaction ixalris necessary to take into account in
the IM the increase of stroke of tleasters For it, the columns of the IM corresponding to timasters
will be substituted by the addition of theasterand slavesIM columns. The new IM will be called
slaved IM

In addition, in the control loop the commands computed fer riaster will be also applied to the
slaved actuators.

Lid
.

~

Figure 4.13: Slaving actuators maplack squaresregular active actuatorgjreen squaremasters actuatorslue squares
slave actuatord.eft: BMM2 case.Right: BMM3 case.

4.5 Reconstructor computation

Two control matrices are computed following equation 4.iagishe 412 mode basis and the 589 mode
basis. The inverted matric& and the slaved interaction matft* are computed applying SVD where
truncation is necessary.

In the case of the IM, if few modes are truncate®(Q), the final reconstructor is unstable in close
loop operation. On other hand, if too many modes are truddat0), the system is under performing.
We found an optimum value of 30 modes.

The matrixB has a condition number of 58, for the high order base (589 s)aated 30 for the low
order base (412 modes). The eigenvalue distribution fremS¥D inversion (figure 4.14) exhibits an
inflexion point which gives the optimal truncation numbenwddes. 8 and 6 modes for the high and low
order bases, respectively. Both cases correspond to theeigemnvalue.
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SVD decomposition (matrix B)

— 412 modal basis
— 589 modal basis
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Figure 4.14:Top: Eigenvalues distribution from the SVD inversion of the mat (589 and 412 modes). In both cases an
inflexion point shows the optimal truncation value (8 and &le®respectively)Bottom: Reconstructor matrix using the high
order modal basis. A clear diagonal structure can be seers¢tie was expressed between -0.05 and 0.05 in order tatsatur
the high values, the min value is -0.3 and the maximum 0.4).

4.6 Loop control

A simple algorithm is implemented for the loop control. Sirtbe TTM is used to correct the tip-tilt
contribution of the atmosphere, the control of the BMM istilpfree. An independent IM for the
TTM is acquired and through a simple inversion the TTM retwtsor is recovered. On each iteration
of the loop, the tip-tilt mount commands are computed from glopes measurements using the TTM
reconstructor. Then, the residual tip-tilt free wavefriznbbtained and used as input for the main BMM
loop.

The controller used is a regular integrator modified withrapge anti-windup circuit (gain 1) as
shown in figure 4.16 to avoid possible saturations. The loogksvin a serial mode: after the complete
pixel frame is acquired, the slope vector is computed aretiag in the loop in order to obtain the new
command vector. The speed of the system is controlled by @ Dtegration time. The loop waits
until the next frame is acquired thanks to an internal CCinracounter that also avoid frame loss. The
speed of the system is limited to 80 Hz due to matlab speethliimns coming mostly from the graphical
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Chapter 4. Control implementation

interface.
A GUI (graphical user interfaceunder matlab was implemented to be able to control easghyAth
system. The main tasks of tI$HS Guide Contradre:
e Close and open the loop (a). Several loop parameters camlfigu@ as gain and speed.
e Select the configuration files (c): Reconstructor, IM, valid slaving actuators mapping, reference
slopes, initial actuators voltage and modal basis matrix.
e Update slope fisets in real time (d).
e Save to disk commands and slope vectors series (b).
e Control the actual BMM commands sent to the mirror and TTMif@d actuator map is shown only
on demand to not introduce an additional delay in the system)

In addition to the matlab GUI, the RTD display shows in readithe frame of the CCD pixels.
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Figure 4.15: Display of th&HS Guide contrahnd RTD (eal time display.
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Integrator 1
(Dtur(t) + CDres(t) + J(p (C)dc 1/» R
, ] x res %
q)cor(t)
‘ ty
Ka « (=
AW filter

Figure 4.16: Block diagram of the integrator controllerdisea HOT. An antiwind-up circuit with gaii, = 1 and clipping are
also includedK; is the integrator gain.
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5

XAO experimental results

The estimation of the real performance of an adaptive ogsitesn is always a discussed question. Along
this chapter we will show the performance of our system asetiion of the star magnitude. In our case,
this relation takes a relevant importance since it is the tiimse to verify the improvement obtained at
low flux levels thanks to the technological development efdlectro-multiplicative CCDs.

The performance estimation as well as the gain optimizatidihbe done taking into account both,
the strehl ratio (measured on the IR path) and the residuegéfnant measurement (transfer function,
modal correction, etc).

5.1 Experimental conditions

5.1.1 Star magnitude

White light is used to feed the turbulence generator thraaudjber of 9um. The light is generated by
an halogen lamp using a power supply to regulate the intenshe regulation of the intensity at low
intensity is quite diicult due to resistance variations of the lamp. Thus, we @eldid use a set of neutral
density filters (ND) installed on the SHS path (after theiodktor), while the lamp is kept at maximum
power.

In addition, the estimation of the flux is more accurate siweemeasure the high flux case with the
WFS camera and without ND (less impact of the background & &ror). Then, the flux for the faint
star magnitude is extrapolated since the ND attenuatioreiskmown.

The flux (without ND) measured was5b- 10° ph/secequivalent to 6- 10* ph/suly frame(at a
camera frame speed of 80 Hz). Taking into account the loquéecy of SPHERE ,1.2 kHz, (in order to
consider a realistic XAO case), the equivalent simulatedreagnitude is 2.1. The NDs used to study the
SR versus magnitude curve are: 1.5, 2.5, 3.0 and 3.5. Tabkehbws the flux variation and equivalent
magnitude for the 5 experimental cases.

5.1.2 CCD L3 gain and equivalent RON

The ANDOR CCD camera was set to the optimal conditions fahgwthe recommendations of [53].
The preamplifier gain was set to value 1 corresponding to @sysensitivity of 32.5/ADU (absence
of L3 gain).

It is possible to configure the amplitude of the clock volageereby amplifying the signal. Gain
index values between 0 and 4096 are permitted, but it is wotmenended to use gains over 3500. Figure
5.1 shows the system sensitivity as a function of the L3 gadex. The working camera temperature is
minus 82 degrees.
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The L3 gain index is selected for each magnitude star in daderaximize the signal while avoiding
saturation. The maximum value used is around 9000 ADU, dimeesignal starts to go non-linear at
10,000 ADU (clipped at 16383 by the ADC range).

The camera was characterized at the beginning of the prjetteck the specifications ([53]). The
intrinsic noise of the camera is very high; up to 200RMS. With the L3 gain turned up high, this
became insignificant, 0.07 e- RMS at 3500 index.

In an initially test step, we found a poor performance of th&tem for low flux conditions which
could be tracked down to the noise level: RON or backgroumdarnination. The real impact of the
L3 gain index on the noise level was studied in order to knowanifincrease of the gain produce a
real decrease on the noise contribution. For this, we aeduarset of CCD frames without light for
different gain levels. The standard deviation of the signaldchdrame gives an idea of the noise level.
Plotting the rate between gain and standard deviation fcn gain, shows thefigciency of the gain in
the reduction of the noise.

Figure 5.2 shows the curves for the three cases studiedesloldgse, shutter open and shutter open
with better bench closure. In this last case we improvedite-tightness of the bench to avoid back-
ground contamination by ambient light coming from the lab.

It can be observed, for the three cases, that a maximum afrpeathce (reduction offiective noise)
is reached at a gain level ef 380 (L3gain index 3100). For higher gain the noise redudsaronstant
(or decrease slightly). Hence, it is not recommended to igheeshL3 gain index than 3000 since a noise

Table 5.1: Star magnitude

Star ND A mag Magnitude | ph/sulyframe
A 0 0 2.1 2.6610%

B 15 3.75 5.9 842

© 2.5 6.25 8.4 84

D 3 7.5 9.6 27

E 3.5 8.75 10.9 9

System Sensitivity versus Gain setting (pre-amp setting=1)

—e—minus 85

—8— minus77

ADU per photon-slectron

>—

--~'*-‘

el

2000

Figure 5.1: Curve showing the sensitivity behavior as ationof the L3 gain index for cooling temperatures of minusagsl

minus 77 degrees.
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5.1. Experimental conditions

reduction will not be obtained.

On the ideal case (shutter close) the minimum noise reach@®4 e. For this case the noise is due
to dark and RON, without photon noise contribution. In theesawith the shutter open, the noise level
is higher, due to background light contamination of the benc

After improving the bench closure, the noise level decrelastically reaching values closer to the
ideal case. The photon contribution was reduced in a fac®i(rbise goes from 1.54 e to 0.67 e).
Background photons contamination in the bench explaingdoe performance at low flux conditions.
Table 5.2 shows the final gain index used for each star magés well as the maximum signal reached
on the detector.

Table 5.2: L3 gain index used and maximum signal reach on @i for each flux level.

Star ND L3 gain index | CCD max level
A 0 1200 2600
B 15 2600 1500
C 25 2900 600
D 3 2900 400
E 3.5 3000 300
70
AV 3 i
'9 i
(2
=
a
o ]
0 200 400 600 800 1000

Effective gain
Figure 5.2: Plot showing the rate g#td (noise improvement) for each gain level. The red curesvstihe ideal case with the

shutter close while the blue and black curve show the cadégshd shutter open, before and after improving the bencucto
respectively.
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5.1.3 AO configuration

Table 5.3 summarizes the AO configuration used for the exqaari and already explained in previous
sections. Seeing, loop frequency, reconstructors, galrotirer configurable parameters are included.

Table 5.3: AO configuration

Parameter Configuration

Seeing 0.5 ” seeing (with reduced low order aberrations).

Wind speed 1.2 nys

Loop frequency 80 Hz.

Loop gain 0.2-0.35

Bandwidth 1.8-3.5

Reconstructor 589 modes
412 modes

Reference slopes Fiber reference slopes .

Offsets Slopes @rsets included to reduce low order aberrations
(def, astig, coma, trefoil) on the non common path.

5.2 Performance metrics

5.2.1 PSF analysis

The PSF images for theftierent study cases were recorded with the ITC camera in thathR(pl-band,
narrow filter 1.4%). The ITC linear range is up4al0000 ADU; hence, a neutral density wheel in front
of the detector was necessary to keep the signal on the CQW Iigis limit.

The ITC integration time (individual frames) was set at 2osels and the density wheel set at the
position for which the peak signal is around 8000 counts. iffeges were acquired with an exposure
time of 3 min 19 sec which ensure a good signal to noise ratio.

PSF profile and pixel scale estimation

A standard image processing is applied to the raw PSF imaggsting on dark subtraction, sky sub-
traction and spike filteringesky ~ 3.2 counts).

The PSF profile is computed as an azimuthally-averaged @radivering 1.06 arcsec (200 pixels).
So, the difraction dfect of the spider and a small ghost are also included.

The pixel scale was estimated measuring the position of thenBiimum (dark ring) in the PSF
profile: 25 pixels. For a circular pupil with 14% central afostion ratio this minimum corresponds to a
distance of 3.142/D. Thus, the pixel scale obtained is 5.314 ypas(1=1640 nm).

Strehl ratio estimation

The SR is estimate using an algorithm implemented in Mattablused before to study the performance
on NACO. The algorithm computes the SR as the ratio betweepdhk intensities of the measured PSF
(normalized to the total flux) and the theoretical PSF. Th®tétical PSF is computed by applying the
Fourier transform to a circular pupil with 14% central obstion ratio and taking into account the pixel
scale.
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The profile obtained from the theoretical PSF is superposdbet measured one in order to cross-
check the pixel scale measured before. As shown in figure@8profiles coincide (see profiles plots
in the next section 5.3.2).

The SR estimation, especially for high SR values, is quitesitige to two parameters: the pixel
scale and the integrated flux radius. A variation of the pscglle of 0.1 mas produces an error on the
SR estimation of the order of 2% 3%. The estimated error using the previous mentioned mdthod
inferior to this value, but, anycase could be an uncertainigy to diference of pixel scale alongftérent
directions.

To compute the SR it is necessary to measure the PSF flux tcalipenthe peak value. If a small
radius is considered, part of the PSF energy will not be tatedccount and therefore the SR will be
overestimated. On the other hand, if the radius considexrédoi large, a high number of background
photons will be considered and the SR will be underestimaigte estimated error due to thiffect
is around 3%. In addition, the presence of ghosts close t@8tecontribute to underestimate the PSF
strehl ratio.

We consider a diameter for the integrated flux of 200 pixel8qlrcsec) for stars A, B and C, 240
pixels (1.28 arcsec) for star D and 300 pixels (1.59 arcgetar E. A larger radius is considered for the
lower magnitude stars since the SR will be lower. The flux bdispread in a larger area and therefore
is more important to avoid a possible SR over estimation.

Finally, we consider a 3% as a good estimation of the SR gletvat.

5.2.2 Residual wavefront error analysis

For each studied case, series of 3000 slope frames weraleecor open loop (OL) and closed loop
(CL). Based on the acquired real-time data we estimatedotlming WFS performance metrics:

e Sensor signals rms

e Modal variance distribution in open and close loop. The sensor signals (slopes) arecpmjto
the modal base to recover the contribution of each mode ttuthalence. Thus, a time sequence
of modal codficients is obtained and for each mode the modal variance ipetEt. Thaesidual
variance(RV) is estimated as the sum of the closed-loop modaffent variances.

¢ Rejection transfer function. The modulus of the turbulence rejection transfer func{iRmF) of
the j™ mode can be estimated as:

ey [PSBei(f)

wherePS I j(f) and PS D j(f) denote respectively the closed-loop and the open-loop tem
poral power spectral density of thj& mode. When the integrator's gain is the same for all the
controlled modes (like in our case), it is possible to estéran average RTF. Now, it is possible
to define the correction bandwidth (BW) as the frequency athvtihe averaged rejection transfer
function reaches 0 dB.

5.3 Experimental results

5.3.1 Gain optimization

For each star magnitude and for each reconstructor the algtitegrator gain was found. IR images and
wavefront sequences were recorded for gains between 0.@.4mwith 0.05 step. The main parameter
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Table 5.4: Optimal gain for the fierent performance metrics (SR, RMS, RV) on th@edtent flux conditions and reconstructor.

589 modes 412 modes
Mag SR RMS RV Optimal SR RMS RV Optimal
2.1 0.250.30 0.35 0.35 0.35 0.30 0.40 0.40 0.40
5.9 0.35 0.35 0.35 0.35 0.250.30 0.35 0.35 0.35
8.4 0.35 0.30 0.35 0.35 0.25 0.30 0.30 0.30
9.6 0.30 0.35 0.30 0.30 0.250.30 | 0.250.30| 0.30 0.30
10.9 0.30 0.25 0.25 0.25 0.250.30 0.25 0.25 0.25

defining the optimal gain is the SR, but since the SR’s obthare closer it is necessary to take into ac-
count also the signal rms and the residual variance. So wesehe optimal gain as the one optimizing
more number of these parameters.

Table 5.4 shows the gain values which optimize thigedént parameters and the selected optimal
gain for both reconstructors. The performance in terms qff8)R and RV for all the gains and all cases
could be found in table 5.5.

Same gain is considered for all modes. Although, taking anagythe modal variance distribution
(for example from star magnitude 5.9 (section 5.4.2)), vadized that 0.4 gain minimizes the modal
variance on the range of the high order modes, while, in tise o& the low order modes a better im-
provement is achieved using 0.35 gain. This suggests thatalngain could improve the performance
of the system including on the reconstructor a gain matrix asction of the mode order.

5.3.2 PSF analysis: SR Performance

Table 5.5 shows the SR computed for each of the star magsifuttkthe reconstructor. The first conclu-
sion is that for high flux conditions (mag 2.1 and 5.9) themjlireconstructor is the 589 modes, while
for low flux the optimum is to use the 412 modes. In the caseasfraignitude 8.4 both reconstructors
exhibit the same results. This shows that the number of msli@sld be optimized as a function of the
star flux.

figure 5.3 shows the best SR (589 or 412 modes) as a functidreatar magnitude. For high flux
conditions the SR obtained is 90%. Hence, the main goal of the experiment was achieved.SFhe
begin to decrease for the case of mag 8.4 £538.5).

Figure 5.3 (bottom) shows the relative SRelience between star magnitudes. These results are on
quite good agreement with the performance simulations &6fESRE ([77]). For SPHERE, the estimated

Table 5.5: AO performance as a function of the star magnitaddifferent metrics.

589 modes 412 modes
Mag SR RMS RV BW SR RMS RV BW
[%0] [pix] [au] [HZ] [%0] [pix] [au] [HZ]

2.1 92.0 0.116 1.05 3.52 90.5 0.127 1.50 3.35
5.9 93.5 0.115 1.07 3.36 92.0 0.133 1.90 3.59
8.4 88.5 0.143 2.32 3.59 88.5 0.151 2.98 2.03
9.6 79.5 0.165 3.58 3.20 81.0 0.170 3.87 2.50
10.9 76.5 0.202 5.97 2.10 77.5 0.201 5.97 1.80
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Figure 5.3:Top: SR performance as a function of the star magnitim#tom: SR diference (respect to the most performing
case) as a function of the flux.

loss of performance between high and intermediate flux iscjipately 3% (for 85 photorisulyframe)
and 10% (for 27 photorisubframe), while in our case the measuretfatiences are 5 and 12%.

For the lowest flux case the agreement is not so good, 16% inamgr, while around 40% foreseen
for SPHERE. On the other hand, the comparison in this fluxgarglOphotongsubframe) is quite
difficult, since the performance drops very fast and it is veryeddpnt on the number of photons; a
difference of 1 photon produces ddrence of around 8% of SR.

5.3.3 PSF analysis: Contrast curves

Figure 5.4 shows the contrast profiles for the most perfagneimse and for the lowest flux case using
412 and 589 modes reconstructor. 10 rings are visible fofitsecase, while in the second case we
could distinguish until the 8 ring. Comparing with the theoretical PSF profile, we could #et the

correspondence between the rings position is good, comfiyithie pixscale used for the SR estimation.
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Figure 5.5: Contrast curves comparison betwediidint star magnitudes. The optimal reconstructor (412 @md8des) was
used for each case.

Table 5.6: Contrast obtained at 0.1, 0.2 and 0.5 arcsecédattifferent flux conditions.

Mag Contrast

[0.17] [0.27] [0.57]
2.1 2.19.10°3 6.06- 10 2.00-10*
5.9 2.00-10°2 581-10* 172-10*
8.4 3.22.10°3 8.03-10* 2.15-10*
9.6 371-10°8 8.54.104 257-10%
10.9 3.56-10°3 1.00-10°3 2.85-10*

The superposition of the theoretical and the experimentiales is very good for close angle 0.2
") (where the signal is very high). The mainfi@irence consists in afférence of contrast between bright
and dark rings. for example, for the high flux case, the cshtliference between the first minimum
and maximum is 0.531, while looking at the theoretical peofiie contrast dierence would be 0.177.
This means a loss of contrast of 33%.

Figure 5.5 shows the superimposed contrast curves foreafitdr magnitude cases. As expected, the
loss of contrast is dependent on the flux as for the SR. TabletBnmarize the contrast obtained at 0.1,
0.2” and 0.5” for the dferent cases.

115



Chapter 5. XAO experimental results

Figure 5.6: Best PSF images for stars magnitude 5.9, 8.4r@16.0.9. The color scale used is ABU
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5.3.4 WEFS signal analysis: Rejection transfer function andandwidth.

The bandwidth was measured for all gain values and for alinstegnitudes as shown on section 5.4. As
expected, the correction bandwidth increases with the gfatine integrator controller and that, beyond
the bandwidth, the RTF exhibits an overshoot that also sarsamplitude with the gain.

Figure 5.7 shows the superimposed RTF curves for all stamiags choosing the correspond-
ing optimal gain (589 modes reconstructor). Figure 5.7)(lfiows for these cases the corresponding
bandwidth as a function of the star magnitude.

The bandwidth range is comprised between 3.5 and 1.8 Hzn heaeen that for high flux conditions
the bandwidth is similar for both reconstructors, while foe low flux cases the bandwidth obtained
using the 589 modes reconstructor is higher.

In order to compare same gain conditions, figure 5.8 (righdyvs the BW as a function of the gain
for the highest and lowest flux cases.

The bandwidth is always highest for the highest flux casesieltompare both reconstructors, for
low gain values the BW match up, while it diverge at highemgaiFor the high flux case the BW is
superior for the 589 modes reconstructor while for the low 8ase is the opposite.

Table 5.5 summarized the performance in terms of bandwiésidual variance and sensor signal
rms for all star magnitudes and reconstructors. In sectidntgould be found the complete tables and
figures, for each flux level at filerent gains.

5.3.5 WHEFS signal analysis: Modal variance distribution.

Figure 5.10 shows the superimposed modal variance distibaurves for the dierent star magnitudes

comparing with the open loop case. As expected the corrediarease when the flux decrease. For

high flux cases (magnitudes 2.1 and 5.9) the correction ismedxachieving correction for all modes.
For magnitude 8.4 an important jump in the correction cowddsben (also observed on the SR
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Figure 5.7: Superimposed rejection transfer functiongfidhe star magnitudes at the optimal gain (589 modes récantsr).
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Right:. Bandwidth as a functions of the integrator gain for star mitagles 2.1 and 10.9 comparing both reconstructors.
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Figure 5.9:Left: Residual variance as a function of the star magnitude fdr betonstructors. The scale is logarithmic and
the RV was normalized to the open loop value (horizontal) lilight: Normalized sensor signal rms as a function of the star
magnitude for both reconstructors. The scale is linear.

performance) achieving correction only until mode&00. While for low flux conditions (magnitudes
9.6 and 10.9) a good correction is obtained only until med80, being the modal variance in the case
10.9 even worse than in open loop.

Figure 5.9 (left) shows the behavior of the residual vamaas a function of the flux level in a
logarithmic scale. We normalized the values to the open ¢ame for comparison purpose. For high flux
conditions the improvement factor is around 15 while for ftwx cases is around 2.7.

Itis clear that the residual variance follows a logarithiai@, specially for the high order reconstruc-
tor. Comparing both reconstructors we realized that thidwesvariance curves converge for the lowest
flux level.

This means that the best performance for each flux level woelldchieved optimizing the number
of modes of the reconstructor as well as applying a modaiopdtion of the gain.

Figure 5.9 (right) shows the sensor signal RMS as a functidimecstar magnitude (linear scale). The
observed behavior is similar to the previous case.
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Modal variance distribution — 589 modes
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Figure 5.10: Modal variance distribution for thefdrent flux conditions using the 589 modes reconstructor.
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Chapter 5. XAO experimental results

5.4 Performance for dfferent flux levels: plots and tables

In this section we summarize the experimental data obtaimethe gain optimization study for each
flux level. For each reconstructor case we plot the RTF cufedsfigures) and the modal variance
distribution (right figures) corresponding to thefdrent studied integrator gains. The bottom table
summarize the results obtained for each performance nastiécfunction of the integrator gain.

5.4.1 Star magnitude 2.1

Rejection transfer function - Mag 2.1 — 589m . Modal variance distribution - Mag 2.1 - 589m
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Table 5.7: Star magnitude 2.1.
589 modes 412 modes
Gain SR RMS RV BW SR RMS RV BW
[%] [Pix] [au] [Hz] [%] [pix] [au] [HZ]
0.20 90.0 0.124 1.56 2.60 89.0 0.133 1.90 2.60
0.25 92.0 0.121 1.31 2.89 89.5 0.130 1.67 2.83
0.30 91.0 0.120 1.17 3.06 90.5 0.128 1.54 2.97
0.35 92.0 0.116 1.05 3.52 90.0 0.128 1.52 3.10
0.40 - - - - 89.0 0.127 1.50 3.35
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5.4.2 Star magnitude 5.9

Rejection transfer function - Mag 5.9 — 589m

Modal variance distribution - Mag 5.9 — 589m
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Table 5.8: Star magnitude: 5.9 .
589 modes 412 modes
Gain SR RMS RV BW SR RMS RV BW
[%6] [pix] [au] [HZ] [%6] [pix] [au] [Hz]
0.20 90.0 0.122 1.52 2.34 91.0 0.137 2.20 2.34
0.25 92.0 0.121 1.29 2.66 92.0 0.135 2.01 2.66
0.30 92.5 0.117 1.15 2.97 92.0 0.133 1.90 2.89
0.35 93.5 0.115 1.07 3.36 90.0 0.133 1.91 3.59
0.40 93.0 0.116 1.04 3.67 88.0 0.135 2.05 3.83
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5.4.3 Star magnitude 8.4

Rejection transfer function - Mag 8.4 - 589m Modal variance distribution - Mag 8.4 — 589m
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Table 5.9: Star magnitude: 8.4.

589 modes 412 modes
Gain SR RMS RV BW SR RMS RV BW
[%0] [pix] [au] [HZ] [%0] [pix] [au] [HZ]

0.20 88.0 0.146 2.65 2.42 87.0 0.157 3.28 1.48
0.25 88.5 0.145 2.64 2.42 88.5 0.154 3.07 1.64
0.30 86.0 0.143 2.34 3.13 88.0 0.151 2.97 2.03
0.35 88.0 0.144 2.32 3.59 87.0 0.153 3.08 2.19
0.40 87.0 0.145 2.36 3.83 85.0 0.155 3.34 2.42
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5.4.4 Star magnitude 9.6
Rejection transfer function - Mag 9.6 — 589m 0 Modal variance distribution — Mag 9.6 — 589m
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Table 5.10: Star magnitude: 9.6.
589 modes 412 modes
Gain SR RMS RV BW SR RMS RV BW
[%] [pix] [au] [Hz] [%] [pix] [au] [Hz]
0.20 79.0 0.167 3.79 2.19 80.5 0.173 4.03 1.86
0.25 79.0 0.166 3.59 2.66 81.0 0.170 3.89 2.15
0.30 79.5 0.169 3.58 3.20 81.0 0.170 3.87 2.50
0.35 79.0 0.165 3.60 3.36 79.0 0.168 3.90 2.77
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5.4.5 Star magnitude 10.9

Rejection transfer function - Mag 10.9 — 589m Modal variance distribution - Mag 10.9 — 589m
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Table 5.11: Star magnitude: 10.9.

589 modes 412 modes
Gain SR RMS RV BW SR RMS RV BW
[%0] [pix] [au] [HZ] [%0] [pix] [au] [HZ]

0.15 76.0 0.205 6.26 1.60 76.0 0.202 6.19 1.56
0.20 76.5 0.202 5.99 1.80 77.5 0.201 6.01 1.80
0.25 76.0 0.202 5.97 2.10 76.0 0.200 5.97 2.10
0.30 76.0 0.205 6.13 2.19 75.0 0.201 6.08 2.34
0.35 - 0.211 6.40 2.30 74.5 0.203 6.28 261
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6

High contrast experimental results

6.1 Coronagraphy with XAO

Four types of coronagraphs were compared on the HOT bendr threlsame AO conditions (same con-
ditions as for the AO performance study). The comparisoregxgent was done by recording sequen-
tially coronagraphic and non coronagraphic images (PSkasjawith turbulence and AO closed-loop
operation.

All PSF images have been recorded with the use of a neutraltgda avoid detector saturation and
ensuring the maximum signal for both, PSF and coronagréaptage. A large panel of neutral density
combination was available. The neutral density value fehammbination has been experimentally de-
termined for the working wavelengti € 1.64um) to ensure accuracy of the coronagraphic performance
evaluation.

The complete results could be found in the ESO report [79]wWillssummarize thereafter the main
results taking in special consideration the APLC coronglgra

6.1.1 Apodized pupil Lyot coronagraph

The APLC studied consists on an apodizer, a stop of 92% of e pupil transmission and a focal
mask of 4.51/D size diameter. The inner working angle (IWA) of this cororagun is 2.31/D.

The performance of the APLC was studied under two flux comakiti star magnitude 2.1 (high flux)
and 10.9 (low flux). As well we compared both reconstruct@esa 589 and 412 modes.

Figure 6.1 shows the PSF and the coronagraphic curve for gadied case (in this chapter the
PSF is considered taking into account the apodizer and theeel pupil stop). All contrast profiles are
azimuthally averaged plots avoiding the angular area witerghosts are present.

The peak rejection factor is similar for all the cases, betw&35 and 190. On the other hand, the
contrast improvement in the halo region (5 - D) for the low flux cases is quite small (even in this
case an improvement is achieved because the coronagrapls g residual speckles that could be
subtracted by dierential imaging).

For all the coronagraphic curves it is clear the existenca”bfimp” around 12/D corresponding
to the AO cut-df frequency. This decrease of contrast after this point ietqu since the AO has no
more dfect after this region. By comparing both reconstructors auddt see that thbumpposition is
slightly shifted for the case of 412 modes (12/D) with respect to the 589 modes reconstructor (14.5
A/D). This is normal because using less modes is equivalentilbaas actuators and therefore the AO
correction region shrinks.
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Figure 6.1: APLC contrast curves obtained for th@atent reconstructors and flux conditions.



6.1. Coronagraphy with XAO

6.1.2 Coronagraphs comparison

For high flux conditions we measured the performance of theMQLyot and band limited. These
measurements and the previous APLC results were done orathe sonditions of alignment (same
focus position of the focal plane mask).

Figure 6.2 (right) shows the performance for the FQPM cabe. HQPM coronagraph consists on a
phase mask on the focal plane and a pupil stop (70 % of the VIl pansmission). For this case the
IWAis 1 A/D.

The FQPM contrast is slightly better than for the APLC as ghow table 6.1. As before the cut-
off frequency position depends on the number of modes correttas limit of the control area is also
observable on the coronagraphic image as a visible extengg{figure 6.2, left).

Figure 6.3 compares the contrast curves for the 4 coronhagrépgh flux, 589 modes). The Lyot
coronagraph curve corresponds to the Lyot 360(4.5 1/D) with a pupil stop of 60% transmission
(IWA of 2.2 2/D). On the other hand, the band limited coronagraph has an N8\ D (using the
same Lyot pupil stop). The four coronagraphs exhibit simplrformance as shown on table 6.1. All
coronographs achieve a contrast level0* at 121/D. Only the band limited is slightly inferior because
the pupil stop was not the optimal for this band limited cagm@aph.

FQPM - High flux

IVA (1 MD)

FAO
(15 M D)

Contrast

PSF - 589 modes
PSF - 412 modes
FQPM - 589 modes
FQPM - 412 modes

10° 10"
Distance from PSF center (A/D)

Figure 6.2:Left: Coronagraphic image obtained with the FQPM (high flux, 58%les). The color scale used is ADY
Right: FQPM contrast curves obtained for théfeient reconstructors at high flux.

Table 6.1: Contrast obtained at 3, 9,12 andZD for the diferent coronagraphs compared with the real PSF (high flux and
589 modes reconstructor).

Coronagraph Contrast
[3 /D] [9 /D] [12 /D] [20 /D]
PSF 1.02-10°3 1.93-10* 1.71-10* 6.85-10°
APLC 549.10% 1.64-10* 1.07-10* 4.46-10°
FQPM 1.16-10°3 1.30-10* 8.06-10°° 3.47-10°
Lyot 8.28-10* 1.95.10* 1.34.10* 5.99.10°
Band Limited 161-10% 255.10* 14610 6.64-107°
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Figure 6.3: Contrast profiles obtained byfdient coronagraphs in high flux conditions and using the 588e® reconstructor.
the IWA angles for the corresponding case are: 2.3, 1, 2.5atiB. (* The band limited profile corresponds to a broad band
case, R5.

6.1.3 APLC: contrast and detectability

New measurements of the APLC were done after a better readighof the infrared arm, including
repositioning of the apodizer, pupil stop and focal maske §lobal contrast, and especially the peak
rejection factor, is very sensitive to the focus positiorhaf focal mask.

A better global contrast was achieved in this case (figurdrigybt), table 6.2) with a peak rejection
factor of ~ 280. Figure 6.4 shows the PSF and the coronagraphic imatieavgironounced ring at the
cut-of frequency. We will take advantage of this measurementsuidysihe detectability limit of our
system.

For it, we apply a high-pass filtering technique that remabessmooth structures in the coron-
agraphic image (atmospheric halo), leaving the smalleshaher frequencies components fieeted
(e.g. planets) and therefore increasing the speckle atr{zee figure 6.5).

A smooth PSF image is computed applying a median filter todhenagraphic image. The resulting
low-pass filtered image is subtracted from the original nagyaphic image to obtain the final high-pass
filtered image (HPF) shown in figure 6.5 (left). Now, the ringhee limit of the control area is emphasized
and a sea of residual speckles within the control area iblgisi

Figure 6.5 (right) shows the detectability curve, obtaiasdhe azimuthally standard deviatiomrjl
Thus, the detectability between 8 and 1/® reaches 16 (table 6.2) which means an improvement of
one order of magnitude respect to the raw APLC.

The same detectability level has been demonstrated on H@Tthe APLC without the use of a
high-pass filter, but using a sequentidteiential imaging technique as shown in Martiral. [80].

An approximate comparison with the expected contrast of SREl could be done. Considering a
double diferential imaging (spectral and angular), the expected $HHEontrasts at® for 0.1” and
0.5” are 10° and 5107. For HOT, after applying the high pass filter, the obtainectkasts are 51073
and 44 - 107° for the same angular separation.
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6.1. Coronagraphy with XAO

Figure 6.4:Left: PSF image for the APLC coronagragright: APLC coronagraphic image.
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Figure 6.5: Left: High pass filtered APLC coronagraphic imagRight: Contrast and detectability curves for the APLC

coronagraph.

Table 6.2: Contrast obtained at 3, 9,12 andiD for the APLC after realignment of the IR path.

Case Contrast
[3 /D] [9 /D] [12 A/D] [20 A/D]
PSF 1.02-10°3 1.93-10* 1.71-10% 6.85-10°
APLC (raw) 3.40-10*° 9.25.10°° 6.45-10°° 2.68-10°°
APLC (HPF) 6.13-10°° 1.30-10°° 8.83-10°° 4.10-10°
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6.2 Segment phasing experiments

Extreme Adaptive Optics (XAQO) at the E-ELT requires dealwith a primary segmented mirror. The
wave front control of the ELT includes three main units: ad@poptics, active optics and phasing cam-
era. Each wave front control isfacted to some extend by the total wavefront, but, on the d¢téed the
different control units can “help” each other. The wavefronssewnf the AO unit will see the telescope
aberrations and segments misalignments; hence the AOna&ibbe mirror will try to compensate for
them.

The goal of the present study is to determine the capabifith@® adaptive optics to deal with the
segmentation piston errors. At present, there are sewegaiented telescope working with AO systems
but the experience from them could not be use for extrapmdt a XAO system.

As shown in Yaitskova and Verinaud 2006 ([81]), the abilifytlle AO system to correct for the
segmentation errors strictly depends on the design of theaDtthe wave front sensor. The density
of the actuators, the coupling factor and the geometry afedots distribution directly impact on the
performance.

The ELT primary mirror will be composed of around 1000 hexsjsegments of 1.5 m with a gap
of 10 mm. 5-7 actuators per segment are expected considedafprmable mirror of 200x200 actuators.
The experiments were carried out on the Bench taking intowrdche ELT geometry.

The segmentation will be simulated introducing a pistonsghglate on the bench and study the
impact on the AO system (stability, variations of SR ...). WM use high flux condition (2.1 star
magnitude) and working with the higher reconstructor 58%e%). The APLC coronagraph presented
in the previous section will be used to study the impact orithiged contrast. | will summarize on this
section the results presented on the AO for ELT meeting $Pauine 2009) (Aller-Carpentiet al. 2009

([82)).

6.2.1 The piston phase plate

The residual piston phase error on the E-ELT after segmepheasing correction is simulated on the
HOT bench using a piston phase plate (PPP) manufacturedtidtisame technology as the present
phase screens. Thus, the impact on the AO performance ameditial error on the PSF could be
studied.

Since the segmentation should be studied in the pupil ptaeePPP is installed on the turbulence
generator replacing one of the turbulence phase screen.ofijaisadvantage is that the turbulence
strength will decrease. Using only one phase screens thdtipe a seeing 0.85” when combined, the
effective seeing would be reduced by a fact@ to around 0.4” seeing. This reduction of seeing is
acceptable since the prime objective of this experimemtiisviestigate theféects of segmentation piston
errors.

19 hexagonal segments cover the equivalent pupil on the ®PBh), providing an actuat@egment
rate of 6-7 actuators as expected for the XAO instrumenteaEHELT. Segments are distributed at 4 pis-
ton levels (0, 15, 35, 75 nm) providing an RMS wave-front eaftc2 nm (EPICS specification on E-ELT
is 36 nm RMS). The complete PPP disk of 50 mm diameter is cdugyesegments and can rotate on its
mount, dfering the possibility of studying ffierent alignments between segments and actuators.

6.2.2 Experimental results: segmentationfects

The impact of the PPP on the AO performance was studied orctlosp (with turbulence) analyzing
the PSF and SHS slopes rms. The first conclusion is that they&€@ra could deal well with the
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6.2. Segment phasing experiments

Figure 6.6:Left: Pupil plane image showing the segmentatight: Piston phase plate (PPP).

segmentation errors, thus no stability problems appeath@system or anomalous saturatidfeets
were seen.

The performance did not flier from the results obtained on chapter 5 achieving axS8% (using
the same AO parameters). To see tffe@ of the segmentation it was necessary to increase thesbnt
Hence, coronagraphic images were acquired with and witlwhbitilence and with and without segmen-
tation for comparison purpose (figure 6.7)) (the case withabulence is obtained replacing the phase
screen by a flat mirror).

The dfects of the segmentation can be seen only outside the AOotdrgguency regionX 15
1/D) on the coronagraphic images. The resulted images showiftin@ction pattern with three axes at
60 degrees observed at a contrast level betwesxl8° and 8x10°. Azimuthally averaged contrast
profiles for the studied cases are presented in figure 6.8 piidides show that the contrast reached is
not dfected by the PPP.

In addition, for both cases, three images were recorded difterent segments orientations (figure
6.9). The original image without segmentation has then Isedtracted to identify the segmentation
effect. As expected, a rotation on thdfdiction pattern produced by the segments can be seen (all
images were acquired on closed loop to avoid internal terind).

Coronagraphic images were simulated taking into accountflct of the segmentation following
the PPP geometry (19 segment$b2 nm rms) (figure 6.10). The segmentatidfeet is observed at
contrast level around 5x10 — 5x10°7, being in agreement with the experimental data (assuming no
other error sources).

To know whether the AO system is able to correct the segnmientatrors it is necessary to look
inside the AO control area. But in our case, the contrast evihis area is limited by speckle, being
approximately one order of magnitude higher than the setatien dfect.
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Figure 6.7:Top: Coronagraphic images without (right) and with (left) pisfohase plate in absence of turbulenBettom:

Same cases but in presence of turbulence. In the PPP casddigonal difraction pattern with three axes at 60 degrees is
observed.

MD

10° ] ? lp 1‘5 29 25 39 3§ 49 45 59
== no Segmentation and no Turbulence|
s Segmentation
= = =Turbulence

1071 —— Segmentation + Turbulence

107

contrast

. . .
0 0.2 04 0.6 0.8 1 1.2 1.4 1.6 1.8 2
distance from PSF center (arcsec)

Figure 6.8: Contrast curves for the 4 studied cases (PPPa@R&R, with and whithout turbulence). The contrast reachedti
affected by the PPP.
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6.2. Segment phasing experiments

Figure 6.9: Top: Subtracted coronagraphic PPP images from the non segmeasedn absence of turbulence. The three
images corresponds tofférent segments orientationBottom: Same cases but in presence of turbulence. As expected, a
rotation on the diraction pattern produced by the segments can be observed.

Figure 6.10: Simulated APLC coronagraphic images in als@fidurbulenceLeft: Raw coronagraphic imageCenter:
Coronagraphic image including cophasing errors (52 nm.rRight: Subtracted images.
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6.3 Speckle nulling experiment

High-contrast imaging with a sensitivity adequate to degecth-like planets around nearby stars requires
contrasts levels between star and planet better thah Hxtreme adaptive optics and high performing
coronagraphs are required, but noffimient, to achieve this goal. The main limiting factors are th
non common path aberrations and static speckle noise inrthestiientific image. Static speckles and
planets show similar characteristics on intensity and shiapiting the detectability. Detectability can be
increased either implementing techniques to discrimitisglanet signal to the speckle patterns, making
use of spectral de-convolution or spectroscggutarimetric techniques (based upon the simultaneous
differential imaging paradigm), or directly by suppressingdpeckle pattern with the use of a suited
DM.

6.3.1 Concept

Speckle nulling is a post focal technique (after coronagrdipat performs correction based upon mea-
surements from the final science camera. The purpose oflspagking is to reduce the speckle noise
in a specific region of the image plane (the "dark hole”, DKlolethe planet level by using a DM that
makes speckles interfere destructively. The algorithmsmess the complex amplitude of the speckle.
Afterwards, the complex amplitude (CA) is used to compugerttirror shape that suppresses the speck-
les. All the speckle nulling algorithms require two basiodibions:

e That the system works in a regime where aberrations are eeldioca small fraction of the wave-
length, i.e. SR> 90%. For this regime, we can replace #feon the complex amplitude, by its first
order expansion % i¢.

e Persistent quasi-static speckles. Speckles, producegtimabdefects on the telescope and instru-
ment, must be stable on the regime of several hours.

6.3.2 Electric field conjugation

Classical speckle nulling need to suppress speckles onedwrd, therefore, requires many iterations
and thus takes a great deal of time. To overcome this liraitadi new algorithm was proposed by
Give'on (Give'onet al. 2007, [83]) consisting of conjugating the electric field isedected area of the
image plane.

This method, the so-called Electric Field Conjugation (EEFs@nsists of two parts functionally in-
dependent: estimation and correction. The complex etefitrid amplitude (CA) in the image plane is
estimated, then the estimated CA is processed to deterntinerection to the DM actuators, that su-
perposes the negative of the electric field onto the imageepleonceptually making the image intensity
zero (i.e. conjugating the DM with the electric field on theaime plane). Appendix B summarize the
EFC algorithm principle followed in our experiment.

Before going in the details is important to clarify the naiat Electric field and complex amplitude
are used to express the same concept depending on the aetreorsf it is not case. In a strict notation,
electric field should be expressed as:

E=Ag ' (6.1)

where the electric field is the complex amplitudig:] multiplied by the temporal component, and the
complex amplitude itself is defined as: _
Ac = Ae'? (6.2)

Since for static speckles study there is no interest on tm@aeal component of the electric field, we
will refer to complex amplitude when talking about elecfiald.
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6.3. Speckle nulling experiment

6.3.3 Experimental implementation

| will describe in this section the speckle-nulling expegimh implemented on the HOT bench on the
context of the EPICS phase A study (see Aller-Carpemtied. 2010 ([84])
The main elements of the experiment are list hereafter:

¢ No turbulence, two flat mirrors replaced the phase screenly.tfe internal turbulence was present.

e Micro-deformable mirror BMM. The mirror is only used to meas and correct the speckles.

¢ Infrared image plane (PSF). Optical quality on the IR path B0% (after correcting static errors
on the bench using the bimorph mirror). The ITC IR camera gdus imaged the PSF using the
narrow band on H band (1640 nm, 1.4% band).

e APLC coronagraph achieving a contrasi0~* on the region of interest.

e Stability of the static speckles produced by the systemurgig.11 shows coronagraphic images
taken on an interval of two days: the speckle pattern pradliceonstant on this period. Further
experiments showed that the intensity stability of the kjgscis~ 107°.

¢ IR source. A high luminous IR source was acquired to have gimgignal on the speckles (even if
the PSF center is saturated). The IR source is coupled witthita wource to feed the SH sensor.

e TT control. Tip and tilt are the main components of the tuebgk inside the bench. The SH sensor
is used to drive the TTM in close loop, hence, the stabilityhef speckle position is enhanced.

Coronographic image 0 hr w10 Coronographic image +6 hr
4

Figure 6.11: High-pass filtered coronagraphic images (ABeloop with turbulence) showing the residual speckle rimapp
The images were taken with an interval of 30 hrs. The imagew $he speckle stability.
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6.3.4 EFC algorithm implementation

The implementation of the EFC algorithm follows the nexpste

e Complex amplitude conjugation. FFTFgst Fourier Transformis used as linear operator (C) to
transform pupil plane CA to image plane CA.

e Computation of the complex amplitude IM, G. The influencections of the BMM measured with
an interferometer were used for the computation.

e Resizing of the IR images to adjust the size required by the@#ugation and matrix G dimension.

e Determined the regiof where the CA will be minimized.

e Computation of the BMM patterns used for calibration and potation of the CA produced on the
image plane.

e Computation of the CA in the regiaf from the calibration images.

e Compute the actuators vector minimizing the CA proper tosthexkle pattern.

The next considerations and simplifications were takenactmunt:

e Perfect coronagraph is considered when conjugating plgniepCA to image plane CA.

e The influence function datacube has a size of 124x124x812reTare 812 actuators inside the
pupil. Each influence function frame has a dimension of 124xdixels.

e We define a circular pupil with 124 pixels (to adjust to the ¢ls). The pad is adjusted to get the
desired pixels scale on the FFT operation. we work with theimmuim value to minimize the size
of the matrices (2 pixel pet/D. i.e. 248x248 pixels pad).

Real{CA) image plane IF {¢) pupil plane

Imag (CA) image plane

lICAlF

Figure 6.12: G matrix computation: first row corresponds txuators IF, second and third row show the real and imaginar
complex amplitude on the image plane when pushing the artuaast row show the equivalent intensity on the image plane
(ICAI?). The IF’'s have a resolution of 124x124 pixel while the CA @aa resolution is 248x248 pixel (only 124x124 central

pixels are shown).
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Computation of the complex amplitude interaction matrix

To obtain the interaction matrix G we compute the CA produmgdach actuator on the image plane, on
the same way an AO system compute the IM pushing each actuadomeasuring the response on the
WES.

In this case, the interaction matrix G is a synthetic matiixis not possible to push an actuator
on the BMM and measure the CA, since the onfieet on the image plane is an intensity variation.
Instead, we compute the response in terms of CA correspgndiaach influence function shape using
the conjugation operator (FFT). Figure 6.12 shows the cBSeactuators IF’'s and the corresponding CA
value on the image plane (shown as real and image component).

For each CA image, we select only the pixels correspondiribetinterest regio®. Reordering the
pixels in a matrix we recover the G matrix with dimensidg.xNpix, that gives the relation:

CApix =G - aqet (6.3)

Afterwards G is inverted using SVD (several modes shoulduioecated on the inversion).

Figure 6.13: Coronagraphic imagegeft: Original ITC image showing the probe regiomRight: Coronagraphic image
showing the final resolution used for the EFC algoritiBottom: Zoom of the region on interest for both images. Images are
show on a root square intensity scale.
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IR images resolution and probe region determination

The IR camera has a resolution of 1024x1024 pixels and a poade of 5.3 mapix (0.12571/D per
pixel). The easiest way is to resize the IR image to recovepikel scale of the simulated image plane,
i.e. 0.54/D per pixel. Figure 6.13 shows the original coronagraphic B&dthe result after resizing.
The loss of resolution is not significant.

The probe region is localized on the right side of the PSF an@ge Figure 6.13) in order to avoid
the ghosts. In this region we can find several speckles, ottleeofi quite intense. The region has a
dimension of 29x14 pixels, center on the Y axe and displacegdidels from the PSF center on the X
direction in order to avoid residual energy from the centdre area covers 406 pixels, so theApix
vector will have 812 elements. Dimension of G is 812 actisato812 signals, which implies a good
compromise on terms of memory and time computing on the simeroperation.

Calibration patterns

Due to some calibration errors on the knowledge over the DI Lietter to use probe patterns relatively
simple. In practice, we choose a pattern that gives nedomumiadditive amplitude in a rectangular
region in the image plane. The DM shag# that produce this uniform amplitude on the image plane is
given by:

#(u,v) = AsindAXu)sindAY V)sin(Xcu + 6) (6.4)
where u and v are surface coordinates on the pupil plaXeand AY are, respectively, the width and
height of the rectangular probe regioXc is the center of the rectanguldrjs the probe spatial phase,
and A is the amplitude ap. Two probe patters are used with- 0 andd = n/2 ( and the corresponding
negative values).

Once the pupil plane shape is determined, we compute thespannding voltage pattern using the
DM influence functions (see figure 6.14). The final amplitufithe voltage pattern is adjust in sort that

A

dh 4
B oh

y

Figure 6.14: Wavefront patterns used for complex amplittelération. Left images represent the calibration wawefi()
while the right images show the voltage pattern on the DM tmver these wavefrontsTop: Pattern withd = 0 Bottom:
Pattern withp = /2.
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6.3. Speckle nulling experiment

Figure 6.15: IR calibration imageJop: I* — ¢ (6 = 0) andl~ — ¢ (6 = 0) (left and right images respectivelyottom:
1" - ¢ (@ =n/2) andl™ — ¢ (6 = n/2) (left and right images respectivelylCenter: Standard coronagraphic image for
comparison¢ = 0). Images are shown on a root square intensity scale.

the intensity of the probe amplitude is similar to the speskhtensity to be corrected. Figure 6.15 shows
the corresponding IR images acquired.

Complex amplitude estimation

The first term of equation C.10 is obtained from the expertadeliR images, while the second term
(matrix) is computed from the calibration wavefront pattein the pupil plane. For both, only the pixels
of the probe region are used.

The final computed complex amplitude in the probe region @ashin Figure 6.16. It is shown
that the reconstructed complex amplitude reproduces teklpmapping distribution of the original IR
image. The main diierence is the relative intensity between speckles. Foariast in the original IR
image the most intense speckle is on the left-center of tlag@nwhile on the reconstructed case the
most intense is placed at the left-down.

Corrective voltage computation

The final BMM voltage pattern that minimize the energy on thebp region is computed using the
synthetic matrix G and the CA computed in section 6.3.4.

The equationgact = G* - CAyiy, is used on an iterative process to obtain the voltage ve&tenltage
vector is computed for each iteration. Using the IF and thgugation operator, the CA amplitude on
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the image plane produced by the voltage pattern is obtaifieid.new CA is used to re-compute a new

voltage vector. The loop continues until theéfdience between the CA computed in two consecutive
steps reach a minimum error. A small gain is used on the iterptocess to avoid possible divergences
on the loop.

The number of truncate modes on the SVD inversion of G is chige. The optimal number of
modes found isv 250 (of 850 modes). If more modes are used on the inversiofirthlecorrection is
smaller and also produce errors on the iterative process.valtage vector found is on arbitrary units
and, therefore, there is an amplitude factor to be takendntmunt. To find the amplitude factor we
apply the voltage vector with flerent amplitudes until we minimized the speckles intensitythe IR
image.

6.3.5 Results

Figure 6.17 shows the probe area for the corrected IR imagepared with the original IR image (full
resolution images). Two corrective patterns were usedfiteewith a voltage amplitude of 12 and
the second of 20 (center an right images respectively). itamsity of the bigger speckles decreased.
But some energy seems to be displaced to other areas, dispegithe 2nd case where a ring appears
around the central core. The correction factors for the parkles are: 3.6 (center-left), 11.5 (up), 3.4
(center-right).

Figure 6.18 shows a better result obtained some days latethid case the residual ring do not
appear. As before the speckle intensity decreased, exarephé speckle (center of the image, circled in
white) that increased. The correction factors for the biecktes area: 8 (center-left), 8.96 (up-left), 7.9
(center-right), -1.36 (center-center). An additionalutes the stability on the speckle pattern as shown
from the non-corrected images with dfdrence of 24 hours.

The results show the real capability of the speckle nulleghhique. We demonstrate that the speckle
intensity could be decrease between 0.5 and 1 order of nugigniT his experiment is only a first step, and
further optimization will be required to increase the speckippression. On the other hand, experimental
results should be obtained under real turbulence condition

The next issues should be optimized:

B000
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IR image __ Reconstructed intensity (||CA||?) Real (CA) Imaginary (CA)
+ 711000 -{12000 F - "
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oo 410000 L L]
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Figure 6.16: The first image show the probe region on the malgioronagraphic image showing the speckle map. The other
images show the re-constructed complex amplitude, thensdotage corresponds to the intensity leyi@ A|?), while the third
and fourth images corresponds respectively to the realraadinary part of the CA . Images are shown on a linear scale.
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6.3. Speckle nulling experiment

e lterative process. After the first correction, a new set tibcation images could be taken adjusting
the amplitude pattern to calibrate the residual speckldscampute a new corrective voltage. This
process could be done iteratively.

¢ Realistic coronagraph. A more realistic model for the cagyaph could be used taken into account
the APLC configuration and a real pupil including the spiders

e CA calibration could be done using several patterns (usiluifianal 6 values).

— 1500
F 41600
1400
1200
4 - 1000
810
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400
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0

Figure 6.17: Probe region image (14 dec 09gft: Uncorrected imageCenter: Corrected image (voltage amplitude factor
12). Right: Corrected image (voltage amplitude factor 20).

F 3000

F 12500

F 42000

0

Figure 6.18: Probe region image (15 dec Q%ft: Uncorrected imageRight: Corrected image.
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Figure 6.19: Coronagraphic images acquired the 14 dec @9 &wd 15 dec 09 (bottom).eft: Uncorrected imageRight:
Corrected image. The up-right image shows a clear new ringtsire around the PSF (image corresponding to the amglitud
voltage of 20).

e SVD truncation and amplitude factors should be study withenaitention.

Guyonet al. 2010 ([85]) proposed a new algorithm for the CA computatidhis method was already
implemented on simulation and will be also tested in furisgreriment on the bench.
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Conclusion

Direct imaging of extrasolar planets requires the develemtrof adaptive optics systems to achieve quite
perfect PSF images of the parental star. In addition, higfopaing coronagraphs are mandatory to
suppress the light of the parental star, showing the presefihe planet.

Next generation of planet finders, as SPHERE (VLT telescop&dPICS (E-ELT telescope), will
combine XAO and coronagraph systems with additional imséntation used to discriminate the planet
with respect to the residual speckle noise. Simulationdigrgood performance but XAO systems still
needed to be proven in laboratory.

The”High Order Test Bench'implements an end-to-end XAO system under realistic tejgscon-
ditions. Its objectives are to confirm the expected perforreastudying possible limitations for an XAO
system, and to test new technologies. The high quality PSigénis used to study the contrast perfor-
mance of a new generation of coronagraphs and to developeohnitiues for speckle suppression.

The work developed in this thesis could be mainly summariretiree pointsi(a) characterization
of the individual subsystemgb) implementation of a full operating AO system aftj evaluation the
AO and the postfocal contrast performance.

All the subsystems were characterized and integrated ssitdly on the bench achieving a full
operating AO system. A new type of deformable mirror for @strmical AO was characterized in terms
of flatness, stroke behavior, bias and influence functioapeshThe MEMS deformable mirror of Boston
Micromachines shows an optimal flathess in the central relgit strong slopes over the edges. Thus, in
general, it would be recommended to use only the inner regiowavefront correction. In our case, 32
actuators are required to work in a high order regime. Thelgammirror of HOT is used to compensate
partially for this problem.

The number of defective actuators is lower %) than requested to the manufacturer. The stroke
behavior follows a quadratic law as expected. The maximuokstis obtained before the maximum
voltage range of the DM, beingfiéierent with respect the manufacturer especifications. Higblution
interferometric images of the DM influence functions weteetaand used later to construct the modal
base. These images show the same shape for all the actuators.

The durability and life time is the main problem of this BMMfdamable mirror. An oxidation
process can occur and may cause the dead of the actuatodsicim® a local peak in the reflected
wavefront. We suppose that a leak in the protective winddewalthe entrance of water vapor producing
the oxidation. The last BMM acquired two years ago does nbibéxany oxidation problem, by the
moment, probably due to an improvement of the isolation efgtfotective window.

The Shack-Hartmann sensor, using an electron multipheaiCD, was demonstrated to be suitable
for high order wave-front sensing. It was characterizeaims of linearity to ensure a correct behavior.
The linearity measurements are required to find the optitnake value used for the calibration step.
As well, the pixel scale was measured experimentally apglginew method based on the measurement
of the intensity pixels variations of the subapertures wéagplying a known tilt to the wavefront. This
measurements have helped us to understand betterffbeedce between subaperture slope gain and
pixel scale. This method will be also applied to tha@aptive Optics Facilityf the VLT.
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The SHS was used to characterized the temporal behavioe sfitiulated turbulence by the rotating
phase screens. The SHS measurements show that the tuebidbows thefrozen turbulence hypothesis
One or two peaks are clearly visible on the spatio-tempaass:zcorrelation map depending on the phase
screens moving either on the same, or on the opposite sense.

A turbulence speed of 1.26/s is derived from the peaks displacement. This speed is abwit o
order of magnitude slower than the real atmospheric turmgle The control loop framerate@0 Hz) is
also one order of magnitude slower than a real XAO systentd)erell matching the reduced turbulence
speed.

The power spectrum of the low order Zernike modes was cordpukee estimated frequency de-
pendency law shows a behavior slightlyfdient to the theoretical values, but in agreement with other
measurements obtained from real atmospheric turbulening lasv order AO instruments. The correla-
tion time of the modal cd&cients as a function of the mode order was obtained for a KetnlLoeve
basis of~ 600 modes.

The calibration and modal control of the AO system was irsploy the SPHERE methodology. A
Hadamard zonal calibration was optimized applying a pughrpethod. Hence a full calibration is done
in ~ 10 minutes. We have demonstrated experimentally that tiee nmprovement of the Hadamard
method with respect to a classic zonal calibration folloestheoretical dependence (proportional to the
actuator number) for a high order system.

A Karhunen-Loeve modal basis is projected onto the intemaahatrix to recover a modal control.
The K-L basis is built from the influence functions measuretsepplying a double diagonalization
method that ensures modes orthogonal and statisticalgpirtient. A high number of noisy modes had
to be rejected since they exhibit a fila pattern. These modes were expected to be at the end of the
modal base with a high order number and low eigenvalues. 8gdmtrary, they appear at the middle
of the base. Thisféect was not yet understood and require further studies.ll¥simamaximum of 589
modes of the 812 possibles have been controlled. This mbeahs £8% of the modes could not be
controlled. This limitation should be understood bettepezially, in the context of future AO systems
with many degrees of freedom.

The loop control follows a simple integrator algorithm wah anti-windup circuit. Through the
whole process, the DM is linearly controlled even if the tispment is quadratically proportional to
the voltage. A simple quadratic law is applied for this pwgo This method allows to simplify the
control and calibration. Matlab programming language hasvs to be suitable to control the full system
working simultaneously witlsparta-lightcomponents (standard ESO platform for low demanding AO
systems).

The AO performance of the system was studied as a functiomeadtar guide magnitude. Five flux
cases corresponding to magnitudes between 2 and 11 werenc{meperly scaled to realistic frame-
rates). The performance of the system was estimated frorowméand IR PSF images (H-band) and the
residual wavefront measurements. The PSF exhibits a SR98£6 in high flux conditions ang 78%
in low flux conditions in good agreement with the expectedqrarance of SPHERE.

For the lowest flux case, only 9 photons per subaperture amdefrare detected, being a photon
counting system. The performance at this low flux regime taiokd thanks to the electron multiplied
CCD capabilities with subelectronic RON Q.7 €7). If the multiplicative gain is set to zero the AO
system is not even able to close the loop. This result confexperimentally the capabilities of this
technology for AO.

Azimuthal profiles were computed from the PSF images. Foflall cases a diraction-limited
image is obtained showing up to 8 Airy rings. The contrastllebtained at high flux is: 6 -10~* for an
angular separation of 0.2 arcsec.

The residual wavefront measured by the SHS is used to stedgthporal and spatial behavior. The
rejection transfer function shows a bandwidth correctibr .5 Hz. This value is in agreement with
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the loop and turbulence speed, one order of magnitude Idwerit would be for a real AO system. The
modal variance distribution measured for the open and dlts®p cases shows the correction achieved
for all the modes of the modal basis. The correctiorfiigient for all modes of our chosen basis meaning
that the residual variance is reduced in closed loop.

The high quality PSF obtained in the HOT bench is used to sthdycoronagraph performance
with XAO conditions. Several coronagraphs were analyzedL (@, FQPM, BL). TheApodized Pupil
Lyot Coronagraphmanufactured with a new techniquea(ftone-dot procegsachieves a peak rejection
factor of ~ 280 and a contrast of B0 at 3.1/D. A high pass filtered coronagraphic image is obtained
by subtracting a median filtered image. In this way, the simgtruictures in the coronagraphic PSF such
as the AO residual seeing halo are removed. The detecyadilit) then reaches 10 between 8 and 13
A/D.

Coronagraphic images also show the spatial ¢tifrequency of the AO system as a bump in the
contrast profiles. The cutfidfrequency is slightly dferent depending in the number of modes corrected.
For the high order reconstructor (589 modes) the ¢ligppears at 14.3/D, while for the low order
case (412 modes) it appears at 12/B. This difference confirms that the bump is really due to the AO
cut-of.

The contrast limitation of 1 (after coronagraph) is due to residual speckle noise in éhe Pre-
liminary experiments were carried out to reduce the spdokdmsity by using thepeckle nullingpostfo-
cal technique. Thelectrical Field Conjugation (EFC3oncept was applied to estimate the complex field
amplitude in a selected area of the image plane. This infeomés processed to determine a correction
to the DM that suppresses the speckles. Initial results sh@duction of around one order of magnitude
for the most intense speckles. Several issues, as addiesgedlast chapter, should be considered in
the implementation of the method to achieve a real improvermethe detectability. Specifically, the
speckle temporal stability should be studied more canefull
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Resumen y conclusiones

La observacion directa de planetas extrasolares requiatesarrollo de Optica Adaptativa Extrema
(XAO) para conseguir imagenes de alta resolucion de lallespogenitora. Ademas, corondgrafos
de Ultima generaciéon son imprescindibles para supriminade la estrella central, haciendo visible la
presencia del planeta.

La proxima generacion de instrumentos dedicados a la bdagde planetas extrasolares como
SPHERE (VLT) 0 EPICS (E-ELT) combinaran sistemas XAQO y cogmafos incluyendo instrumentacion
especifica para poder discriminar el planeta respecto dptrklesesiduales. Las simulaciones predi-
cen un alto rendimiento para los sistemas XAO pero todagieeti que ser probados en el laboratorio.

El banco de pruebas HOT ("High Order Test Bench”) reprodutsistema XAO completo que per-
mite el estudio y caracterizacion en condiciones normatesbdervacion. Sus objetivos son confirmar
el rendimiento previsto, verificando posibles limitacisrge los sistemas XAO y estudiar nuevas tec-
nologias. La alta calidad de imagen generada por el sisterdptita adaptativa es utilizada para estudiar
el contraste de una nueva generacion de coronografos y @saardllar nuevas técnicas de supresion de
speckles

El trabajo desarrollado a lo largo de esta tesis puede reseien tres puntos principales: (a) caracter-
izacion de los diversos subsistemas, (b) implementaciamdastema completo y totalmente operativo
de Optica adaptativa (c) evaluacién del rendimiento de tec@mdaptativa y del contraste final en la
imagen cientifica.

Todos los subsistemas han sido caracterizados e integrad@xito en el banco 6ptico dando lugar
a un sistema completo de AO. Un nuevo espejo deformable garastronomico ha sido caracterizado
en cuanto a planicidad, comportamiento del actuador, idosie reposo y funciones de influencia. El
espejo deformable de tipo MEMS 8®ston Micromachineexhibe una region interna plana, al contrario
que en los bordes donde la pendiente es muy pronunciadao Rottd, en general seria recomendable
utilizar solo la region interna para corregir el frente delasm En nuestro caso el maximo numero de
actuadores, 32, tiene que ser utilizado para poder trabajat régimen de alta resoluciéon. El espejo
deformable bimorfo de HOT es utilizado para resolver par@ate este problema.

El nimero de actuadores defectuosos es infedds%) al minimo requerido al fabricante. El de-
splazamientodtroke producido por el actuador al aplicarle un voltaje sigue l@yacuadratica como
era de esperar. El maximo desplazamiento se obtiene pamtajevunferior al maximo tolerado por el
espejo deformable y representa una diferencia respecwespeecificaciones del fabricante. Imagenes
de las funciones de influencias para todos los actuadoresnfabtenidas mediante interferometria de
alta resolucién. Estas imagenes muestran que todas lasrieede influencia tienen una forma similar.
Posteriormente, estas funciones de influencia han sidpaatéls para construir nuestra base modal.

La durabilidad y vida media de estos dispositivos represesti mayor inconveniente. Procesos de
oxidacion pueden provocar la inaccion de los actuadoregjadaigar a un pico local en el frente de
ondas reflejado. Suponemos que debido a un fallo en el a@téonile la ventana protectiva, vapor de
agua entro en contacto con el espejo deformable, dandoaugarxidacion. El Gltimo BMM adquirido
hace ya mas de dos afios no ha mostrado todavia ningln sintooxaecion, probablemente debido a
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una mejora en el aislamiento del espejo.

El sensor Shack-Hartmann (SHS) utilizando como detectara@imara EMCCDeglectron multi-
plicative CCD ha demostrado ser Optima para medir el frente de ondas @mltanresolucion. El
sensor ha sido caracterizado en cuanto a linearidad pamatgar un correcto funcionamiento. Las
curvas de linearidad son necesarias para encontrar eladasiento correcto del actuador durante la
calibracion. También, el tamafio aparente del pipbid] scal¢ ha sido medido experimentalmente uti-
lizando un nuevo método basado en el estudio de la variac@iupida en la intensidad de los pixeles
pertenecientes a la subapertura al aplicar una inclingtiibhconocida al frente de ondas. Las medidas
obtenidas de esta forma han sido de gran utilidad para estemgjor la diferencia entre la pendiente de
la curva de linearidad (ganancia) y el tamafo aparente gel fiste método sera aplicado también para
el proyecto de Optica adaptativa del VLT, conocido como A@&aptive Optics Facility

Hemos utilizado el SHS para caracterizar el comportamitrgoral de la turbulencia generada
por las dos pantallas de turbulencinése scregren rotacion. Las medidas obtenidas demuestran que
la turbulencia simulada sigue la hipétesis de la turbukerigida frozen turbulence hypothekidJno o
dos picos son claramente visibles en la correlacion espewiporal dependiendo de si las pantallas de
turbulencia giran en la misma o en direcciones opuestas.

La velocidad de la turbulencia obtenida a partir del movirtiede los picos, es de 1.26/sn Este
valor equivale a un orden de magnitud inferior a la velocidada turbulencia atmosférica real. La
velocidad de control de nuestro sistersa80 Hz) es también un orden de magnitud inferior a la de un
instrumento XAO, por lo tanto, ajustandose perfectametderelocidad reducida de nuestra turbulencia
simulada.

Hemos calculado el espectro de potencias de los modos Eerdik mas bajo orden. El compor-
tamiento del espectro, en funcién de la frecuencia, esdigente diferente al comportamiento teérico
esperado, pero similar al obtenido con otros sistemas de pedtia de medidas reales en el cielo. Tam-
bién, hemos calculado el tiempo de correlacién, en funcemien del modo, para una basexdé00
modos Karhunen-Loeve (K-L).

El control modal y la calibracion estan basados en la mebgdlaplicada en SPHERE. Una cali-
bracion zonal de tipo Hadamard ha sido optimizada mediamteétodo de push-pull. De esta manera
el tiempo total para la fase de calibracion es de aproximadssrunos 10 minutos. Hemos demostrado
experimentalmente que la disminucion del ruido de la makeiznteraccion aplicando una calibracion
Hadamard con respecto a una calibracion zonal clasica se@ua expresion tedrica (proporcional al
namero de actuadores) también para un sistema de alto orden.

El comportamiento modal del control del sistema se recuglgreoyectar sobre la matriz de interac-
cion una base modal de Karhunen-Loeve. La base se constpaméirade las medidas de las funciones
de influencia aplicando un método de doble diagonalizadi@nggrantiza modos ortogonales y estadisti-
camente independientes. Un gran nimero de modos han tarédegeliminados debido a que exhibian
un patron de tipavaffie (es decir, en forma de tablero de ajedrez). Estos modosidakiener un orden
superior y bajo valor propio, apareciendo por tanto al fiedldbase. Por el contrario, aparecen a mitad
de la base. El origen de este comportamiento es todaviard&sdo y por tanto tendra que ser estudiado
en mas detalle. Al final, de un total de 812 modos se han coitkegantrolar 589. Esto significa que
aproximadamente el 28% de los modos no pueden ser contsol&dta limitacion debe ser entendida
mejor, especialmente en el contexto de futuros sistemaptim@daptativa con gran nimero de grados
de libertad.

El bucle de control se basa en un simple integrador modificadoun circuito de anti-windup. A
través de todo el proceso, el espejo es controlado linedédnieciuso si el desplazamiento es cuadrati-
camente proporcional al voltaje aplicado. Para ello, heapiisado una simple ley cuadratica. Esta
aproximacion permite simplificar el control y el proceso @dibzacion. Hemos podido gestionar de
forma éptima el control de todo el sistema utilizando el l&ajg de programacién de alto nividlat-
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lab simultaneamente con componentesSgarta-light(plataforma estandar de la ESO para sistemas de
Optica adaptativa de bajo requerimiento).

El rendimiento del sistema ha sido estudiado en funcion dealgnitud de la estrella guia. Para este
estudio se han escogido 5 condiciones de flujo, corresputedia estrellas con magnitud entre 2y 11
(reescaladas correctamente a una velocidad de bucle Eéabndimiento del sistema ha sido medido a
partir de imagenes infrarrojas (banda - H) de banda est@eha PSF. El Strehl Ratio medido a partir
de la PSF es de93% en condiciones de alto flujo y &8% en bajo flujo. Estos resultados concuerdan
con el rendimiento estimado para SPHERE.

Para condiciones de muy bajo flujo, solo 9 fotones por suhapey fotograma son detectados, com-
portdndose asi como un sistema de deteccion individualtdeds. El rendimiento en estas condiciones
de flujo es el resultado de la capacidad electro-multipliaade la cAmara CCD (ruido subelectrénico
~ 0.7 €). Si la ganancia electromultiplicativa se desactiva, eitd de la Optica adaptativa no es
ni siquiera capaz de cerrar el bucle. Este resultado confxparimentalmente la capacidad de esta
tecnologia para la 6ptica adaptativa.

Perfiles azimutales han sido medidos a partir de las imaginé&s PSF. Para todos los casos estu-
diados se ha obtenido una imagen difractiva en la que sewaloskasta 8 discos de Airy. El contraste
obtenido en condiciones de alto flujo es~6 -10~* a una distancia angular de 0.2 segundos de arco.

El frente de ondas residual medido por el SHS es utilizada gstudiar el comportamiento espacial
y temporal. La funcién de transferencia muestra una bandaecion dex~ 3.5 Hz. Este resultado
concuerda con la velocidad del bucle y de la turbulencia gusmeorden de magnitud menor de lo que
seria para un sistema real. La distribucion de la varianziahmeedida en bucle abierto y cerrado muestra
el rendimiento obtenido para cada uno de los modos de la badal.nSe obtiene una correccién eficaz
para todos los modos de la base que hemos escogido, lo que de@r que la varianza disminuye en
bucle cerrado.

La gran calidad de imagen obtenida por HOT es utilizada iraar la eficiencia de la coronografia
en condiciones XAO. Varios coronografos han sido analigdd®LC, FQPM, BL). El corondgrafo de
tipo Lyot con pupila apodizada fabricado con una nueva téctialftone-dot procegsconsigue una
atenuacion central de 280 y un contraste de BJ™ a una distancia angular deigD. Aplicando un
filtro medio a la imagen coronografica obtenemos una imagés gure se muestran solo las estructuras
de alta frecuencia espacial. De esta manera el halo reqidede ser eliminado. La detectabilidad»-()L
asi obtenida es de 1®entre 8 y 131/D.

Las imagenes coronograficas también muestran la frecudaciarte espacial del sistema de AO
como un bache en el perfil de contraste. La frecuencia de estddigeramente desplazada dependiendo
del nimero de modos corregidos. Para el reconstructor dem@éen (589 modos) la frecuenta de corte
aparece a una distancia angular de 1% mientras que para el reconstructor de bajo orden (412 mo-
dos) aparece a 12.8D. Esta diferencia confirma que el bache tiene realmenteigeroen la frecuencia
de corte espacial del sistema de Optica adaptativa.

La limitacion de 10° en el contraste (después del corondgrafo) es debida a Enpiasle lospeck-
lesresiduales en el halo. Experimentos preliminares se headéea cabo para reducir la intensidad de
estosspeckleanediante técnicas posfocales sfeeckle nulling Se ha aplicado el concepto de la con-
jugacion del campo electrico (EFC, del inglékectrical Field Conjugatioh para estimar la amplitud
compleja en una region concreta del plano imagen. Estaniafcion es utilizada para determinar la
correccioén a aplicar al espejo deformable que suprimspeskles Resultados preliminares muestran
una reduccion de intensidad de aproximadamente un ordeiagieitond para los speckles mas brillantes.
Varias cuestiones, como ya hemos mencionado en el Ultinitut@mpdeben tenerse en cuenta en la im-
plementacion de este método para poder conseguir una megren la detectabilidad. Especialmente,
la estabilidad temporal de los speckles tiene que ser esladnas detenidamente.
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A

Coronagraphy principle

Coronagraphy was introduced by B. Lyot in the 1930’s for safgplication. Since that time, the concept
has evolved to stellar application. A coronagraph is arrinsént that strives to control thefffacted
light from a bright astrophysical object to image fairif-axis companion in its close environment. A
stellar coronagraph is therefore a starlight suppresstoitcd designed to reduce the on-axis starlight as
much as possible by preserving th&axis companion signal (Figure A.1).

In its classical scheme, a coronagraph is a combination @ivefrequencies filter (the coronagraph
mask, main component placed in the first focal plane) withghiiequencies filer (so-called Lyot stop
placed in the second pupil plane). The light distributiorthie relayed pupil (second pupil plane) is
different than in the input pupil. The light is diverted outside pupil.

The action of the Lyot stop is precisely to select the gedmptrpil (or smaller) in which the on-axis

Diffracted light

Companion

. A
O

On axis star

=

I
/ Image plane

Lyot stop

A I A
4

Occulting mask or
Dephasing mask

Figure A.1: Scheme of the coronagraphic process.
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Appendix A. Coronagraphy principle

starlight is rejected. Downstream, an image of the field @afobmed with the starlight attenuated. In
contrary, an f-axis object (companion) missing th&ext of the coronagraph (low-frequencies filter)
has its pupil unaltered and is re-imaged in the final detqatore.

The coronagraph mask could work as an amplitude mask (Lyohegraph, APLC) or as a phase
mask (Four quadrant phase mask coronagraph (FQPM)).

A variation of the classical Lyot coronagraph is the APL'@fodized pupil Lyot coronagraph,
where the entrance is modify by an amplitude mask with a gtvansmission profile (for a circular
pupil the entrance apodized pupil has a radially varyinggnaission profile). Theffect of the apodized
pupil is to produce a PSF with a larger core compared to tresiclal Airy pattern but with attenuated
diffraction rings, hence increasing the contrast between legibns.
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B

Karhunen-Loeve basis construction

The K-L basis considered for the modal control is derivedrfrine DM influence functions and the
turbulence spatial properties. We consider the projeaifdhe turbulent wavefront space onto the space
defined by the DM influence functions, noteg;.

We want to find the K-L basis noted of the subspack,, with respect to the tip-tilt free turbulence
wavefronts. We not€p; the covariance matrix of the tip-tilt free turbulence wawets:

Cy = (8()a(r')) (B.1)

Then the problem is to defin@ so that:
Q'C,Q=A (B.2)
QQ=1I (B.3)

whereA is a diagonal matrix antis the identity matrix. The equation B.2 gives the statétaovariance
matrix of the K-L baseQ:

(aay) = [ (600N QOQ )T (.4)

Thus, being a diagonal matrix the uncorrelation betweenasdglensured. In other hand, B.3 imply the
orthogonality of the basis.

We denotd- the influence function matrix which describes the pixels widhe wavefront produced
by each actuatoi- is an isomorphism between the space of control voltéggeandE, s . We defineB,
the matrix of vectors oE., so that:

Q=FB (B.5)

Thus,Bis the K-L basis expressed in the control voltage space. \Wetdd the geometrical covariance
matrix of the influence functions as:
A=F'F (B.6)

Or, expressed in integral form:
mj:“ﬁO=L£FKOHUM% (B.7)
andG the statistical covariance matrix of the influence funcgion
G = F'C4F (B.8)

Of course, the matriA is not the identity and the matrix G is not diagonal. The stam#ous double
diagonalization is obtained with the following procedure:
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Appendix B. Karhunen-Loeve basis construction

DiagonalizeA so thatM'AM’ = D?, whereM' is the eigenmodes matrix afandD? is the square
root of the diagonal matrix of the eigenvalues.

Normalize the eigenvectorsl” of A with respect to the square root of their eigenvalubb:=
M'DL.

ExpressG in the normalized eigenmodes babisof the deformable mirrorG” = M!'GM.

DiagonalizeG’ such asA'G A = A where A is the eigenmodes matrix @f andA is the eigenval-
ues matrix ofG', i.e. of both the DM and the turbulence, aAds given in the eigen space of the
DM.

ExpressA in the control voltage spac® = MA. The size of B iSNactuatorsX Mmodes

Compute the K-L modal basi® = FB. The j column ofQ gives the wavefront representation
of the j mode.

Orthogonality and uncorrelation properties of the b&st®uld be verified developing equations B.2
and B.3 in terms oA andM.
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C

Electric field conjugation algorithm

C.1 EFC correction

Considering an optical imaging system with a deformableanion the pupil plane, the corrected electric
field in the image plane over some regiQris modeled as:

Ecor = C{A" 5 ?) (C.1)

where:

e Als the real aperture illumination function.

e o andg are the amplitude and phase aberrations in the pupil planenithe DM plane.

e ¢ is the shape of the DM.

e C is the linear operator that takes the electric field from@ié plane to the electric field in the

image plane over the regidd (on practice C is a Fourier transform operation).

Using the first-order Taylor expansion of the Dlext and assuming small aberrations, we may write:

Ecor ~ C{A€ ) +iC{e?} = Eqp + IC{AS) (C.2)

whereEgy, is the electric field in the image plane due to the static altiens.

The termC{A¢} represents thefiect of the DM shape on the electric field at the image plane-Con
sidering this &ect as the superposition of the influence functions of the Ddbuld be expressed as a
linear operation:

C{Ag} = Ga (C.3)

where a is the DM’s actuator vector and G is a linear operaimrésponding to an interaction matrix
between DM and the complex amplitude in the regi®n Substituting this expression on equation C.2
and nulling the electric field ove®, we could write:

Using the matrix formalism, the DM actuators vectors ngjlthe complex amplitude is given by:
RIG} " [RAEab)
Cda=]| ... (C.5)
I{G}) |I{iEap}

where the first component is the inverted matrix G and thergecomponent is the electric field in the
regionQ expressed as a vector. For both components, the real anéhanagarts were separated to
limit the solution to be real valued. Matrix G, being ovetatenined, it then requires an SVD inversion.
Thus, the final solution minimize the total energy given|Byp + iC{¢}|°.
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Appendix C. Electric field conjugation algorithm

C.2 EFC estimation

To compute the DM actuator vector it is first necessary toregE,,. The suited algorithm is based on
pairs of images taken at the image plane usitfiigtint DM configurations introducing a known complex
amplitude, fixed a priori, over the regi@hof the focal plane.

Considering a DM configuratiokproducing a phas@y, the electric field and the intensity produced
in the final science camera plane are given by:

Ex = Eap + IC{Ay} (C.6)
Ik ~ [|Eab + iIC{AuI? (C.7)

Taking images in pairs with®, and—®dy the intensity of the images are related as:
e — 1 = 4R(ELi{ AU} (C.8)

Taking several k pairs of images and considering each pébitmeoregionQ , this relationship could be
write on a matrix as:

: =4 :
e =1 RUIC{Ap}  T{IC{AY}}
The complex amplitude of the image plane is recovered imgethis relationship:

I =17 R{IC{AY1} T{IC{AY1}}
lI{Eab}

R{Eab}fl (C.9)

RIC(ApLY)  THC(AUL (15 - 11

[7;{ Eab}il - % : : (C.10)
[ 1Ean] | RiCAp) TiCtAm))  1F —1g

image plane CA of - —
the aberrated wavefront image plane CA Intensity images

produced by a known in the science camera
phase in the DM
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D

Acronyms

ADONIS ADaptive Optics Near Infrared System

AO Adaptive Optics
AGN Active Galactic Nuclei
APD Avalanche Photodiode

APLC Apodized Lyot Coronagraph

AR Anti-reflecting

AS Alternative Source

A4Q Achromatic four-quadrant phase mask Coronagraph
BLC Band-Limited coronagraph

BMM Boston Micro-deformable Mirror

BW Bandwidth

CA Complex Amplitude

CCD Electron Multiplying Charge Coupled Device
CH Channel

CL Close Loop

CLC Classical Lyot Coronagraph

COME-ON CGE-Observatoire de Meudon-Onera

CODE Corrective Optics Driver Electronics

CWS Curvature Wavefront Sensor
DBI Dual Band Imaging
DK Dark Hole

157



Appendix D. Acronyms

DM
DSP
E-ELT
EFC
EMCCD
EPICS
ESO
FFT
Fis
FLC
FoV
FPDP
FPGA
FQPM
FWHM
GALACSI
GLAO
GPI
GRAAL
GUI
HAWK-I
HCI
HKL
HOT
HPF
HR
HSDL
HST

HVA
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Deformable Mirror

Digital Signal Processor

European Extremely Large Telescope

Electric Field Conjugation

Electron Multiplying Charge Coupled Device
ExoPlanet imaging Camera and Spectrograph
European Southern Observatory

Fast Fourier Transform

Field Stop

Liquid Crystal polarization modulator

Field of View

Front Panel Data Port

Field Programmable Gate Array
Four-quadrant phase mask

Full Width at Half Maximum

Ground Atmospheric Layer Adaptive Corrector for Spectopsc Imaging
Ground Layer Adaptive Optics

Gemini planet finder

GRound layer Adaptive optics Assisted by Lasers
Graphical User Interface

Cryogenic widefield imager

High Contrast Imaging

House-keeping Link

High Order Test-bench

High-Pass Filter

HertzsprungRussell diagram

High Speed Data Link

Hubble Space Telescope

High Voltage Amplifier



HWHM

HWP

IRDIS

ISAAC

ITC

IWA

K-L

LA

LBT

LGS

MACAO

MAD

MCAQO

MDM

MEMS

MOAO

MOEMS

MUSE

NACO

ND

NGS

NIR

n.u.

oD

oL

Half Width at Half Maximum

Half-wave plate

Influence Function

Integral Field Spectrograph

Interaction Matrix

Infrared

Infrared Dualbeam Imager and Spectrograph
Infrared Spectrometer And Array Camera
Infrared Test Camera

Inner Working Angle

Karhuhen-Loeve

Lenslet Array

Large Binocular Telescope

Laser Guide Star

Multi-Application Curvature Adaptive Optics
Multi-Conjugate Adaptive Optics Demonstrator
Multi-Conjugate Adaptive Optics

Micro Deformable Mirror

Micro Electro-Mechanical Systems
Multi-Object Adaptive Optics

Micro Opto-Electro-Mechanical Systems
Multi Unit Spectroscopic Explorer

Naos - Conica

Neutral Density

Natural Guide Star

Near Infrared

Normalized Units

Optical density

Open loop
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Appendix D. Acronyms

OPD
OSIRIS
PPP
PS
PSF
PSD
PTV
PWS
PZT
RMS
RSD
RTC
RTD
RTF
RV

RV
SAXO
SCAO
scc
SF
SFSHS
SHS
SNR
SOFI
SPARTA
SPHERE
SPN
SR

SS
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Optical Path Dfference
OH-Suppressing Infrared Integral Field Spectrograph
Piston Phase Plate

Phase Screen

Point Spread Function

Power Spectral Density
Peak-to-Valey

Pyramid Wavefront Sensor
Piezoelectric - Pb(Zr, Ti)O3

Root Mean Square

Real Slope Display

Real Time Computing

Real Time Display

Rejection Transfer Function
Radial-Velocity

Residual Variance

Sphere Extreme Adaptive Optics
Single Conjugate adaptive optics
Self-Coherent Camera

Spatial Filter

Spatial Filter Shack-Hartmann Sensor
Shack-Hartmann Sensor

Signal to Noise Ratio

Son OF ISAAC, infrared spectrograph and imaging camera @iNtiT
Standard Platform for Adaptive optics Real Time Applicatio

Spectro-polarimetric High-contrast Exoplanet REsearch

Speckle Nulling
Strehl Ratio

Standard Source



SvD

TCP

TT

TT™

VLT

VLTI

WF

WFE

WEFS

WPU

XAO

Single Value Decomposition
Transmission Control Protocol

Tip Tilt

Tip-Tilt Mount

Very Large Telescope

Very Large Telescope Interferometer
Wavefront

Wavefront Error

Wavefront Sensor

Weight Processing Unit

eXtreme Adaptive Optics

ZIMPOL Zurich Imaging Polarimeter
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