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Density Functional Theory (DFT) is a successful and well-established theory for the study of the
structure of simple and complex fluids at equilibrium. The theory has been generalized to dynamical
situations when the underlying dynamics is diffusive as in, for example, colloidal systems. However,
there is no such a clear foundation for Dynamic DFT (DDFT) for the case of simple fluids in contact
with solid walls. In this work, we derive DDFT for simple fluids by including not only the mass
density field but also the momentum density field of the fluid. The standard projection operator
method based on the Kawasaki-Gunton operator is used for deriving the equations for the average
value of these fields. The solid is described as featureless under the assumption that all the internal
degrees of freedom of the solid relax much faster than those of the fluid (solid elasticity is irrelevant).
The fluid moves according to a set of non-local hydrodynamic equations that include explicitly the
forces due to the solid. These forces are of two types, reversible forces emerging from the free
energy density functional, and accounting for impenetrability of the solid, and irreversible forces that
involve the velocity of both the fluid and the solid. These forces are localized in the vicinity of the
solid surface. The resulting hydrodynamic equations should allow one to study dynamical regimes
of simple fluids in contact with solid objects in isothermal situations. Published by AIP Publishing.
https://doi.org/10.1063/1.5010401

I. INTRODUCTION

There is great interest in the behaviour of fluids in the
nanoscale1 and microscale.2,3 At nanoscales, the structure of
the fluid starts playing an important role. The standard descrip-
tion of structured fluids is based on the (classic) Density
Functional Theory (DFT),4 with the density functional cap-
turing all the relevant information about the equilibrium state
of the fluid. In recent years, there has been great interest in
obtaining dynamic versions of the Density Functional Theory
(DDFT) that would allow one to discuss not only equilibrium
structured fluids and its correlations but also their dynamic
behaviour.5,6 Since the pioneering work by Marconi and Tara-
zona,7 which was based on a Smoluchowski description for
colloidal particles, several approaches have been considered
for the formulation of dynamic versions of DFT, ranging
from kinetic theory8 to projection operators9 and variational
approaches.10 Most existing studies deal with colloidal sus-
pensions.6,11 However, there still exists a gap in the treatment
of the dynamics of simple fluids near solids at scales where
the structure of the fluid is relevant. Note that the interaction
of the solid with the fluid is responsible for the structuring of
the density field near a wall (which is a purely reversible and
equilibrium effect) but also for irreversible processes that can
be understood, at macroscales, as boundary conditions for the
fluid.12,13

In Ref. 9, we have formulated DDFT based on projection
operator techniques, where the density field is the only rel-
evant variable. This is appropriate for colloidal systems that
are suspended in a solvent acting as a thermal bath. In that
case, the density field should be rather understood as the con-
centration field which, being conserved, is expected to be a
slow variable. By selecting the density field as the only rel-
evant variable, we are implicitly assuming that the density
evolves in time scales which are much larger than the time
scales corresponding to other variables in the system. In con-
trast to colloidal systems, simple fluids have the momentum
density and energy density as conserved variables, and these
variables may evolve in comparable time scales as the density.
We have recently extended DDFT to non-isothermal situations
by including the energy density field.14 Recent attempts in that
direction have also been taken by Schmidt15 and Wittkowski
et al.16 The resulting theory is valid for quiescent fluids or
solids in which convective motion is not present. In the present
work, we consider the mass and momentum density fields of
a fluid, allowing us to address moving fluids, but we do not
consider energy transfer. That is, we assume that momentum
transfer is not affected by energy fluxes. This is the case in
isothermal processes or even under slight temperature differ-
ences whenever the adiabatic coefficient is close to one, as
corresponds to a practically incompressible liquid like water
at room temperature. The natural thermodynamic potential is
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the free energy functional instead of an entropy functional
as introduced in Ref. 14. In future work, we will address the
energy transport at nanoscales.

In addition, we consider that the fluid is moving in the
presence of a large spherical solid particle in order to address
fluid-solid interactions. In usual DFT approaches, a solid wall
is usually represented with an external hard potential. In the
present description, a solid wall is treated with a coarse-grained
(CG) procedure in which the atoms of the wall are eliminated
from the description, under the assumption that any elastic (or
any other) degree of freedom of the solid is much faster than
the time scales of the surrounding fluid. The density functional
that emerges now depends not only on the density field of the
fluid but also on the overall CG variables that we use to describe
the solid which, in the present work, are just its position and
momentum. For simplicity, we focus on a particularly simple
particle shape, a solid spherical particle. By considering the
interaction of a fluid with a solid sphere, we may address the
issue of total momentum conservation that may become rather
obscure if one considers “planar walls with infinite mass.”
Of course, many of the results that we obtain will be easily
transferred to planar walls, as limits in which the mass and
the radius of the solid sphere are both very large. In addition,
we take a spherical particle because only then the position
and momentum of the center of mass of the solid particle is
required in order to have a coarse-grained description of the
solid. For non-spherical particles, it is necessary, in general, to
include also the orientation and angular velocity of the particle,
as this is expected to play an important role in the dynamics.
Still, even in the spherical particle case, it may be important
to introduce angular velocity in order to have accurate results.
However, for the sake of simplicity and presentation of the
basic results, we restrict ourselves in this paper to the simplest
case without angular variables for the solid particle. Also, and
for the sake of simplicity, we do not consider the intrinsic spin
of the fluid that may become an important relevant variable at
nanoscales.17,18

The main result of the present work is a set of dynamic
equations that govern the non-equilibrium averages of hydro-
dynamic variables and the time-dependent position and
momentum of the sphere. The dynamic equations are of the
form of non-local hydrodynamic equations for the mass and
momentum density fields coupled with Newton’s laws for the
center of mass of the solid particle. The coarse-grained forces
between the fluid and the solid have reversible and dissipa-
tive contributions, both localized in a boundary region near
the solid surface. The hydrodynamic equations obtained can
describe the structuring of the fluid near the solid particle and
non-local flow effects that may be important at nanoscales.

The present theory is both (i) a generalization of density
functional theory to dynamic situations in simple fluids (fluids
that obey a Hamiltonian dynamics) and (ii) a full description, at
the coarse-grained hydrodynamic level, of the solid-wall inter-
actions. The theory describes hydrodynamics at scales where
the molecular structure of the fluid is apparent. At these scales,
the concept of boundary condition is not applicable. Instead,
the interaction of the fluid with the solid wall is described with
reversible and irreversible forces confined at the vicinity of the
wall.

Because of the two aspects of the present theory that have
been already mentioned, i.e., (i) non-local hydrodynamics and
(ii) interactions with solid walls, we discuss previous work in
these two areas in what follows.

A. Non-local hydrodynamics

Our work relies on the pioneering work by Piccirelli19

who, following Robertson,20 derived hydrodynamic equations
explicitly from the microscopic dynamics of the fluid system
(see also the textbook by Grabert21). The resulting exact hydro-
dynamic equations contained non-local transport coefficients
defined in terms of Green-Kubo formulae. In similar terms,
Grossmann22 presented a derivation of non-local hydrodynam-
ics of simple fluids by using essentially the same ideas behind
the projection operator technique. While the theory provided
non-local transport coefficients, no connection was made in
these early studies with density functional theory, which was
not yet developed in those days. Such non-local versions for
hydrodynamics are necessary when the flow fields vary rapidly
in space, in the range of molecular correlations. The probing
of nanoscales in molecular dynamics (MD) simulations has
demonstrated this point very convincingly.23–26

B. Fluid-solid interactions

Usually, at the hydrodynamic level of description, the
interaction of a fluid with a solid is described through boundary
conditions. Seminal work on the understanding of bound-
ary conditions as irreversible interfacial processes was given
by Bedeaux, Albano, and Mazur, who introduced interfacial
transport coefficients entering into the boundary conditions.12

While a fluctuation-dissipation theorem was formulated for
the slip coefficient,27 which could suggest a microscopic eval-
uation of the interfacial boundary coefficients in terms of
molecular dynamics, it was not until the contribution by Boc-
quet and Barrat that microscopic expressions for the interfacial
mechanical13 and thermal28 slip transport coefficients were
given. This work was a conceptual breakthrough in the exten-
sive field of flow slip at solid surfaces. However, a debate was
initiated by Petravic and Harrowell29 who pointed out that the
Green-Kubo expression proposed by Bocquet and Barrat pro-
vides not an intrinsic solid-fluid property but rather it depends
on the geometry of the setup. This is due to the fact that the
original expression reflects the total fluid friction for shear
flow, including the slip friction at both interfaces as well as
the viscous friction in the fluid.26,30 Hansen et al.26 propose
to look at a thin slab of fluid near the wall and propose a phe-
nomenological Langevin equation relating the velocity of the
center of mass of the fluid slab and the force that the wall
exerts on the slab. The friction coefficient may be computed
from equilibrium MD simulations by comparing the velocity-
force correlation to the velocity-velocity correlations of the
slab. Another recent approach has considered a generalized
Langevin equation for the velocity of a single atom of the
fluid near a wall.31 Recent work by Ramos-Alvarado et al.32

compares the above different approaches and concludes that
simulations are very sensitive to post-processing issues, leav-
ing the story somewhat inconclusive.

Our theoretical approach is not restricted to parallel flow
(i.e., fluid slabs) as is typically considered in simulation
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work.13,26,29,30,32 Most derivations of Green-Kubo expressions
for friction are based on linear response theory where the
Hamiltonian is slightly perturbed by an external forcing.13,31

We follow here a different approach in obtaining directly the
full hydrodynamic equations from the microscopic dynam-
ics. In this way, the transport coefficients that we obtain are
the ones that really enter the equations of hydrodynamics in
any general flow configuration, not limited to homogeneous
isotropic flat walls.

Note that all the mentioned work on MD simulations is
directed to compute the transport coefficients that appear in
slip boundary conditions. When one descends to the nanoscale,
however, the picture of the effect of the solid-fluid interactions
in terms of a boundary condition on an idealized surface is
questionable. For the scales in which nanostructure is visible,
e.g., layering near the wall, we aim at describing the fluid solid
interaction through coarse-grained forces that extend in a short
range from the solid. An early attempt to use a “friction field”
appeared in Ref. 33. Only when the fluid is macroscopic, we
would expect these forces to be treated as singular forces such
that its effect can be described as truly boundary conditions
on the fluid. In a future publication, we will describe how
the present theory gives rise to boundary conditions when the
flows are macroscopic.

A precursor of our work is Ref. 34 that considered a Brow-
nian hard sphere in a sea of small hard spheres and used both
Mori projection operator and kinetic theory to derive hydro-
dynamic equations coupled to the motion of the Brownian
particle (without boundary conditions). Our method is more
general in that continuum pair-wise potentials are allowed for,
and the non-linear Kawasaki-Gunton projection operator35 is
used for the coarse-graining procedure instead of the simpler
Mori projector,31 the latter being limited to near equilibrium
linear equations of motion.21 A theory of coarse-graining
based on the Kawasaki-Gunton projector gives a universal
structure based on the usual thermodynamic potentials. The
use of the Kawasaki-Gunton projector allows us to express
the reversible part of the dynamics in a way that generalizes
density functional theory to moving fluids.

Finally, Cadusch et al.36 show that the use of a non-local
translation invariant kernel is not exempt of problems in high
density fluids in strong nanoconfinement. They state “the fun-
damental theoretical challenge that remains is to include the
position dependence into the kernel so that it becomes a gen-
uinely inhomogeneous function of space and also to appropri-
ately model the boundary conditions at the fluid–wall interface,
including stick/slip boundary conditions.” The present work
addresses this challenge.

II. NON-EQUILIBRIUM STATISTICAL MECHANICS

We review in this section the well-established theory of
non-equilibrium statistical mechanics.21 As in equilibrium, the
theory is based on the notion of microstates and macrostates.
Consider a set of phase functions Â(z) where z is the micro-
scopic state of the system, i.e., the collection of positions and
momenta of every atom in the system. These sets of variables
are the selected coarse-grained (CG) variables and this selec-
tion determines the level of description at which the system

is being monitored. In general, Â(z) includes the total energy
of the system. The impossibility of knowing the initial condi-
tions for z in a macroscopic system enforces the introduction
of a probability density that describes in a statistical way the
system. The average of the CG function Â(z) with respect to
the probability density is denoted with

a = Tr[Âρ], (1)

where the classical trace operation Tr[· · · ] denotes an integra-
tion over z (and a sum over particle number in a grand canonical
setting). Along this paper, phase functions are denoted with a
hat, while their averages will be unhatted.

A. The entropy

As well as in equilibrium, in non-equilibrium situations
entropy plays a fundamental role. We define in this section the
entropy of a given level of description. In the space of prob-
ability densities, the (dimensionless) Gibbs-Jaynes entropy
functional is defined as

S[ρ] = −Tr

[
ρ ln

ρ

ρ0

]
, (2)

where ρ0 =
1

N!h3N , with h being the Planck’s constant, is
a dimensional factor that renders the argument of the loga-
rithm dimensionless and that takes into account the proper
Boltzmann counting. The trace symbol denotes a macrocanon-
ical sum over particles and an integral over the position and
momentum of N particles. The normalized probability den-
sity that maximizes the entropy functional, subject to produce
prescribed values of the averages (1), is denoted as the rele-
vant ensemble ρ and has the form of a generalized canonical
ensemble

ρ(z) =
1

Z[λ]
ρ0 exp{−λ ·Â(z)}, (3)

where λ is the set of variables conjugate to the relevant
variables Â(z). The generalized partition function is given by

Z[λ] = Tr[ρ0 exp{−λ ·Â}]. (4)

In general, λwill be a collection of fields and finite dimensional
vectors. We use the notation [· · · ], which is typically restricted
to denote a functional, also in the present mixed case. The
average a of the relevant variables with respect to the relevant
ensemble will be denoted by

a = 〈Â〉λ = Tr[ρÂ] (5)

and can be written as

a =
∂Φ

∂λ
[λ], (6)

where the (dimensionless) thermodynamic potential Φ[λ] is
given by

Φ[λ] = − ln Z[λ]. (7)

The average a is a function/functional of λ. For each λ, we
have an average a given by Eq. (6). If we take the derivative
of (6) with respect to λ, we arrive at

∂a
∂λ
= −〈δÂδÂ〉λ, (8)

where δA = Â(z) � a. The covariance 〈δÂδÂ〉λ is a positive
definite matrix and, therefore, the functional Φ[λ] is convex.
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This implies that the Jacobian of the change of variables from λ
to a can be inverted to provide λ[a]. Therefore, there is a one to
one connection between the pair of conjugate variables λ and
a. This argument is valid for any pair of conjugate variables
and it only depends on the definition of the conjugate variables
introduced in Eq. (3). It constitutes the basic content of the
DFT when the relevant variable is the microscopic density
operator.

Because the connection is one to one, we may change
variables from λ to a. However, the average a is given by
a derivative and such a change of variables implies a loss
of information. As we know from the usual treatment in
thermodynamics,37 the correct way to proceed is to intro-
duce the dimensionless entropy function S[a] of the given
level of description as the (minus) Legendre transform of the
thermodynamic potential in the form

S[a] = −Φ[λ[a]] + λ[a]a. (9)

The relation of this entropy function S[a] and the Gibbs-Jaynes
entropy functional S[ρ] in (2) is simple. The former is just
the later evaluated at its maximum, the relevant ensemble (3).
That is,

S[a] = S[ρ]. (10)

Because the entropy S[a] is the Legendre transform of the ther-
modynamic potentialΦ[λ], we have the relationship conjugate
to (6),

∂S
∂a
= λ. (11)

B. The dynamics

In general, it is possible to derive the evolution equation
for a given dynamic variable by using the technique of pro-
jection operators.21,35 The projection operator method can be
understood, at its most fundamental level as a way to approxi-
mate the actual time-dependent ensemble, which is the solution
of the Liouville equation, with a relevant ensemble of the form
(3), plus a correction, which is responsible for the irreversible
behaviour. We summarize in the rest of this section the time-
dependent projection operator technique as presented in the
classical textbook by Grabert.21

The aim is to derive equations of motion for the time-
dependent average ai(t) of the set of relevant variables Âi(z).
The time-dependent average is

ai(t) = Tr[ρtÂi], (12)

where ρt is the non-equilibrium solution of the Liouville equa-
tion. As it is shown in Ref. 21, for isolated systems with a time-
independent Hamiltonian, the averages (12) evolve according
to the following closed exact equation:

∂

∂t
ai(t) = vi(t) +

∫ t

0
dt ′

∑
j

Kij(t, t ′)λj(t
′). (13)

The reversible term is given by

vi(t) = Tr[ρt iLÂi], (14)

where the Liouville operator is

iL = −
∑

i

[
∂H
∂qi

∂

∂pi
−
∂H
∂pi

∂

∂qi

]
(15)

and H(z) is the Hamiltonian of the system. The relevant ensem-
ble ρt is of the form (3), with a time-dependent conjugate
variable λ(t). The conjugate variables λ are selected in such a
way that the averages a(t) of the real and of the relevant ensem-
ble coincide. Note that if only the reversible term vi(t) would
be present in Eq. (13), we would be approximating the actual
ensemble that it is a solution of the Liouville equation with a
relevant ensemble of the form (3) where the conjugate field λ(t)
is now a function of time. The error in this approximation is,
in fact, the memory term that describes irreversible behaviour.
The irreversible term in Eq. (13) involves the memory kernel

Kij(t, t ′) = Tr[ρt′
(
Qt′ iLÂj

)
Gt′t

(
Qt iLÂi

)
], (16)

where the Kawasaki-Gunton projection operator Qt′
21,35

applied to an arbitrary function F̂(z) is

Qt′F̂(z) = F̂(z) − Tr[ρt′F̂] −
∑

i

(Âi(z) − ai(t
′))

×
∂

∂ai(t ′)
Tr[ρt′F̂]. (17)

Finally, the time ordered projected propagator Gt′t is given by
formal series

Gt′t = 1 +
∞∑

n=1

∫ t

t′
dt1 · · ·

∫ tn−1

t′
dtniLQtn · · · iLQt1

= T− exp

{∫ t

t′
dt ′′iLQt′′

}
. (18)

Equation (13) is a closed exact equation for the time-dependent
averages a(t). The only assumption taken in deriving (13) is
that the initial ensemble to be used in the Liouville equation
is of the relevant form. That is, it is assumed that the only
knowledge at the initial time is the value of the average a(0)
and, therefore, the least biased initial ensemble is of the rele-
vant form (3). Therefore, the time-dependent average a(t) of
the relevant variables Â(z) is computed with the solution of the
Liouville equation ρt(z) with an initial condition which is of
the relevant form. The relevant ensemble is a functional of a(t)
through λ(t). The kernel becomes a functional of a(t) through
the relevant ensemble.

Although Eq. (13) is a closed equation, it is an integro-
differential equation which is difficult to treat in general. Nev-
ertheless, the exact transport Eq. (13) can be approximated
by a memory-less equation whenever a clear separation of
time scales exists between the evolution of the averages and
the decay of the memory kernel. Under this assumption and
the neglect of terms of order O(iLÂ3), assumed to be small
due to the slowness of the relevant variables, one obtains the
Markovian equation21

ȧi(t) = vi(t) +
∑

j

Dij(t)λj(t), (19)

where the dissipative matrix is given by the Green-Kubo
formula

Dij(t) =
∫ ∆t

0
dt ′

〈
Qt iLÂj exp{iLt ′}Qt iLÂi

〉λ(t)
. (20)

Here,∆t is a time large compared to the decay time of the corre-
lation integrand but short in front of the time scale of evolution
of the relevant variables. The dissipative matrix depends in
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general on the relevant variables through the relevant ensemble
and, as such, it is a function of time. The dissipative matrix is,
to the extent that the Markov property holds, positive definite
and satisfies Onsager’s reciprocity.21

It is straightforward to show that the dynamic equations
(19) have as a Lyapunov function the entropy (9) and, there-
fore, the dynamics complies with the second law of thermody-
namics. Equations (19) predict the decay of any initial value of
the average of the relevant variables towards its unique equilib-
rium values. Forced situations may be treated with the present
formalism21 but we do not consider them here for simplicity.

III. THE SYSTEM AND THE RELEVANT VARIABLES

In this section, we will use the theory of coarse-graining
as described in Sec. II for describing hydrodynamically a
fluid near a solid. Consider a liquid system of N monoatomic
molecules described with the position and momenta of their
center of mass. The molecules are allowed to move through
space unrestrictedly. To avoid the issues of an infinite number
of particles required in the thermodynamic limit and to make
closer contact with molecular dynamics simulations, we sim-
ply assume that the system has periodic boundary conditions.
Interacting with that sea of liquid molecules, there is a group
of N ′ bonded atoms forming what we would understand at a
macroscopic level as a solid object of spherical shape.

At the microscopic level, the system is described by the set
of all positions qi and momenta pi = mivi (i = 1, . . ., N) of the
liquid atoms plus the positions qi′ and momenta pi′ = mi′vi′ (i′

= 1, . . ., N ′) of the atoms of the solid sphere. For compactness,
we will denote the microstate in either of the following form
z or q, p, q′, p′. We will distinguish with a prime the labels of
the atoms of the solid sphere from the unprimed labels of the
liquid atoms. The microstate of the system evolves according
to Hamilton’s equations with a Hamiltonian given by

H(z) =
N∑
i

p2
i

2mi
+

N′∑
i′

p2
i′

2mi′
+ U(z), (21)

where the potential energy U(z) is given by

U(z) = V l(q) + V ls(q, q′) + V s(q′). (22)

We assume for simplicity a pair-wise potential energy, where
V l(q) = 1

2

∑NN
ij φll

ij is the potential of interaction between

liquid atoms, V ls(q, q′) =
∑NN′

ii′ φls
ii′ is the potential of inter-

action between liquid atoms and solid atoms, and V s(q′)
= 1

2

∑N′N′
i′j′ φss

i′j′ is the potential of interaction between the
atoms of the solid object. Self interaction of the atoms is
not considered, so φii = 0, etc. There are no external con-
servative potentials acting on the system, although they can
be easily introduced. We do not consider such external poten-
tials in order to transparently discuss the issues of momentum
conservation.

Note that at a microscopic level we do not have bound-
aries of any kind, we only have particles interacting with
particles in free (periodic) space. In lab situations, typi-
cally, fluids are contained in flasks and other type of solid
objects that prevent the fluid from leaking. We could model
a spherical flask containing a fluid in very much the same
way as we are going to treat the solid spherical particle

surrounded by the (possibly infinite in extension, or peri-
odic) fluid. A solid is regarded as a collection of bounded
atoms (that is, their relative distances do not increase without
bound) that are moving and vibrating. The spherical shape of
the particle should be understood, of course, in a statistical
sense.

A. The relevant variables

We describe the system at a coarse-grained level by select-
ing as relevant variables the mass and momentum density fields
of the fluid and the center of mass position and momentum of
the solid sphere. These are given by the following set of phase
functions:

ρ̂r(z) =
N∑
i

mδ(r − qi), R̂(z) =
1

N ′

N′∑
i′

qi′ ,

ĝr(z) =
N∑
i

piδ(r − qi), P̂(z) =
N′∑
i′

pi′ .

(23)

In these phase functions, the position r plays the role of a
continuous index labeling the phase function. The position
r may take any value in R3, or its periodic counterpart, as
we do not have any restriction to the possible motion of the
particles.

For the sake of simplicity, we do not include orientational
degrees of freedom of the solid for the time being. Note that by
selecting the center of mass variables of the solid as the only
ones necessary to describe the state of the solid, we are implic-
itly assuming that the remaining solid degrees of freedom are
much faster than the hydrodynamic fields. In particular, we
assume that any elastic behaviour of the solid is so rapidly
decaying towards its equilibrium state that elastic variables
do not need to be included in the description. Should this
assumption be violated, the resulting dynamic equations (not
including these elastic variables for the solid) would probably
be non-Markovian.

A word is in order about a model for the solid that is
sometimes used in simulation work, where the solid is assumed
to be made of “frozen” particles that act as simple generators
of forces not reacting back to the presence of fluid. In this case,
the solid should be modeled as a static external field acting on
the fluid. The structure of the theory changes in this case as
we will discuss later.

B. The time derivatives of the relevant variables

The time derivatives of the coarse variables play a fun-
damental role in the final structure of the dynamic equations
(19). The time derivative iLÂ is the result of applying the Liou-
ville operator (15) to the relevant variables. In this section, we
discuss the particular form of iLÂ for the case of selected CG
variables (23). The action of the Liouville operator on the CG
variables gives38

iL ρ̂r(z) = −∇·ĝr(z),

iLĝr(z) = −∇·K̂r + F̂
l
r(z).

(24)

Here, the kinetic stress tensor is

K̂r =

N∑
i

piviδ(r − qi), (25)
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and the total force density F̂
l
r(z) on the liquid is defined as

F̂
l
r(z) =

N∑
i

−
∂U
∂qi

δ(r − qi). (26)

We may decompose this force density into the force that the
liquid exerts on the liquid plus the force that the solid exerts
on the liquid, that is,

F̂
l
r(z) = F̂

l→l
r (z) + F̂

s→l
r (z),

F̂
l→l
r (z) =

NN∑
ij

F̂ijδ(r − qi), (27)

F̂
s→l
r (z) =

NN′∑
ij′

F̂ij′δ(r − qi),

where F̂ij′ is the force that atom j′ of the solid exerts on atom i

of the liquid. That is, F̂
l→l
r (z) is the microscopic force density

that the liquid exerts on the liquid molecules that are around

the point r and F̂
s→l
r (z) is the microscopic force density that

the solid object exerts on the liquid at the point r.
We may write the force density as

F̂
l→l
r (z) =

1
2

NN∑
ij

F̂ij(δ(r − qi) − δ(r − qj)), (28)

where we have used that the indices are dummy. By using a
standard trick,21,39 we may express the difference of the Dirac
delta functions in terms of a divergence

δ(r − qi) − δ(r − qj) =
∫ 1

0
dε

d
dε
δ(r − qj − εqij)

= −∇

∫ 1

0
dεqijδ(r − qj − εqij). (29)

The liquid force density F̂
l→l
r (z) can then be expressed as the

divergence of the microscopic virial stress tensor, that is,

F̂
l→l
r (z) = −∇·Π̂r(z),

Π̂r(z) ≡
1
2

N∑
ij

qijF̂ij

∫ 1

0
dεδ(r − qi + εqij).

(30)

The time derivative of the momentum density (24) becomes

iLĝr = −∇·σ̂r + Fs→l
r , (31)

where σ̂r = K̂r + Π̂r is the microscopic stress tensor tensor of
the fluid, that is,

σ̂r =

N∑
i

piviδ(r − qi) +
1
2

N∑
ij

qijF̂ij

×

∫ 1

0
dεδ(r − qi + εqij). (32)

We now make the fundamental observation that the force den-
sity on the fluid (31) has two components, one which is the
force done by the fluid itself and that has the form of a diver-
gence of the stress tensor σ̂r and another one due to the solid
Fs→l

r that cannot be expressed as the divergence of a stress
[because the trick (29) is no longer applicable]. As we will see,

because the Green-Kubo expressions for the transport coeffi-
cients involve the correlations of the fluctuations of iLĝr, the
decomposition (31) into stress divergence and force will lead
to a very specific form of the dissipative forces on the fluid,
with different space derivatives (two, one, or none) depending
on the number of times the stress appears in the correlation
function.

For the solid object, we have that the action of the Liouville
operator gives

iLR̂ =
P̂
M

,

iLP̂ = −
∫

drF̂
s→l
r (z).

(33)

Note that the total momentum, which is defined in terms of the
coarse-grained variables as

P̂T =

∫
drĝr(z) + P̂(z) (34)

satisfies iLP̂T = 0 and is, therefore, a conserved quantity of the
microscopic dynamics. We have used that ∫ dr∇ · σ̂ = 0 due
to Gauss theorem and the fact that at the infinite we assume
there are no fluid molecules. A similar argument holds when
the domain of integration is periodic.

IV. THE RELEVANT ENSEMBLE
AND THE FREE ENERGY

The relevant ensemble (3) when the coarse-grained vari-
ables are those in (23) takes the form

ρ(z) =
1
Ξ[λ]

exp {−βHN (z)}

× exp

{
−β

∫
dr

(
λρ(r) ρ̂r(z) + λg(r)·ĝr(z)

)}
× exp

{
−βλR ·R̂(z) − βλP ·P̂(z)

}
. (35)

The normalization factor is the λ-dependent grand-canonical
partition function defined as

Ξ[λ] ≡
∞∑

N=0

1

N!h3N

∫
dqdpdq′dp′

× exp


−βHN − β

N∑
i=1

mλρ(ri) − β
N∑

i=1

pi ·λg(qi)



× exp
{
−βλR ·R̂(z) − βλP ·P̂(z)

}
. (36)

Note that for the trace in phase space we are using a macro-
canonical trace concerning the fluid degrees of freedom and a
canonical trace for the solid degrees of freedom. The use of the
macrocanonical ensemble for the liquid is standard in DFT. In
the present work, the canonical ensemble for the fluid would
lead to a matrix of second derivatives (8) that, due to number
of particles conservation, has a zero eigenvalue leading to an
ill-defined inverse, and the argument after Eq. (8) would not
strictly apply. Although this may be addressed by restricting
the functional space of the density fields, the problem is hap-
pily absent in the macrocanonical ensemble. The conjugate
fields λ of the relevant variables (23) are fixed by the condi-
tion that the averages of the relevant variables (23) with the
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relevant ensemble coincide with the averages ρ(r), g(r), R,
and P computed with the solution of the Liouville equation
(we omit the time dependence for simplicity). This condition
can be expressed as in Eqs. (6) as

ρ(r) =
δΦ[λ]
δλρ(r)

, R =
∂Φ[λ]
∂λR

,

g(r) =
δΦ[λ]
δλg(r)

, P =
∂Φ[λ]
∂λP

,
(37)

where the λ-dependent grand-canonical potential is given by

Φ[λ] ≡ −kBT lnΞ[λ]. (38)

Because the functionalΦ[λ] is convex, the conjugate variables
λ = {λρ, λg, λR, λP} are in one to one connection with a = {ρ,
g, R, P}. Therefore, the functionals λρ[ρ, g, R, P], λg[ρ, g,
R, P], λR[ρ, g, R, P], and λP[ρ, g, R, P] exist and are unique.
We can therefore switch from the conjugate variables λ to the
relevant variables a and construct the corresponding hydrody-
namic functional. The hydrodynamic functional is given by
the Legendre transform of the λ-dependent grand canonical
potential, that is,

H[ρ, g, R, P] = Φ[λρ,λg,λR,λP] −
∫

drρ(r)λρ(r)

−

∫
drg(r)·λg(r) − λR·R − λP ·P, (39)

where here the conjugate fields λ are to be understood as func-
tionals of the average fields a. The hydrodynamic functional
is the negative of the corresponding entropy (9) for the present
level of description. Being a Legendre transform, the hydro-
dynamic functional satisfies the following relationships [see
Eq. (11)], conjugate of those in Eq. (23):

λρ(r) = −
δH
δρ(r)

, λR = −
∂H
∂R

,

λg(r) = −
δH
δg(r)

, λP = −
∂H
∂P

.
(40)

In fact, it is possible to find the explicit expression of λg and
λP by performing the momentum integrals in Eq. (36). One
obtains

Ξ[λ] ≡
∞∑

N=0

1
N!

∫
dq

Λ3N

dq′

Λ3N′
e−βU

× exp


−β

N∑
i=1

(
mλρ(ri) −

m
2
λ2

g(qi)
)



× exp

{
−β

(
λR·R̂ −

M ′

2
λ2

P

)}
, (41)

where Λ is the thermal wavelength. Then take the functional
derivative of Eq. (41) with respect to the conjugate field λg(r),
and the derivative with respect to λP. Together with Eqs. (37)
and (38), this leads directly to the explicit form of the following
conjugate variables:

λg(r) = −
g(r)
ρ(r)

= −v(r),

λP = −
P

M ′
,

(42)

and allows one to interpret these conjugate variables as (neg-
ative) velocities. The grand potential (38) takes now the
form

Φ[λ] = Φpos[µ,λR] −
M ′

2
λP

2, (43)

where we have defined the following grand potential:

Φ
pos[µ,λR] ≡ −kBT ln

∞∑
N=0

1
N!

∫
dq

Λ3N

dq′

Λ3N′

× exp


−β *

,
U −

N∑
i=1

mµ(ri) + λR·R̂+
-




, (44)

and the chemical potential per unit mass has been introduced
as

µ(r) ≡
1
2
λ2

g(r) − λρ(r). (45)

The grand potential Φpos[µ, λR] is similar to the macrocanon-
ical grand potential of a fluid, except for the presence of the
solid degrees of freedom and the corresponding conjugate vari-
able λR. The Legendre transform of the grand potential for a
simple liquid gives the classic (free energy) density functional
and we may pursue now the same route in order to define the
free energy density functional for a fluid in the presence of a
solid sphere. We need first to compute the derivatives of the
functional (44) that give

−
δΦpos

δµ(r)
[µ,λR] = 〈 ρ̂r〉

µ,λR ,

∂Φpos

∂λR
[µ,λR] = 〈R̂〉µ,λR ,

(46)

where the averages 〈· · · 〉µ,λR are defined in these equations.
The second derivatives of Φpos are given by covariances [see
Eqs. (6)–(8)] and this implies that Φpos[µ, λR] is a convex
function. Therefore, the connection between 〈 ρ̂r〉

µ,λR , 〈R̂〉µ,λR

and µ(r), λR is one to one. Note also that because the phase
functions ρ̂r, R̂ do not depend on particle’s momenta, we have
that the averages are given by

〈 ρ̂r〉
µ,λR = Tr[ρρ̂r] = ρr,

〈R̂〉µ,λR = Tr[ρR̂] = R.
(47)

Therefore, we have a one to one connection between the con-
jugate variables µ(r), λR and the averages ρ(r), R of the
CG variables. The free energy functional F[ρ, R] of a struc-
tured fluid in the presence of a solid sphere is obtained as the
following Legendre transform:

F [ρ, R] ≡ Φpos[µ,λR] +
∫

drρ(r)µ(r) − λR·R, (48)

whose derivatives are given by

δF
δρ(r)

[ρ, R] = µ(r, R),

∂F
∂R

[ρ, R] = −λR.

(49)

We may now express the hydrodynamic functional (39) as

H[ρ, g, R, P] =
∫

dr
g2(r)
2ρ(r)

+
P2

2M ′
+ F[ρ, R]. (50)
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The expression (50) of the hydrodynamic functional H as the
sum of a kinetic part and a “potential” part that depends on
both the density and the position of the solid is a non-trivial
exact result.

We may compute the functional derivative of the hydro-
dynamic functional (50) with respect to the position R and we
obtain

∂H
∂R

[ρ, g, R, P] =
∂F
∂R

[ρ, R] = −λR. (51)

As we will see in Appendix A, λR is just the average force
on the solid due to the fluid. Therefore, the “potential” part
F [ρ, R] of the hydrodynamic functional (39) really acts as a
potential energy whose negative gradient gives the actual force
on the sphere. For future reference, we may also compute the
functional derivative of the hydrodynamic functional H with
respect to the density field with the result

δH
δρ(r)

[ρ, g, R, P] = −
v2(r)

2
+

δF
δρ(r)

[ρ, R]. (52)

The free energy functional is translationally invariant, that
is,

F [Tuρ, TuR] = F[ρ, R], (53)

where the translation operator applied to any function is
defined as

Tuf (r) = f (r + u). (54)

The invariance can be shown by performing a suitable change
of variables inside the phase space integrals defining the par-
tition function. By taking the derivative with respect to u in
both sides of Eq. (53) and setting afterwards u = 0, we obtain
the identity ∫

dr
δF
δρr
∇ρr +

∂F
∂R
= 0. (55)

This identity will be crucial in order to show that total
momentum is conserved by the reversible part of the dynamics.

The calculation of the thermodynamic potential (44)
needed for the evaluation of the free energy functionalF [ρ, R]
is very difficult to perform in general and, therefore, one needs
to model the free energy functional based on intuition and pre-
vious experience. A particularly simple model that takes into
account the effect of the fluid-solid interaction is given by

F[ρ, R] = F0[ρ] +
∫

dr
1
m
ρ(r)V (r, R), (56)

where F0[ρ] is the free energy density functional of the fluid
in the absence of the solid, and all the fluid solid interaction
is taken into account through the second term that involves
a coarse-grained potential V (r, R). This potential captures
the effective (reversible) interaction between solid and fluid
atoms. Note that even for the case of an ideal gas interacting
with a solid sphere, the model (56) does not follow straight-
forwardly from the exact free energy (48) with (44) due to
the integrals over the solid degrees of freedom of the interac-
tion potential between ideal gas particles and solid particles.
Eq. (56) is just a natural candidate to model the free energy
F[ρ, R]. The potential energy V (r, R) becomes infinite (or
extremely large) for the points r inside the solid sphere. There-
fore, the last term in (56) makes impossible the realization
of density fields with non-zero value inside the solid sphere
(i.e., leads to impenetrability of the solid). The derivatives of

the free energy model (56) are

δF
δρ(r)

= µ0(r) + V (r, R),

∂F
∂R
= −

∫
drρ(r)F(r, R),

(57)

where µ0(r) is the usual chemical potential of the solvent in
the absence of any solid, and F(r, R) is the effective force,
deriving from the potential V (r, R) that the solid sphere with
center of mass at R exerts on a fluid atom at r.

V. TOWARDS THE TRANSPORT EQUATIONS
A. Exact reversible dynamics

We consider in this subsection the reversible part vi(t) in
Eq. (14) for the case that the CG variables are those in Eqs. (23).
For the mass density, we have

∂t ρ(r, t) |rev = Tr[ρt iL ρ̂r] = −∇·g(r, t), (58)

where we have used Eq. (24) and the fact that the relevant
ensemble average of ĝr is precisely the momentum density
field g(r, t). On the other hand, the reversible part of the
momentum density evolution equation is

∂tg(r, t) |rev = Tr[ρt iLĝr]

= −∇·Tr[ρtK̂r] + Tr[ρtF̂
l
r]. (59)

We introduce the Galilean operator G that when applied to any
phase function changes its velocity arguments from vi → vi

+ v(qi) for i a fluid particle, that is,

GF̂(q1, . . . , qN , p1, . . . , pN )

= F̂(q1, . . . , qN , p1 + m1v(q1), . . . , pN + mN v(qN )).

(60)

Within any trace, this is just a change of variables. Therefore,
we have the property

Tr[ρtF̂] = Tr[(Gρt)(GF̂)]. (61)

The action of the Galilean operator on the relevant ensemble
is

Gρt =
1

Ξ[λ(t)]
ρeq(z) exp

{
β

∫
drµ(r) ρ̂r(z)

}
× exp

{
−βλR(t)·R̂ − βλP(t)·P̂

}
, (62)

where the chemical potential per unit mass has been intro-
duced in Eq. (45). The action of the Galilean operator on the
microscopic kinetic stress tensor is

GK̂r = K̂r + v(r)ĝr + ĝrv(r) + v(r)v(r) ρ̂r. (63)

By noting that the ensemble (62) is Gaussian in momenta, we
have finally

Tr[ρtK̂r] = v(r)v(r)ρ(r) +
kBT
m

ρ(r)δ, (64)

where δ is the unit tensor. The last term Tr[ρtF̂r] in Eq. (59) is
computed in Eq. (A8) of Appendix A. By collecting (64) and
(A8) into the momentum density equation (59), we obtain

∂tg(r, t)|rev = −∇· (v(r, t)g(r, t))

− ρ(r)∇
δF
δρ(r)

[ρ, R]. (65)
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Finally, the averages with the relevant ensemble of the
solid object variables are

Tr[ρt iLR̂] =
P
M

,

Tr[ρt iLP̂] = −
∂F
∂R

[ρ, R],
(66)

where we have used Eq. (A10) in Appendix A.
By collecting the above results, the reversible part of the

dynamics has the form

∂t ρ(r) |rev = −∇ · g(r),

∂tg(r) |rev = −∇ · (g(r)v(r)) − ρ(r)∇
δF
δρ(r)

[ρ, R],

∂tR |rev =
P
M

,

∂tP |rev = −
∂F
∂R

[ρ, R].

(67)

These reversible equations are exact as no approximations have
been made so far. We qualify these equations as reversible
because, as can be explicitly shown, they conserve the hydro-
dynamic functional (39), which is minus the entropy corre-
sponding to this level of description.

B. Markovian irreversible dynamics

While the reversible part of the dynamics (67) is exact,
the irreversible part that we consider in this paper is approxi-
mate because we will assume a Markovian dynamics. Under
the Markovian approximation in which the memory kernel is
assumed to decay in a time scale short as compared to the time
scales of the hydrodynamic variables, the irreversible dynam-
ics is given by the term

∑
jDijλj in Eq. (19). Because the time

derivatives of ρ(r) and R are given in terms of momenta, which
are relevant variables themselves, the effect of the projection
operator in (17) is simply QiLρr = 0 and QiLrµ = 0 resulting
in a large simplification of the friction matrix. The irreversible
part of the dynamics

∑
jDijλj in Eq. (19) now takes the form

∂t

*........
,

ρ(r)

g(r)

R

p

+////////
-irr

= −

*.........
,

0 0 0 0

0 ∫ dr′Mgg
rr′ 0 MgP

r

0 0 0 0

0 ∫ dr′MPg
r′ 0 MPP

+/////////
-

*.........
,

δH
δρr′

δH
δgr′

∂H
δR

∂H
δp

+/////////
-

, (68)

where we have used (40). The sum over the continuum “index”
r becomes an integral. The domain of integration of this inte-
gral is R3, including the interior of the solid sphere. By using
the results (40) and (42) that link the functional derivatives of
the CG Hamiltonian with respect to momenta to the velocities,
we obtain the following irreversible dynamics:

∂tg(r) = −
∫

dr′Mgg
rr′v(r′) −MgP

r V,

d
dt

p(t) = −
∫

dr′MPg
r′ v(r′) −MPPV,

(69)

where the matrix elements are defined in terms of Green-Kubo
formulae as

Mgg
rr′ =

1
kBT

∫ ∆t

0
dt〈QiLĝr(t)QiLĝr′〉

λ,

MgP
r =

1
kBT

∫ ∆t

0
dt〈QiLĝr(t)QiLP̂〉λ,

MPg
r′ =

1
kBT

∫ ∆t

0
dt〈QiLP̂(t)QiLĝr′〉

λ,

MPP =
1

kBT

∫ ∆t

0
dt〈QiLP̂(t)QiLP̂〉λ.

(70)

Note that momentum conservation implies that the gain rate
of the total momentum of the fluid is equal to the loss rate of
momentum of the particle∫

driLĝr = −iLP̂. (71)

The conservation of momenta then implies the following
relationships between elements of the dissipative matrix:

MgP
r = −

∫
dr′Mgg

rr′ ,

MPP = −

∫
drMPg

r ,
(72)

and this leads in Eq. (69) to

∂tg(r) = −
∫

dr′Mgg
rr′

(
v(r′) − V

)
,

d
dt

p(t) =
∫

dr
∫

dr′Mgg
rr′

(
v(r′) − V

)
,

(73)

which contain only the matrix element Mgg
rr′ and are manifestly

Galilean invariant. By using Eqs. (31) and (33) in the definition
of Mgg

rr′ in Eq. (70) and inserting the result in the equation of
motion (69), one obtains

∂tgα(r)��irr = ∇
β
rΣ

αβ(r) + Sα(r),

d
dt

Pα(t)
�����irr
= −

∫
dr′Sα(r′),

(74)

where the fluid stress tensor is

Σαβ(r) =
∫

dr′ηαβα
′β′

rr′ ∇
β′

r′ v
α′(r′), (75)

and the irreversible surface force density on the fluid is defined
as

Sα(r) = −
∫

dr′Gαα′β′

rr′ ∇
β′

r′ v
α′(r′)

+∇βr

∫
dr′Hαβα′

rr′ (vα
′

(r′) − Vα′)

−

∫
dr′γαα

′

rr′ (vα
′

(r′) − Vα′). (76)

We use Einstein’s sum over repeated indices convention. In
these expressions, we have introduced the following non-local
transport coefficients: the viscosity kernel ηrr′ (fourth order
tensor), the slip kernels Hrr′ , Grr′ (third order tensors), and
the friction kernel γrr′ (second order tensor). They are defined
by the Green-Kubo formulae
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ηrr′ ≡
1

kBT

∫ ∆t

0
dt ′〈Qtσ̂r(t ′)Qtσ̂r′〉

λ(t),

Hrr′ ≡
1

kBT

∫ ∆t

0
dt ′〈Qtσ̂r(t ′)QtF̂

s→l
r′ 〉

λ(t),

Grr′ ≡
1

kBT

∫ ∆t

0
dt ′〈QtF̂

s→l
r (t ′)Qtσ̂r′〉

λ(t),

γrr′ ≡
1

kBT

∫ ∆t

0
dt ′〈QtF̂

s→l
r (t ′)QtF̂

s→l
r′ 〉

λ(t).

(77)

These transport kernels are state dependent, i.e., functions of
the time-dependent averages of the relevant variables, through
the dependence of the relevant ensemble on these averages.
The explicit form of the projected currents appearing in these
expressions is given in Appendix B.

VI. THE FINAL EQUATIONS OF
NANO-HYDRODYNAMICS

By collecting the reversible part of the dynamics (67) and
the irreversible part (74), we obtain the final dynamic equations
for the relevant variables

∂t ρ(r) = −∇ · g(r),

∂tg(r) = −∇·(g(r)v(r)) − ρ(r)∇
δF
δρ(r)

[ρ, R]

+ ∇·Σ(r) + S(r),

Ṙ =
P
M

,

Ṗ = −
∂F
∂R
−

∫
drS(r),

(78)

where the free energy functional F [ρ, R] is introduced in
Eq. (48), the velocity field is v(r) = g(r)/ρ(r), the fluid stress
tensor Σ(r) is given in (75), and the irreversible force S(r) is
given in Eq. (76).

Eqs. (78), (77), and (76) are the main results of the
present paper. They describe the isothermal non-local hydro-
dynamics of a simple fluid coupled with the motion of an
immersed structureless solid sphere. These equations gener-
alize equilibrium density functional theory for a simple fluid
to non-equilibrium situations in which the fluid may be mov-
ing around a solid sphere. The only approximation that has
been taken in the derivation is the Markovian approximation
that neglects memory effects in the dissipative part of the
dynamics.

Let us discuss the physical meaning of the different terms
in Eqs. (78). The equation for the evolution of the mass den-
sity field is just the continuity equation. The equation for the
momentum density field involves the usual convective term
plus a term involving the gradient of the functional derivative
of the free energy. This term describes both the “pressure gra-
dient” term and the reversible coupling between the fluid and
solid sphere. The usual pressure gradient term of the Navier-
Stokes equations is obtained when one uses a local free energy
functional as will be shown elsewhere. The viscous term ∇·Σ
in Eqs. (78) describes the internal friction of the fluid due to
its self-interaction. This viscous term involving second deriva-
tives is the usual viscosity term of the Navier-Stokes equations,

which is here expressed in a non-local form. The use of non-
local viscosities has been advocated recently in the field of
nano-hydrodynamics.23–26 A phenomenological alternative to
address flow problems where density is inhomogeneous is to
keep using local hydrodynamics with the viscosity of the bulk
but evaluated at the local values of the density.40 While this
may lead to reasonable results (but not always41), the present
microscopically derived model seems to have a firmer basis.
The fourth-order viscosity tensor is given in terms of the cor-
relation of the fluctuations of the fluid stress tensor. Away
from the walls, it is expected that the viscosity tensor becomes
fully isotropic and dependent only on the distance between the
points r and r′.

The force density S(r) involving the non-local trans-
port kernels Hrr′ , Grr′ ,γrr′ describes describes the irreversible
interaction between the solid and the fluid. Note that these ker-
nels are defined in (77) in terms of correlations involving the

force density F̂
s→l
r that the solid sphere exerts on the liquid

molecules. These terms should be understood, therefore, as
they are responsible for transmitting the irreversible forces

that the solid sphere exerts on the fluid. force density F̂
s→l
r (z)

will be different from zero only for those points r that are near
are near the solid sphere. This means that the transport ker-
nels Grr′ , Hrr′ ,γrr′ are highly highly localized near the atoms
of the solid that interact with the fluid. Note that the concept
of surface of the solid does not enter this theory. There is no
such a well-defined surface in microscopic terms. However,
this surface can be defined operationally by looking precisely
at the behaviour of the above transport kernels. Indeed, the

force density F̂
s→l
r (z) will be a fluctuating vector on the surface

of the solid sphere. If the interaction between fluid and solid
atoms is purely repulsive, this force will be most of the time
directed outwards the surface of the solid sphere. At the same
time, because the interaction between solid and fluid atoms is
singular as their separation vanishes, we expect that F̂

s→l
r will

diverge as r approaches the solid divergence will be reflected
in divergences of the transport kernels as r or r′ approach the
boundary of the solid. In a the solid. In a similar way, the stress
tensor σ̂r that depends only on fluid atom coordinates will be
non-zero only outside the solid sphere because the interac-
tion with the solid sphere refrains to have liquid molecules
inside the solid sphere (more on this later). Therefore, the
surface of the solid may be characterized by the singularity
of the transport coefficients Hrr′ , Grr′ ,γrr′ and the vanishing
of ηrr′ .

The force density and the stress tensor are assumed to vary
in time in a time scale much shorter than the typical time scale
in which the mass and momentum density of the solvent and
the position and momentum of the solid sphere particle appre-
ciably change. This separation of time scales is at the core of
the Markovian form of the evolution of the CG dynamics in
the projection operator technique. Whether the selected rele-
vant variables do actually comply with this separation of time
scales can only be assessed from the validity of the predictions
of the resulting theory as compared with actual simulations or
experiments. Note, however, that for slowly varying flow con-
figurations, as those attained in steady states, the Markovian
approximation should be reasonably fulfilled.
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A. Conserved quantities, H-theorem,
and the equilibrium state

Equations (78) are the equations of hydrodynamics in the
presence of a solid spherical particle. We stress that the above
equations conserve total mass and momentum, given by

MT = M ′ +
∫

drρ(r),

PT = P +
∫

drg(r).
(79)

Mass conservation follows immediately from the continuity
equation. Momentum conservation is a consequence of the
invariance under translations of the free energy functional
expressed in Eq. (55) that ensures that the reversible part of
the dynamics conserves momentum. The irreversible part con-
serves also total momentum because the momentum lost by the
fluid is gained by the solid sphere.

In addition, the function H evolves in time in a strictly
decreasing way, that is,

dH
dt

(t) ≤ 0, (80)

where the equality sign occurs when the system has reached its
equilibrium state. This is because, while the reversible part of
the dynamics conserves H, the irreversible part of the dynam-
ics fulfills (80), due to the positive semidefinite character of
the friction matrix.

As a consequence, the equilibrium state of Eqs. (78) is
the one that minimizes H subject to the constraints of giving
the actual values of the total mass and momentum. In order
to obtain the equilibrium values of the relevant variables, one
should minimize the following functional without constraints:

H − µ0

∫
drρ(r) − V0·

[∫
drg(r) + P

]
, (81)

where µ0 and V0 are the corresponding Lagrange multipliers.
Setting to zero the derivatives of the above functional gives

v2(r)
2

+
δF
δρ(r)

[ρ, R] − µ0 = 0,
∂F
∂R

[ρ, R] = 0,

v(r) − V0 = 0, V − V0 = 0. (82)

This means that the state of equilibrium has a constant veloc-
ity field equal to the velocity of the solid particle and, without
losing generality, we may take V0 = 0. We then have the fol-
lowing two coupled equations for the equilibrium value that
take the density field and the position of the sphere

δF
δρ(r)

[ρ, R] = µ0,
∂F
∂R

[ρ, R] = 0. (83)

From Eqs. (49), the first Eq. (83) simply states that the equi-
librium state has a constant value of the chemical potential
µ(r) = µ0, while the second equation states that the total force
on the solid sphere vanishes at equilibrium. This set of two
coupled equations should be understood as a set of nonlinear
equations for the equilibrium density field ρ(r) and the equi-
librium value of the center of mass position R of the sphere.
Translational invariance of the system implies that if R, ρ(r)
is a solution of (83), then R + u, ρ(r + u) is also a solution.
Therefore, without loss of generality, we may choose the origin

of coordinates at the center of the sphere and R = 0. Then the
equilibrium density field is the solution of the first equation.
Note that for realistic models of the free energy functional, the
density field will display oscillations at short length scales due
to the packing of the fluid near the solid sphere.

In the present theory, the equilibrium profile is the one
that is reached at long times due to the evolution of the hydro-
dynamic equations. In this subsection, we have shown how
the theory presented contains the usual prescription to obtain
the equilibrium density profile in DFT by minimizing the free
energy functional.

B. Approximating the relevant ensemble averages
and projected currents

It should be remarked that the theory presented is valid,
as the H-theorem clearly testifies, for the decaying dynam-
ics towards the equilibrium state in isolated systems. It is,
therefore, a theory that describes, given initial non-equilibrium
values for the averages of the CG variables, the subsequent
average evolution towards equilibrium. One situation in which
we will be interested is when the solid particle is very large and
massive. In these situations, we may assume that the spherical
particle has initial (average) position R0 and initial (average)
momentum P0 = 0 and that, for all the decay evolution of the
hydrodynamic fields, these values do not change appreciably
because the forces that the fluid exerts on the particle during its
evolution are not sufficiently strong to modify these variables
substantially.

In principle, the relevant ensemble depends (in a func-
tional way) on the averages of all the relevant variables of the
system. As this is unduly complicated, we take the approx-
imation in which the transport kernels are evaluated for the
equilibrium values of the relevant variables. In doing this, we
assume that for any other value of the average value of the
relevant variables obtained in the course of the dynamics, the
transport kernels do not change appreciably. The equilibrium
values of the average relevant variables have been obtained
in Eqs. (82) and (83) and are characterized by the following
conjugate variables [see Eqs. (42) and (49)]:

µ(r, R) = µ0,

λg(r) = 0,

λP = 0,

λR = 0.

(84)

Substitution of these conjugate variables into the relevant
ensemble (35) shows that the relevant ensemble becomes just
the equilibrium ensemble. Of course an equilibrium average
of the microscopic system is one in which the sampling of the
microscopic state involves states where the solid sphere may
be located in any position of the physical space, due to Brow-
nian motion. When the solid particle is infinitely massive, the
position of the center of mass will not change appreciably in
the time scale at which the solvent becomes equilibrated. That
is, for a very massive sphere, we expect that the instantaneous
values of their centers of mass R̂ are always very similar to
their average values. For massive solid objects and, in par-
ticular, planar walls, we should understand the averages over
the equilibrium ensemble as conditional averages where the
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solid object is fixed in space. These equilibrium averages can
be, therefore, sampled through the ergodic hypothesis, as time
averages over long MD simulations in which the solid remains
fixed.

The form of the projected currents is computed explicitly
in Appendix B.

When we approximate the relevant ensemble with an equi-
librium ensemble in the Green-Kubo transport coefficients,
they become state independent. In this particular case, we may
justify Onsager’s reciprocity for the transport coefficients. As
it is well-known, if two phase space variables Â(z), B̂(z) trans-
form under time reversal with the same parity, the property of
microscopic reversibility together with the stationarity of the
equilibrium ensemble implies

〈Â(t)B〉eq = 〈AB̂(t)〉eq. (85)

The microscopic reversibility property reflects into the follow-
ing property of correlations:

〈(QFr(t)) (Qσr′)〉
eq = 〈Qσr′(t)QFr〉

eq. (86)

This results in the following symmetry properties (Onsager
relations) for the transport kernels:

ηαβα
′β′

rr′ = ηα
′β′αβ

r′r ,

Hαβα′

rr′ = gα
′αβ

r′r ,

γαα
′

rr′ = γα
′α

r′r .

(87)

C. The solid made of frozen atoms

In many simulation studies, solids in contact with fluid
systems are modeled as made of atoms that are fixed in space.
In this case, the atoms of the solid do not evolve according
to Hamilton’s equations and the theory presented does not
apply. In fact, the atoms of the solid need to be understood
as simple centers of force that generate an external field to
be imposed on the fluid. The theory that emerges in this case
is very different from the one that we have presented so far.
A sketch of the derivation of the theory for fixed solid atoms
is presented in what follows. The microstate of the system
is given by the coordinates and positions of the fluid atoms.
The coordinates q′ of the solid atoms are no longer part of
the microscopic state of the system but rather parameters in
the Hamiltonian. Instead of the Hamiltonian (21), we have
now

H(z) =
N∑
i

p2
i

2mi
+ V l(q) + V ls(q, q′), (88)

where the coordinates of the solid atoms q
′

are fixed param-
eters of the Hamiltonian. The relevant variables are only the
hydrodynamic variables of the solvent. We may follow all the
steps that we have taken in Sec. V for the present case. The
most important observation is that the microscopic force that
the solid exerts on the fluid depends on the microscopic state z
of the system through the solvent density, which is a relevant
variable. Indeed,

F̂
s→l
r =

NN′∑
ii′

F̂ii′δ(r − qi) =
NN′∑
ii′

F(r − qi′)δ(r − qi)

= F̂(r) ρ̂r(z), (89)

where F̂(r) is the force that all the frozen solid atoms exert on a
fluid atom located at r. This force does not evolve in time and
is not a dynamic object at all, it is a given vector function that
depends parametrically on the frozen positions of the solid
atom. Because this force depends on the microscopic state
through the density field, which is a relevant variable, the pro-

jected forceQF̂
s→l
r = 0 vanishes exactly. As a consequence, for

this type of walls made of frozen atoms, the irreversible surface
force S(r) vanishes identically because all the transport ker-
nels involving the projected force vanish. This gives a strong
indication about the physical origin of the irreversible surface
force in the present level of description. It is due entirely to
the eliminated internal degrees of freedom of the solid that
are coarse-grained in the description, in terms of the center of
mass of the solid sphere. While we have assumed that elastic
degrees of freedom for the solid are very fast relaxing degrees
of freedom towards equilibrium, it is precisely the unaccounted
solid degrees of freedom responsible for the originators of the
irreversible surface forces on the solvent. This point is subtle
though. As we will see in a subsequent publication, a slightly
different level of description, one in which the fluid is coarse-
grained not with the local mass ρ̂r and momentum ĝr densities
at a given point of space, but rather as the mass ρ̂µ and momen-
tum ĝµ densities of fluid slabs labeled with index µ (suitable
for planar geometries), produces irreversible forces even in the
case that the solid degrees of freedom are frozen. This is due
to the fact that in the later level of description, which is coarser
than the former, the loss of information due to the use of fluid
slabs is sufficient for the appearance of the irreversible forces.
This is a nice example that illustrates a very general concept:
Dissipation is not an intrinsic property of the system, but rather
it is a function of the level of description used.

VII. DISCUSSION

A crucial assumption in the method of projection opera-
tors is that the relevant variables should be slow in order to have
a Markovian, memoryless equation. Equations with memory
are indeed much more difficult to deal with than memoryless
equations. In the former case, one needs to know the specific
form of the memory kernel function instead of just one single
number, the transport coefficient, which in the present theory is,
in fact, a non-local function of space. Equations (78) are non-
local in space because (1) the free energy functional depends
in general in a non-local way on the density field in order
to account for the ordering of a fluid near a wall. And (2), the
irreversible part of the dynamics involves transport kernels that
are non-local. Note that we assume non-locality in space but
locality in time (no memory), and this may not be entirely con-
sistent. However, memory kernels are typically uncomputable
from MD, as they involve the projected dynamics instead of the
real dynamics. The usual approximation in which the projected
dynamics is substituted with the real, Hamiltonian, dynamics
is only justified when, precisely, one has separation of time
scales (i.e., when the Markovian dynamics holds). We take
the pragmatic point of view in which we give credit to the
Markovian approximation but retain spatially non-local hydro-
dynamic equations by hoping that non-Markovian effects will
not dominate the problem. In particular, we believe that for
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flows that vary slowly in time, the Markov approximation will
hold. This excludes, perhaps, shocks or other strongly varying
flows.

The theory presented in Sec. II is valid for isolated sys-
tems that decay towards the unique equilibrium state, abiding
to the second law of thermodynamics, and it does not allow to
treat forced situations where there are external forces applied
either to the fluid or to the solid. In this respect, no steady
states can be described by the theory as it stands. However, the
generalization of the framework to include external forcing
is not difficult and is sketched in what follows by following
Grabert’s textbook.21 For sufficiently small external forcings,
the equations of motion (i.e., the transport equations and free
energy function) are the same as the no forced situations,
with the external forcing appearing in two places. On the one
hand, in the fluid momentum equation, a term ρ(r, t)Fext(r, t)
appears, where Fext(r, t) is any external force field acting on a
molecule of fluid that happens to be at the point r. On the other
hand, in the particle momentum equation, an additional force
term F(R) appears, describing any external force acting on the
particle.

The theory presented is isothermal. We have not consid-
ered in the description the energy density field of the fluid nor
the internal energy of the solid sphere. Instead, only the total
energy has been considered as a relevant variable and local
transport of energy is not described by the present theory. Of
course, these local energy variables can be introduced in the
theory, at the expense of additional equations and terms. In a
future publication, we will address the non-isothermal theory.

A word is in order about the mathematical nature of the
integro-differential equations. From a mathematical point of
view, these equations require the specification of (mathemat-
ical) boundary conditions in order to have a unique solution.
What are the suitable boundary conditions to be specified for
Eqs. (78)? In the present situation, where only transient dynam-
ics towards equilibrium can be investigated, these boundary
conditions appear as an initial value problem. In addition, note
that we have not included any external confining potential that
would model the confinement of the fluid in a container. Only
a sphere in an infinite fluid (or with periodic boundary condi-
tions) has been considered. It is straightforward to include an
external potential, though. These confining potentials are such
that, by definition, they leave the fluid in a closed region of
space, where outside the region there are no atoms of the fluid.
In order to do so, these confining potentials need to be sin-
gular. This implies that outside the container region both the
mass density and momentum densities of the fluid are zero.
Note that outside the container region, both the force den-

sity F̂
s→l
r (z) and the fluid stress tensor σ̂r(z) vanish because

there are no fluid particles outside. This means that the trans-
port kernels vanish if r or r′ are outside the container. This
should tame the potentially singular presence of factors of
the inverse of the density appearing in the velocity field v(r)
= g(r)/ρ(r). The presence of the sphere produces forces that are
highly localized in a narrow region around the solid particle.
From a thermodynamic point of view, the issue of boundary
conditions as emerging from “physics” rather than “numeri-
cal analysis” has also been considered in the past.12,42–44 In
a fully macroscopic phenomenological theory, the effect of

the irreversible surface force is taken into account through
boundary conditions applied to the fluid equations. We will dis-
cuss in a future publication the emergence of boundary condi-
tions in a macroscopic theory. There, we will consider the con-
ditions under which the localized irreversible surface forces
produce actual boundary conditions for the hydrodynamic
equations.

A general comment on the status of the present theory is in
order. This theory is the natural generalization of equilibrium
density functional theory for simple fluids, when these flu-
ids are in motion and, therefore, out of equilibrium. It allows,
in principle, to study effects like how the structuring of the
fluid near a wall is modified by the flow field. While it is
a coarse-grained theory where the relevant variables are the
hydrodynamic fields, it captures the structure of the fluid at
atomic nanoscales. The value of the present theory lies in
that it provides the structure of the equations. For example,
as compared with previous work, the present theory gives a
neat definition of all the irreversible forces in a fluid that arise
due to the interaction with solids. In particular, the distinction
of the forces on the fluid due to the fluid itself and due to the
solid reflects into the final structure of the irreversible forces
that involve both microscopically defined slip coefficients (due
to fluid-solid interactions) as well as viscosity kernels (due to
the fluid-fluid interactions). The form of these forces is such
that not only friction forces that depend on the velocity differ-
ence between the fluid and the solid appear but also forces that
depend on the gradients of the velocity field near the solid are
present.

All these features are important assets of the theory. Unfor-
tunately, in order to make the theory predictive, it is necessary
to fill in some important information. The first input element is
the free energy functional (56) involving the standard equilib-
rium free energy functional F0[ρ]. One can benefit from the
vast amount of work in the literature addressing the construc-
tion of very realistic models for the free energy functional.
The second piece of information that is required is the dis-
sipative matrix that contains the non-local transport kernels,
which are tensorial in nature. This means that in order to
make dynamic predictions with this theory, we have to know
in advance 50 different functions (tensor elements after sort-
ing out the corresponding symmetries of the stress tensor and
Onsager reciprocity) of the six variables r, r′. While in princi-
ple, the Green-Kubo expressions would allow for the explicit
calculation through MD simulations, it is clearly not a feasi-
ble program. In order to make any advance in the prediction
of transport at the nanoscale, it is necessary to make some
approximations in order to reduce the large number of trans-
port kernels. In future work, we consider situations in which
symmetries of the solid surface and fluid flow can be exploited.
In those situations, the number of Green-Kubo expressions is
dramatically reduced and can be computed explicitly.

The present theory is concerned with the evolution of the
averages of the relevant variables, in this case, the hydro-
dynamic fields and the momentum and position of the solid
sphere. This precludes the study of Brownian motion of the
particle. The average position of a Brownian particle may
be zero even though the variance of the position increases
in time. Brownian motion is captured by the probability
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distribution of the position and momenta of the solid parti-
cle. We are not interested in the present paper in the Brownian
motion of nanoparticles and the subtle role of hydrodynamic
fluctuations. We have addressed these issues in a separate pub-
lication.45 In the present paper, we focus on the time-dependent
ensemble averages of the hydrodynamic fields and the position
and momentum of the particle because our interest in describ-
ing the unifying framework in which density functional theory
and hydrodynamics coexists. The fact that we use a spherical
solid particle is just a recourse to deal with momentum conser-
vation, but we have in mind that the particle will be very large
and massive (in fact it will be used eventually to represent a
wall) for which Brownian motion plays no role.
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APPENDIX A: FORCES

In this appendix, we summarize the different forces and
force densities introduced so far and present some results con-
cerning its averages with the relevant ensemble. The force
densities that the fluid or the solid exerts on a fluid molecule
located at the point r are introduced in (27),

F̂
l→l
r (z) ≡

NN∑
ij

F̂ijδ(r − qi),

F̂
s→l
r (z) ≡

NN′∑
ij′

F̂ij′δ(r − qi),

(A1)

where F̂ij′ is the force that atom j′ of the solid exerts on atom

i of the liquid. That is, F̂
l→l
r (z) is the force density that the

liquid exerts on the liquid molecules that are around the point

r, while F̂
s→l
r (z) is the force density that the solid exerts on the

liquid at the point r.
The total force density on the fluid is

F̂
l
r = F̂

l→l
r + F̂

s→l
r =

N∑
j

−
∂U
∂qj

δ(r − qj). (A2)

The total force on the fluid and on the solid is

F̂
l
=

∫
drF̂

l
r,

F̂
s
= −F̂

l
,

(A3)

where we have used that the total force

F̂ = −
N∑
i

∂U
∂qi
−

N′∑
i′

∂U
∂qi′

= F̂
l
+ F̂

s
(A4)

vanishes because the potentials are translational invariant (and
therefore, Newton’s third law holds).

Note that we have the result

F̂
s
= −

∫
drF̂

s→l
r . (A5)

Now, let us consider the average of the total force density on
the liquid, Eq. (26)

Fl
r ≡ Tr[ρtF̂

l
r] = 〈F̂

l
r〉
µ,λR

=
1

Ξ[µ,λR]

∞∑
N=0

1
N!

∫
dq

Λ3N

dq′

Λ3N′



N∑
j

−
∂U
∂qj

δ(r − qj)


e−βU

× exp


−β *

,
λR·R̂ −

N∑
i=1

mµ(qi)+
-




, (A6)

where we have used the definition of the average with respect to
the relevant ensemble, after performing the momentum inte-
grals. Next, we realize that the derivative of the Boltzmann
factor is the potential times the Boltzmann factor itself, that is,

Fl
r =

1
Ξ[µ,λR]

∞∑
N=0

1
N!

∫
dq

Λ3N

dq′

Λ3N′

× exp


−β *

,
λR·R̂ −

N∑
i=1

mµ(ri)+
-




× kBT
N∑
j

δ(r − qj)
∂

∂qj
e−βU . (A7)

Integrate by parts to obtain

Fl
r =

1
Ξ[µ,λR]

∞∑
N=0

1
N!

∫
dq

Λ3N

dq′

Λ3N′
e−βUkBT

N∑
j

−
∂

∂qj


δ(r − qj) exp



−β *

,
λR·R̂ −

N∑
i=1

mµ(qi)+
-






=
1

Ξ[µ,λR]

∞∑
N=0

1
N!

∫
dq

Λ3N

dq′

Λ3N′
e−βU

N∑
j

exp


−β

*.
,
λR·R̂ −

N∑
i,j

mµ(qj)
+/
-




× kBT

[
−
∂

∂qj
δ(r − qj) exp

{
βmµ(qj)

}]

=
kBT
m
∇ρ(r) − ρ(r)∇µ(r). (A8)

By following identical steps, we may compute the average of the total force on the solid Fs and obtain
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Fs = Tr[ρtF̂
s
] = 〈F̂

s
〉µ,λR

=
1

Ξ[µ,λR]

∞∑
N=0

1
N!

∫
dq

Λ3N

dq′

Λ3N′


−

N′∑
i′

∂U
∂qi′


e−βU exp



−β *

,

N∑
i=1

mµ(ri) + λR·R̂+
-




=
1

Ξ[µ,λR]

∞∑
N=0

1
N!

∫
dq

Λ3N

dq′

Λ3N′
exp



−β *

,

N∑
i=1

mµ(ri) + λR·R̂+
-




kBT


N′∑
i′

∂

∂qi′


e−βU

=
1

Ξ[µ,λR]

∞∑
N=0

1
N!

∫
dq

Λ3N

dq′

Λ3N′
e−βUkBT


−

N′∑
i′

∂

∂qi′


exp



−β *

,

N∑
i=1

mµ(ri) + λR·R̂+
-




=
1

Ξ[µ,λR]

∞∑
N=0

1
N!

∫
dq

Λ3N

dq′

Λ3N′
e−βU exp



−β *

,

N∑
i=1

mµ(ri) + mµ(ri) + λR·R̂+
-






N′∑
i′

∂

∂qi′


λR·R̂

= λR. (A9)

This identity allows one to interpret physically the Lagrange
multiplier λR as the force on the solid sphere. By using (49),
we obtain that the total force on the solid sphere is due to the
gradient of the free energy functional

Fs = −
∂F
∂R

[ρ, R]. (A10)

APPENDIX B: THE PROJECTED CURRENTS

In this appendix, we consider the explicit form of the
projected currents Qt iLÂ for the present selection of relevant
variables. The projector defined in (17) gives rise to the fol-

lowing two projected currents QtF̂
s→l
r ,Qtσ̂r given explicitly

by

QtF̂
s→l
r = F̂

s→l
r − Tr

[
ρtF̂

s→l
r

]
− (R̂ − R(t))·

∂

∂R(t)
Tr

[
ρtF̂

s→l
r

]
− (P̂ − P(t))·

∂

∂P(t)
Tr

[
ρtF̂

s→l
r

]

−

∫
dr′( ρ̂r′ − ρ(r′, t))

δ

δρ(r′, t)
Tr

[
ρt′F̂

s→l
r

]
−

∫
dr′(ĝr′ − g(r′, t))·

δ

δg(r′, t)
Tr

[
ρt′F̂

s→l
r

]
(B1)

and

Qtσ̂r = σ̂r − Tr
[
ρtσ̂r

]
− (R̂ − R(t))·

∂

∂R(t)
Tr

[
ρtσ̂r

]
− (P̂ − P(t))·

∂

∂P(t)
Tr

[
ρtσ̂r

]
−

∫
dr′( ρ̂r′ − ρ(r′, t))

δ

δρ(r′, t)
Tr

[
ρt′σ̂r

]
−

∫
dr′(ĝr′ − g(r′, t))·

δ

δg(r′, t)
Tr

[
ρt′σ̂r

]
. (B2)

Under the assumption that the solid particle is sufficiently
large, the actual values R̂, P̂ of the microscopic functions
will not differ too much from its average values, and the cor-
responding terms in (B1) and (B2) may be neglected. The
projected currents become

QtF̂
s→l
r = F̂

s→l
r − Tr

[
ρtF̂

s→l
r

]

−

∫
dr′( ρ̂r′ − ρ(r′, t))

δ

δρ(r′, t)
Tr

[
ρt′F̂

s→l
r

]

−

∫
dr′(ĝr′ − g(r′, t))·

δ

δg(r′, t)
Tr

[
ρt′F̂

s→l
r

]
(B3)

and

Qtσ̂r = σ̂r − Tr
[
ρtσ̂r

]
−

∫
dr′( ρ̂r′ − ρ(r′, t))

δ

δρ(r′, t)
Tr

[
ρt′σ̂r

]
−

∫
dr′(ĝr′ − g(r′, t))·

δ

δg(r′, t)
Tr

[
ρt′σ̂r

]
. (B4)

Let us start with the projected current (B3) that requires the
average with the relevant ensemble of the force density that
the solid exerts on the fluid

Tr
[
ρt′F̂

s→l
r

]
= Tr[G ρt′GF̂

s→l
r ]. (B5)

Because the force does not depend on velocities, the Galilean
operator does nothing on it. Therefore, we need to compute

Tr
[
ρt′F̂

s→l
r

]
=

1
Ξ[λ(t)]

Tr

[
ρeq(z) exp

{
β

∫
drµ(r) ρ̂r(z)

−βλR(t)·R̂ − βλP(t)·P̂
}

F̂
s→l
r

]
, (B6)

which does not depend on the momentum of the fluid (because
none of the conjugate variables does). Note that the average
of the force density that the solid exerts on the fluid does not
depend on the momentum variable, and the last term in (B3)
vanishes. We end up, therefore, with the following result:
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QtF̂
s→l
r = F̂

s→l
r − Tr

[
ρtF̂

s→l
r

]
−

∫
dr′( ρ̂r′ − ρ(r′, t))

δ

δρ(r′, t)
Tr

[
ρtF̂

s→l
r

]
. (B7)

Note that the functional derivative of the relevant ensemble is

δ

δρ(r′, t)
ρt =

δ

δρ(r′, t)
1

Ξ[λ(t)]
ρeq(z) exp

{
β

∫
drµ(r) ρ̂r(z) − βλR(t)·R̂ − βλP(t)·P̂

}
= ρt

[
δ

δρ(r′, t)
βρ(r′, t)β

∫
drµ(r) ρ̂r(z) −

δ

δρ(r′, t)
lnΞ[λ(t)]

]

= ρt β

∫
dr′

δµ(r′′)
δρ(r′, t)

δ ρ̂r′′(z), (B8)

where δ ρ̂r′′(z) = ρ̂r′′(z) − ρ(r′′, t). We have neglected terms
that involve the functional derivative of λR and λP because
they accompany fluctuations of R and P which are assumed
to be negligible.

We need to evaluate the functional derivative of the chem-
ical potential with respect to the number density field. This can
be achieved by noting that

δ

δµ(r)
lnΞ[λ] = βρ(r),

δ2

δµ(r)δµ(r′)
lnΞ[λ] = β2 〈δ ρ̂(r)δ ρ̂(r)〉 ,

(B9)

which both imply

δρ(r′)
δµ(r)

= β 〈δ ρ̂rδ ρ̂r′〉 . (B10)

The functional derivative appearing in (B8) is, there-
fore, the inverse of the density correlation matrix, that
is,

δµ(r)
δρ(r′)

= β−1 〈δ ρ̂rδ ρ̂r′〉
−1 . (B11)

Therefore, the projected current (B7) is

QtF̂
s→l
r = F̂

s→l
r − Tr

[
ρtF̂

s→l
r

]
−

∫
dr′

×

∫
dr′′( ρ̂r′ − ρ(r′, t)) 〈δ ρ̂r′δ ρ̂r′′〉

−1
〈
δ ρ̂r′′F̂

s→l
r

〉
.

(B12)

Let us now move to the projected current Qtσ̂r,

Qtσ̂r = σ̂r − Tr
[
ρtσ̂r

]
−

∫
dr′( ρ̂r′ − ρ(r′, t))

δ

δρ(r′, t)
Tr

[
ρt′σ̂r

]
−

∫
dr′(ĝr′ − g(r′, t))

δ

δg(r′, t)
Tr

[
ρt′σ̂r

]
= σ̂r − Tr

[
ρtσ̂r

]
−

∫
dr′( ρ̂r′ − ρ(r′, t))

δ

δρ(r′, t)

[
Tr

[
ρtK̂r

]
+ Tr

[
ρtΠ̂r

] ]

−

∫
dr′(ĝr′ − g(r′, t))

δ

δg(r′, t)

[
Tr

[
ρtK̂r

]
+ Tr

[
ρtΠ̂r

] ]

= σ̂r − Tr
[
ρtσ̂r

]
−

∫
dr′( ρ̂r′ − ρ(r′, t))

δ

δρ(r′, t)

[
kBT
m

ρ(r)δ +
g(r)g(r)
ρ(r)

+ Tr
[
ρtΠ̂r

] ]

−

∫
dr′(ĝr′ − g(r′, t))

δ

δg(r′, t)

[
kBT
m

ρ(r)δ +
g(r)g(r)
ρ(r)

+ Tr
[
ρtΠ̂r

] ]
, (B13)

where we have decomposed the kinetic and virial parts of the stress tensor and used (64). The ideal part and the virial part are
independent of momentum variables, the latter because the virial stress tensor Π̂r does not depend on velocities of the particles.
The only term that depends on momentum is the convective term. Therefore,

Qtσ̂
αβ
r = σ̂αβ

r − Tr
[
ρtσ̂

αβ
r

]
−

∫
dr′( ρ̂r′ − ρ(r′, t))

δ

δρ(r′, t)

[
kBT
m

ρ(r)δαβ +
gα(r)gβ(r)

ρ(r)
+ Tr

[
ρtΠ̂

αβ
r

] ]

−

∫
dr′(ĝγr′ − gγ(r′, t))

δ

δgγ(r′, t)
gα(r)gβ(r)

ρ(r)

= σ̂αβ
r − Tr

[
ρtσ̂

αβ
r

]
−

∫
dr′( ρ̂r′ − ρ(r′, t))δ(r − r′)

[
kBT
m

δαβ − vα(r)vβ(r)

]

−

∫
dr′( ρ̂r′ − ρ(r′, t))

δ

δρ(r′, t)
Tr

[
ρtΠ̂

αβ
r

]
−

∫
dr′(ĝγr′ − gγ(r′, t))δ(r − r′)

[
δγβvα(r) + δαγvβ(r)

]
. (B14)
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Simplifying

Qtσ̂
αβ
r = σ̂αβ

r − Tr
[
ρtσ̂

αβ
r

]
− (ĝβr − gβ(r, t))vα(r) + (ĝαr − gα(r, t))vβ(r)

−

∫
dr′( ρ̂r′ − ρ(r′, t))

δ

δρ(r′, t)
Tr

[
ρtΠ̂

αβ
r

]
− ( ρ̂r′ − ρ(r′, t))

kBT
m

δαβ . (B15)

We may use now the same argument as in the case of the projected force for computing the last functional derivative. The final
result for the projected currents is

QtF̂
s→l
r = F̂

s→l
r − Tr

[
ρtF̂

s→l
r

]
−

∫
dr′

∫
dr′′( ρ̂r′ − ρ(r′, t)) 〈δ ρ̂r′δ ρ̂r′′〉

−1
〈
δ ρ̂r′′F̂

s→l
r

〉
,

Qtσ̂
αβ
r = σ̂αβ

r − Tr
[
ρtσ̂

αβ
r

]
− (ĝβr − gβ(r, t))vα(r) + (ĝαr − gα(r, t))vβ(r)

−

∫
dr′

∫
dr′′( ρ̂r′ − ρ(r′, t)) 〈δ ρ̂r′δ ρ̂r′′〉

−1
〈
δ ρ̂r′′Π̂

αβ
r

〉
− ( ρ̂r′ − ρ(r′, t))

kBT
m

δαβ .

(B16)

Under the approximation that the system is close to equilibrium, the relevant ensemble is very similar to the equilibrium ensemble,
and we may take v(r, t) ' 0 and ρ(r, t) ' ρeq(r). This gives the final result for the projected currents

QtF̂
s→l
r = F̂

s→l
r − Tr

[
ρeqF̂

s→l
r

]
−

∫
dr′

∫
dr′′( ρ̂r′ − ρeq(r′)) 〈δ ρ̂r′δ ρ̂r′′〉

−1
eq

〈
δ ρ̂r′′F̂

s→l
r

〉
eq

,

Qtσ̂
αβ
r = σ̂αβ

r − Tr
[
ρtσ̂

αβ
r

]
−

∫
dr′

∫
dr′′( ρ̂r′ − ρeq(r′)) 〈δ ρ̂r′δ ρ̂r′′〉

−1
〈
δ ρ̂r′′σ̂

αβ
r

〉
eq

.

(B17)

Physically, the last integral terms are responsible to subtract
from the equilibrium fluctuations of the force density and stress
tensor that part that may still have a systematic dependence on
the fluctuations of the density.
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45P. Español and A. Donev, J. Chem. Phys. 143, 234104 (2015).

https://doi.org/10.1039/b909366b
https://doi.org/10.1038/nmat2994
https://doi.org/10.1080/00018737900101365
https://doi.org/10.1088/0953-8984/15/6/401
https://doi.org/10.1088/0953-8984/28/24/240401
https://doi.org/10.1088/0953-8984/12/8a/356
https://doi.org/10.1063/1.2214367
https://doi.org/10.1063/1.3266943
https://doi.org/10.1063/1.4807586
https://doi.org/10.1103/physrevlett.109.120603
https://doi.org/10.1103/physrevlett.109.120603
https://doi.org/10.1016/0378-4371(76)90017-0
https://doi.org/10.1103/physreve.49.3079
https://doi.org/10.1063/1.4811655
https://doi.org/10.1103/physreve.84.051203
https://doi.org/10.1063/1.4769101
https://doi.org/10.1103/physreve.80.046322
https://doi.org/10.1103/physreve.84.036311
https://doi.org/10.1103/physrev.175.77
https://doi.org/10.1103/physrev.144.151
https://doi.org/10.1007/bf01396518
https://doi.org/10.1063/1.1809582
https://doi.org/10.1103/physreve.76.041121
https://doi.org/10.1103/physrevlett.100.195901
https://doi.org/10.1103/physreve.84.016313
https://doi.org/10.1016/0378-4371(77)90128-5
https://doi.org/10.1080/0026897031000068578
https://doi.org/10.1063/1.2799186
https://doi.org/10.1063/1.3648049
https://doi.org/10.1103/physreve.89.032119
https://doi.org/10.1103/PhysRevE.93.023101
https://doi.org/10.1063/1.1512643
https://doi.org/10.1063/1.439952
https://doi.org/10.1103/physreva.8.2048
https://doi.org/10.1088/1751-8113/41/3/035501
https://doi.org/10.1088/1751-8113/41/3/035501
https://doi.org/10.1063/1.4907006
https://doi.org/10.1098/rspa.1982.0015
https://doi.org/10.1063/1.453240
https://doi.org/10.1063/1.458823
https://doi.org/10.1017/s0022112008002863
https://doi.org/10.1016/j.jnnfm.2007.08.001
https://doi.org/10.1103/revmodphys.83.1367
https://doi.org/10.1063/1.4936775

