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Onset of quantum chaos in molecular systems and the zeros of the Husimi function
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The distribution of zeros of the Husimi function has proven a useful tool in the characterization of regular
and chaotic quantum states of dynamical systems. In a previous paper [Phys. Rev. E 82, 026201 (2010)], we
showed how the quantum transition from order to chaos in three different molecular systems (LiCN, HCN, and
HO2) can be understood by means of the correlation diagram of eigenenergies versus the Planck’s constant. An
order-chaos frontier of scars (eigenstates localized over unstable and stable complementary, in the sense of the
Poincaré-Birkhoff theorem, periodic orbits) was observed. In this paper, we show how the distribution of zeros of
the Husimi function can be related to the onset of chaos in these molecular systems, showing a very interesting
feature at the frontier of scars; namely, some zeros of the Husimi function localize over the stable and unstable
fixed points corresponding to the two complementary periodic orbits, this representing the quantum equivalent
to the Poincaré-Birkhoff theorem.
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I. INTRODUCTION

In a seminal paper, Lebœuf and Voros [1] showed that the
distribution of zeros of the Husimi function is a meaningful
indicator of the regular or chaotic character of a state in
quantum maps. Specifically, the distribution of zeros is one-
dimensional, with the zeros distributed along a line, for regular
states, while it is two-dimensional, with the zeros spreading
uniformly in Husimi phase space, for chaotic states.

Thereafter, some authors have extended these studies in
quantum maps [2–4], and also these properties have been
shown to exist in more realistic systems. The regular or chaotic
behavior of quantum states has been characterized through the
distributions of the Husimi zeros in the spin-boson interaction
model [5,6], in quantum billiards [7,8], in one-dimensional
autonomous (then integrable) systems [9,10], in spin Stern-
Gerlach apparatus [11] (where it is possible to experimentally
measure the zeros), in acoustic waveguides [12], and also in
molecular systems [13–17].

In a previous paper [18], we have shown how the quantum
order-chaos transition for three different molecular systems
(LiCN, HCN, and HO2) is seen in the correlation diagram of
eigenenergies versus Planck’s constant, where an order-chaos
frontier of scars (eigenstates localized over unstable and stable
complementary, in the sense of the Poincaré-Birkhoff theorem
[19], periodic orbits) has been observed. In this study, we
extend our previous results for the LiCN molecular system
[13,15,16] to the HCN (whose dynamics is slightly different)
and HO2 (with behavior very different from LiCN) molecular
systems, showing how the distribution of zeros of the Husimi
function marks the onset of chaos in all these systems. As
will be seen, there is a very interesting characteristic of the
Husimi zeros at the frontier of scars, namely, some zeros
localize over the stable and unstable fixed points corresponding
to the two complementary periodic orbits, this representing
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a quantum correspondence with the Poincaré-Birkhoff
theorem [4].

The organization of the paper is as follows. In the next
section, we describe the three molecular systems under study,
as well as the mathematical methods used in our calculations.
In Sec. III, we present and discuss the most relevant results
concerning the classical dynamics and the distribution of the
Husimi zeros for our three molecular systems. Finally, we
summarize our main conclusions in Sec. IV.

II. MOLECULAR SYSTEMS DESCRIPTION
AND CALCULATIONS

A. Molecular systems

The systems studied in this work are triatomic molecules
A-BC, where the length between B and C atoms can be fixed at
its equilibrium value, due to the fact that the B-C interaction is
much stronger than the interactions with atom A, and then an
adiabatic decoupling of the corresponding degree of freedom
is possible. Namely, we study the motion of atom A around
the dimer BC. The corresponding Hamiltonian function for the
purely vibrational, i.e., without rotation, dynamics is given in
Jacobi coordinates by

H = P 2
R

2μ1
+ P 2

θ

2

(
1

μ1R2
+ 1

μ2r2
eq

)
+ V (R,θ ), (1)

where μ1 = mA(mB + mC)/(mA + mB + mC) and μ2 =
mBmC/(mB + mC) are reduced masses, mX are the corre-
sponding atomic masses, req is the fixed B-C equilibrium
length, R is the length between the B-C center of mass and
atom A, and θ is the angle formed by the corresponding R

and req directions, with θ = 0 and θ = 180◦ for the linear
configurations A-BC and BC-A, respectively. PR and Pθ are the
conjugate momenta, and V (R,θ ) is the potential energy surface
(PES) corresponding to the different molecular systems. It
should be noted that the Hamiltonian function in Eq. (1)
corresponds to a vibrational model for molecular systems
where the interactions with the rotational and electronic
degrees of freedom are neglected.

062901-11539-3755/2013/87(6)/062901(8) ©2013 American Physical Society

http://dx.doi.org/10.1103/PhysRevE.82.026201
http://dx.doi.org/10.1103/PhysRevE.87.062901


ARRANZ, SEIDEL, GIRALDA, BENITO, AND BORONDO PHYSICAL REVIEW E 87, 062901 (2013)

FIG. 1. (Top) Potential energy surfaces represented as contour plots spaced 1000 cm−1 for LiCN (left), HCN (middle), and HO2 (right)
molecular systems. Potential energy zeros have been set at the absolute minimum of each surface. Also, the minimum energy paths have
been plotted in dashed line. (Bottom) Composite Poincaré surfaces of section along the corresponding minimum energy path at energies of
2500 cm−1 for LiCN (left), 11 200 cm−1 for HCN (middle), and 12 500 cm−1 for HO2 (right). Notice the chains of islands near to energy
boundaries corresponding to resonances, accounting symmetry, 1:8 for LiCN, 1:10 for HCN, and 1:2 and 1:3 for HO2 (marked with triangles
(�) and crosses (×), respectively).

In particular, we have studied the Li-CN and H-CN
isomerizing systems, and the H-O2 radical, all of them with
highly nonlinear behavior at low energies but with different
dynamical characteristics. The corresponding PES’s, which
have been taken from literature [20–22], are shown in Fig. 1
(top), where their topographic differences can be observed.

Notice that the PES for the LiCN molecule has two minima
at θ = 0 and θ = 180◦, corresponding to the two linear
isomers Li-CN and CN-Li, and a saddle point at θ = 52.6◦,
corresponding to the transition state, all of them connected by
the minimum energy path (MEP). The most stable well is at
θ = 180◦ and, as we will see in Sec. III A, this is the well
where chaos starts.

The HCN PES is similar to that of LiCN, but in this case
the well at θ = 0, corresponding to the H-CN linear isomer,
is the most stable one. However, as in the LiCN case, chaos
starts in the well at θ = 180◦. In this case, the saddle point is
located at θ = 68.4◦.

Finally, the HO2 PES presents a very different structure.
Notice that this system, due to the homonuclear character
of the dimer O-O, has an additional symmetry plane (aside
from the trivial one along the interatomic axis direction req,
like in the LiCN and HCN systems) perpendicular to the
interatomic axis. The PES has two symmetric minima at
θ = 46.2◦ and θ = 133.8◦, and three saddle points located at
θ = 0, 90◦, and 180◦, respectively. Note that the topography
of HO2 PES implies quantum degeneracy, at least for low
energies, where the two wells are disconnected and tunneling
is negligible, the degenerate eigenstates being either symmetric
or antisymmetric in respect to the additional symmetry
plane.

B. Classical calculations

The Hamilton equations of motion corresponding to Eq. (1)
are built and standard numerical integration is used to obtain
trajectories for each molecular system. In order to get a suitable
graphical representation of the phase space, we have calculated
composite Poincaré surfaces of section (PSS’s) along the MEP
for different energies.

For this purpose, the coordinates (Ri,θi) of the MEP have
been numerically calculated and then fitted to a Fourier series
(to take advantage of the angular periodicity of the system),
obtaining an analytical expression Req(θ ) = ∑

k ck cos kθ

(with k even for HO2, due to the additional symmetry)
suitable for differential transformations. Then, the canonical
transformation

ρ = R − Req(θ ), ϑ = θ,
(2)

Pρ = PR, Pϑ = Pθ + PR[dReq(θ )/dθ ],

is made, so that, for a given energy E, a PSS along the
MEP is defined in the (ϑ,Pϑ ) coordinates, by making ρ = 0
and choosing an arbitrary branch (the negative one in our cal-
culations) in the second-order equation for Pρ that arise from
the Hamiltonian conservation H (ρ,ϑ,Pρ,Pϑ ) = E. Finally, all
the PSS points are folded into the interval ϑ ∈ (0,π ) to take
into account the symmetry of the molecular systems.

C. Quantum calculations

In order to obtain the eigenfunctions and eigenenergies
of the Hamiltonian operator corresponding to Eq. (1), the
discrete variable representation-distributed Gaussian basis
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method of Bačić and Light [23] has been used. In this
way, the approximately 900 low-lying eigenfunctions 〈Rθ |n〉,
n = 1, . . . , 900, with its eigenenergies converged to within
0.1 cm−1, have been obtained.

Moreover, and as it is well known (see, e.g., Ref. [24]), for
a state |ψ〉 from a N degrees of freedom system, the Husimi
function H(z) can be expressed as the probability density in
the coherent state representation, that is

H(z) = π−N |〈z|ψ〉|2. (3)

The coherent states |z〉 = |z1〉 ⊗ · · · ⊗ |zN 〉 are defined as the
eigenstates of the annihilation operator âk = 2−1/2[αkX̂k +
iP̂k/(αkh̄)], whose eigenvalues are zk = 2−1/2[αkx̄k +
ip̄k/(αkh̄)]. The parameters αk are given by αk = √

mkωk/h̄,
as a function of the mass mk and the harmonic frequency
ωk of the kth degree of freedom, and the Planck’s constant h̄.
Notice that the mean position and the mean momentum appear,
respectively, in the real and imaginary part of the eigenvalues,
that is, x̄k ≡ 〈zk|X̂k|zk〉 and p̄k ≡ 〈zk|P̂k|zk〉. Therefore, the
coherent state representation 〈z|ψ〉 can be calculated from
the position representation 〈x|ψ〉 by means of a basis set
change

〈z|ψ〉 =
∫

dNx〈z|x〉〈x|ψ〉, (4)

where 〈z|x〉 = 〈z1|x1〉 · · · 〈zN |xN 〉 is the harmonic oscillator
coherent packet given by

〈xk|zk〉 =
(

αk√
π

)1/2

e− 1
2 (|zk |2−z2

k )e− 1
2 (αkxk−

√
2zk )2

. (5)

Accordingly, we have obtained the coherent state represen-
tation of the eigenstates of our molecular systems 〈z|n〉 by
using the basis set change in Eq. (4), but expressed in Jacobi
instead of Cartesian coordinates, and then we have built the
Husimi function H(R,θ,PR,Pθ ) through Eq. (3), taking the
coordinates and momenta of real and imaginary parts instead
of using the complex variables. Notice that, in this case, the
normalization factor π−N in Eq. (3) should be replaced by
(2πh̄)−N .

In order to get a suitable graphical representation, and to be
able to compare with the classical calculations, a quantum
Poincaré surface of section (QPSS), Hs(ϑ,Pϑ ), has been
calculated by making, similarly to the classical PSS, the
canonical transformation given in Eq. (2) and setting ρ = 0
and Pρ chosen as in the classical case (negative branch).

Last, we have calculated the zeros of the QPSSHs(ϑ,Pϑ ) by
using the properties of the index of a curve [25]. Let T : x 
→ y

be a continuous transformation R2 T→ R2, then the index of a
closed curve defined in the origin space x equals the number of
zeros in the image space y enclosed by that curve. Moreover,
the index of a curve is the winding number of the transformed
curve around the coordinate origin of the image space. Thus,
taking into account that the Husimi QPSS, same as the Husimi
function [see Eq. (3)], is the squared modulus of a complex
number

Hs(ϑ,Pϑ ) = (2πh̄)−2[Re2(φ) + Im2(φ)], (6)

we have considered the transformation

T : (ϑ,Pϑ ) 
→ (Re(φ),Im(φ)). (7)

Then, the origin space (ϑ,Pϑ ) has been divided into square
cells, and the number of zeros contained in each cell numeri-
cally calculated by counting the winding number of the trans-
formed cell in the image space (Re(φ),Im(φ)). More details of
this technique of calculation of zeros are given in Ref. [14].

III. RESULTS AND DISCUSSION

A. Classical dynamics

Representative composite PSS’s for each molecule at
intermediate energies below the saddles are shown at the
bottom part of Fig. 1. It can be seen that these molecular
systems have a mixed phase space; that is, in all three systems
we can observe regular regions corresponding to tori and
chains of islands, and also chaotic regions. Notice that HO2

shows the most chaotic dynamics.
The LiCN system exhibits a regular dynamics around

the fixed points corresponding to the stable periodic orbits
(PO’s) contained in the symmetry planes at ϑ = 0, 180◦, and
associated to the two isomer potential wells. Also, we can
observe that the dynamics is very regular in the potential well
at ϑ = 0, and present a mixed character in the well around
ϑ = 180◦, which is the most stable one. Special attention
deserves the chain of eight islands (only four of them are
visible in the 0 < ϑ < 180◦ range of the figure) near the energy
boundary, corresponding to a 1:8 stable PO, together with the
chain of eight hyperbolic fixed points interspersed in the chain
of islands, not visible in the figure, corresponding to a 1:8
unstable PO. As we will show in Sec. III B3, a very interesting
feature of the zeros of the Husimi function is related to these
two complementary PO’s.

On the other hand, the HCN system exhibits a behavior
similar to LiCN. It also shows a very regular dynamics in the
potential well at ϑ = 0 and a mixed structure in the well at
ϑ = 180◦, which in this case is the less stable one. That is, in
the HCN system the most stable well is also the well with more
regular dynamics. Observe that in this system, as in the LiCN
case, there exists a chain of islands near the energy boundary,
but in this case the chain has ten islands (only five of them are
shown in the range of the figure), corresponding to a 1:10 stable
PO, and there exists also the corresponding 1:10 unstable PO.
As for the LiCN system, these two complementary PO’s are
closely related with the zeros of the Husimi function of scarred
eigenstates.

Moreover, the HO2 system shows a very different dynami-
cal behavior. As it is described in Ref. [18], the principal elliptic
fixed point bifurcates at very low energy becoming hyperbolic,
and only some chains of islands remain as stable structures.
Anyway, the chains of islands near the energy boundary
marked in the figure play a similar role, regarding the zeros
of the Husimi function, to that of the corresponding chains of
islands in the LiCN and HCN systems. It should be remarked
here that even though these two chains of islands correspond
to 1:2 and 1:3 stable PO’s, both appear at the same saddle
node bifurcation as unstable and stable PO’s, respectively, but
as energy increases the 1:2 PO becomes stable.
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FIG. 2. Regular eigenstates. (Top) Wavefunctions in position representation depicted as contour plots for eigenstates n = 15 of LiCN
(left), n = 25 of HCN (middle), and n = 29/30 of HO2 (right) molecular systems. The corresponding eigenenergy contours and minimum
energy paths have also been plotted in continuous and dashed line, respectively. (Bottom) Quantum Poincaré surfaces of section along the
corresponding minimum energy path of the Husimi functions represented as contour plots for the same eigenstates shown in the top panels.
The position of the zeros has been marked with dots (·).

B. Quantum eigenstates

As will be shown below, the distribution of zeros of the
Husimi function characterizes the regular or chaotic behavior
of the eigenstates in a similar way as the nodal pattern does for
the wavefunction (in position or momentum representation)
[26,27]. Indeed, the zeros of the Husimi function are the
nodal pattern of the squared modulus of the wavefunction
in the coherent state representation. However, the zeros of
the Husimi function have been shown to be a particularly
sensitive indicator, capable of detecting characteristics that are
not detectable by the nodal pattern of the wavefunction [13,16].
In addition, the zeros corresponding to the eigenstates at the
order-chaos frontier of scars [18] have an interesting feature
related to the fixed points of the involved PO’s.

1. Regular eigenstates

Three typical regular eigenstates, one for each molecule,
are presented in Fig. 2, where the wavefunctions in position
representation and the Husimi QPSS’s with its corresponding
zeros are shown. In all cases, the eigenstate number starts at
n = 1 for the ground state.

For the LiCN system we observe a regular wavefunction ex-
cited along the MEP, that is, with its nodal lines perpendicular
to the MEP, corresponding to the eigenstate n = 15. Note that
the number of these nodal lines (into the 0 < θ < 180◦ range of
the figure) is n⊥ = 9. Since there is not transversal excitation,
the number of nodal lines parallel to the MEP is n‖ = 0.
Let us now examine the Husimi QPSS and its distribution of
zeros. We see that the highest probability density is localized
along the energy boundary, the maximum (and minimum)
momentum Pϑ being the most probable for each ϑ value,

as corresponds to a state without transversal excitation. Then,
this is an eigenstate quantized over the most external torus of
the PSS. Also, the distribution of zeros is one-dimensional,
namely, the zeros are located along a line, as expected for
a regular state. Notice that the values of the ϑ coordinates
at the zeros approximately match the θ coordinates of the
wavefunction nodal lines at the MEP [remember that ϑ = θ

in the canonical transformation of Eq. (2)], so that the number
of wavefunction nodal lines n⊥ and the number of Husimi
function zeros nz is the same, n⊥ = nz = 9. Furthermore, the
Pϑ coordinates of the zeros are approximately null, Pϑ ≈ 0,
this also being characteristic of regular states.

In the HCN system, features similar to the LiCN system
are observed. In this case, the regular wavefunction excited
along the MEP, corresponding to the eigenstate n = 25, has
the quantum numbers (n‖,n⊥) = (0,8), the highest probability
density of the Husimi QPSS is also localized along the
energy boundary, the eigenstate being quantized over the
most external torus, and the distribution of zeros is one-
dimensional, with n⊥ = nz = 8, and the ϑ coordinates of
the zeros approximately matches the θ coordinates of the
wavefunction nodal lines at the MEP, the Pϑ coordinates of
the zeros being approximately null. Note that, due to the
fact that the amplitude of the wavefunction in the well at
θ = 0 is negligible, there are not visible contour lines of the
wavefunction nor the Husimi QPSS shown in the figure, but
the nodal pattern is visible in the zeros of the Husimi QPSS.

The HO2 system is, however, very different from the
previous cases. First, the wavefunction and Husimi QPSS
shown in Fig. 2 correspond to the two degenerate eigen-
states n = 29 and n = 30, symmetric and antisymmetric,
respectively, to its symmetry plane at θ = 90◦. Besides, in
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FIG. 3. Chaotic eigenstates. Same as described in the legend of Fig. 2 for eigenstates n = 99 of LiCN (left), n = 96 of HCN (middle), and
n = 98 of HO2 (right) molecular systems.

this system there are not purely regular eigenstates, except
perhaps the ground and first excited states. As discussed
in Sec. III A, the principal elliptic fixed point bifurcates at
very low energy (approximately the eigenenergy of the first
excited eigenstate), so that only the ground and the first excited
eigenstates are quantized over the principal tori, the subsequent
eigenstates being quantized over the surviving chains of
islands. Therefore, we can observe that the wavefunction of
eigenstate n = 29/30 is not exactly excited along the MEP,
the last node being parallel, rather than perpendicular, to the
MEP. Furthermore, the Husimi QPSS has a maximum clearly
located around (ϑ,Pϑ ) = (70◦,−5 a.u.), instead of having its
maxima localized along the energy boundary. However, this
state can be considered mostly regular since the distribution
of zeros is one-dimensional, although with n⊥ = 7 �= nz = 6.
Note that this inequality is due to the parallel position of the last
node with respect to the MEP. Also observe that, unlike for the
purely regular eigenstates of LiCN and HCN, the momentum
coordinates of the zeros are not approximately null in this case.

2. Chaotic eigenstates

In Fig. 3 we show three examples of eigenstates from LiCN,
HCN, and HO2 systems that can be considered as irregular or
chaotic states.

For the LiCN and HCN systems, the eigenstates n = 99 and
n = 96, respectively, have been represented. We can observe
that, in both cases, the corresponding wavefunctions (upper
panels) have an irregular nodal pattern in the region around
the well θ = 180◦, while in the region around the well θ = 0
they are roughly regular, in agreement with the classical
behavior described in Sec. III A, and also shown in the PSS’s
of Fig. 1 (bottom). Moreover, the Husimi QPSS’s of both
systems show a delocalized distribution of its maxima, and a
two-dimensional widespread distribution of the zeros, into the

well at θ = 180◦, as expected for a chaotic state, and more
localized maxima and a near to one-dimensional distribution
of zeros into the well at θ = 0.

On the other hand, the represented eigenstate n = 98 of the
HO2 system shows a completely irregular nodal pattern in its
wavefunction, and a delocalized distribution of the maxima
in its Husimi QPSS, with the zeros spreading out in a two-
dimensional distribution. Notice that for this eigenstate there
is no longer energy degeneracy.

3. Scarred eigenstates

Next, we discuss the behavior of the LiCN, HCN, and HO2

systems at the frontier of scars between order and chaos, as
was defined in Ref. [18]. We will focus our attention on the
corresponding distribution of zeros of the Husimi QPSS.

As energy increases, the first nonregular eigenstates of the
LiCN system are the states n = 24 and n = 25, shown in Fig. 4.
We can see how the corresponding wavefunctions are excited
along the 1:8 PO’s (superimposed in the figure) rather than
along the MEP, as it would be the case for regular states, with
n⊥ = 12 nodal lines perpendicular to the corresponding PO
in both states. Notice that the PO’s in eigenstates n = 24 and
n = 25 are, respectively, unstable and stable complementary
(in the sense of the Poincaré-Birkhoff theorem [19]) PO’s.
Namely, the eigenstate n = 24 is a scar, and the eigenstate
n = 25 is a localized state.1 Particularly interesting are the
Husimi QPSS’s of these states. As we can see, the maxima
of the Husimi QPSS’s are located around the fixed points of
the corresponding PO’s, that is, these states are not localized
over the PO’s in the configuration space only, but they are also

1As originally defined by Heller [28], the term scar coined by him
applies to states localized over unstable PO’s.
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FIG. 4. Scarred eigenstates. (Top) Wavefunctions in position
representation depicted as contour plots for eigenstates n = 24 (left)
and n = 25 (right) of LiCN molecular system. The corresponding
eigenenergy contours and minimum energy paths have been plotted
in continuous and dashed line, respectively. Also, the two complemen-
tary scarred periodic orbits have been plotted in thick line. (Bottom)
Quantum Poincaré surfaces of section along the corresponding
minimum energy path of the Husimi functions represented as contour
plots for eigenstates n = 24 (left) and n = 25 (right) of LiCN.
Zeros have been plotted as dots (·). Also, the fixed points of the
corresponding scarred periodic orbit and its complementary one have
been plotted as stars (
) and big circles (©), respectively.

localized in the phase space. Furthermore, the number of zeros
equals the number of wavefunction nodal lines, nz = n⊥ = 12,
and the zeros have a one-dimensional distribution with Pϑ ≈ 0,
as for a regular state, except 4 of them (as many zeros as
PO’s fixed points) that are localized around the fixed points of
the complementary PO. Note that these complementary PO’s
correspond to those discussed in Sec. III A and indicated in
the caption of Fig. 1.

For the HCN system, similar results to those for the LiCN
system are found. In Fig. 5, the eigenstates n = 44 and n = 45
corresponding to the frontier of scars are shown. We can see
that they have two clearly differentiated parts: one into the
well at θ = 0 and the other into the well around θ = 180◦.
The part around θ = 0 is mostly regular (and similar) for both
states, corresponding to the excitation along the MEP, namely,
with the nodal lines of the wavefunction being perpendicular
to the MEP, and with a mainly one-dimensional distribution
of the zeros of the Husimi QPSS. Notice that the number of
wavefunction nodal lines equals the number of Husimi QPSS
zeros, as expected. Moreover, the part around θ = 180◦ is
where scarring takes place. Indeed, in this part the eigenstates
n = 44 and n = 45 are excited along the complementary
(unstable and stable, respectively) 1:10 PO’s, with n⊥ = 12
wavefunctions nodal lines perpendicular to the corresponding
PO in both states. We can observe that the localization over the

FIG. 5. Scarred eigenstates. Same as described in the legend
of Fig. 4 for eigenstates n = 44 (left) and n = 45 (right) of HCN
molecular system.

stable PO is not as clear in the wavefunction of the state n = 45,
as in the corresponding Husimi QPSS representation, where its
5 maxima are seen to approximately coincide with the PO fixed
points. The interesting behavior of the Husimi QPSS zeros for
scarred states previously shown in LiCN system also takes
place here, namely, the number of zeros equals the number of
wavefunction nodal lines, nz = n⊥ = 12, and its distribution
is one-dimensional, except for 5 of them, which are localized
around the 5 fixed points of the complementary PO.

On the other hand, the HO2 system, although being very
different to LiCN and HCN, also shows the above behavior at
the frontier of scars. For this system, we have represented the
eigenstates n = 49/50 and n = 53/54 (degeneracy still exists
at these eigenenergies) in Fig. 6, where it can be observed
how the corresponding wavefunctions appear mostly excited
along the 1:3 and 1:2 PO’s, with n⊥ = 10 excitations in both
cases. As explained in Sec. III A, the stable and unstable PO’s
arise at a saddle node bifurcation, but thereafter the unstable
one becomes stable. Then, strictly speaking, these eigenstates
would not be scars, but localized states over stable PO’s.
However, the features of the Husimi QPSS shown above for
scarred states of the LiCN and HCN systems are also seen
in the HO2 system. We can observe that the maxima of the
Husimi QPSS’s are located around the fixed points of the
corresponding PO’s, namely, these states are localized over
the PO’s not only in configuration space but also in phase
space. Besides, the zeros have a one-dimensional distribution,
except 2 of them for the state n = 49/50 that are localized
around the 2 fixed points of the 1:2 PO, and 3 zeros of the
state n = 53/54 that are localized around the 3 fixed points
of the 1:3 PO. Nevertheless, as in the regular eigenstates of
this system, the number of zeros is not equal to the number of
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FIG. 6. Scarred eigenstates. Same as described in the legend of
Fig. 4 for eigenstates n = 49/50 (left) and n = 53/54 (right) of HO2

molecular system.

wavefunction nodal lines, n⊥ = 10 �= nz = 8, due to reasons
similar to those of the regular case.

IV. CONCLUDING REMARKS

The distribution of zeros of the Husimi function has been
shown to be a useful indicator of the onset of quantum chaos
in quantized maps [1,3,4]. Particularly, the distribution is
one-dimensional for regular states, and it is two-dimensional
(spread in Husimi phase space) for chaotic states.

In this paper, we have extended our previous results about
the zeros of the Husimi function in the molecular system LiCN
[13,15,16] to two different molecular systems: the slightly
different system HCN and the very different system HO2.
Classically, for a given excitation energy, all of them have a
mixed type phase space, that is, a phase space composed of
regular tori, chains of islands, and chaotic regions, the HO2

system being the most chaotic of all cases considered here.

Indeed, at intermediate energies, the LiCN and HCN systems
maintain their principal elliptic fixed point, associated to the
corresponding minimum of the PES, which is not the case for
HO2, where its principal elliptic fixed point bifurcates at very
low energy. Moreover, our study is carried out in a suitable
quantum PSS of the Husimi function.

For the purely regular eigenstates of LiCN and HCN
systems, i.e., those states quantized over tori around the
principal elliptic fixed point, the distribution of zeros is
one-dimensional, with momentum coordinates approximately
null, and position coordinates corresponding to the nodal
lines of the wavefunction in position representation. Thus,
the number of zeros equals the number of wavefunction nodal
lines. For the mostly regular eigenstates of the HO2 system,
i.e., those states quantized over the surviving chains of islands,
the distribution of zeros is also one-dimensional, but in this
case the momentum coordinates are not approximately null.
Besides, the position coordinates correspond to the nodal lines
of the wavefunction in position representation, although here,
due to the non purely regular character of the states, the number
of zeros is not exactly the same as the number of wavefunction
nodal lines. However, the distribution of zeros distinguishes
between purely regular and mostly regular eigenstates.

On the other hand, for the chaotic eigenstates of the three
systems, i.e., those states not quantized over tori, the distribu-
tion of zeros is two-dimensional, spreading out in the available
Husimi phase space.

Finally, the most interesting result arises at the frontier
of scars between order and chaos unveiled in our previous
paper [18]. This frontier is formed by pairs of eigenstates
that are quantized over two complementary (in the sense
of the Poincaré-Birkhoff theorem [19]) stable and unstable
periodic orbits. In this case, the distribution of zeros is one-
dimensional, like for regular states, except a number of zeros
equal to the number of fixed points has the complementary
periodic orbit that are localized around these fixed points, this
representing the quantum equivalent to the Poincaré-Birkhoff
theorem.
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