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Switching classical trajectory Monte Carlo method to describe two-active-electron collisions
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We propose a classical trajectory Monte Carlo method to describe two-center collisions with two active
electrons. The approach is based on switching between standard four-body and three-body descriptions and it is
therefore easy to implement. We demonstrate the reliability of the approach for fundamental H+H and H++H−

collisions that neither four-body nor three-body classical methods describe satisfactorily.
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Abrines and Percival introduced 50 years ago a statistical
classical approach to atomic collisions [1], which since then
has become one of the most useful methods to calculate
cross sections and to picture the mechanisms underlying
inelastic processes (see, e.g., [2–6] and references therein).
This approach, which employs classical mechanics to de-
scribe nonadiabatic dynamics in terms of noninteracting
electron trajectories, is referred to as the classical trajectory
Monte Carlo (CTMC) method. Beyond atomic collisions,
CTMC is also widely used in the framework of laser-matter
interactions [7–12]. However, the applicability of CTMC
is usually restricted to one-active-electron dynamics, since
many-electron systems are classically unstable and subject
to artificial autoionization (see [13] and references therein).
Therefore, many-electron systems are generally described
within the independent electron model [14,15], employing
effective charges [16,17] or static model potentials [18–20]
to represent the interaction of one active electron with the
ionic core, which is assumed to remain frozen during the
interaction. This model yields satisfactory agreement with
experimental data for one-electron processes [3,16], but mul-
tielectron processes are generally overestimated [18,20,21].
The overestimation has been interpreted as a result of the
frozen ionic core approximation, and a dynamical screening
approach, in which the interaction between active electrons
is represented in terms of a time-dependent model potential,
was then proposed [22]. It led to an improvement of computed
double-ionization cross sections in p+He collisions. A similar
improvement was achieved in [13], where the electron-electron
interaction was softened by describing the active electrons
in terms of Gaussian density distributions. Alternatively to
these screening approaches, artificial autoionization can be
prevented by adding to the electronic Hamiltonian a repulsive
potential which prevents the electrons approaching too close
to each other [10,23–25].

In this work, we propose a CTMC method for two-active-
electron systems, called switching CTMC. It combines the
usual static screening approach, which is employed when the
two electrons are bound to the same nuclear center, with an
exact description of the electron-electron interaction as soon
as electron detachment occurs. Our approach has the main
advantages of CTMC, i.e., it is easy to implement and provides
a picture of the dynamics, but, in contrast to all previous
approaches, our method is free from any additional parameter

that constrains the electronic repulsion, apart from the well-
established form of model potentials for static screening. In
the present work, we illustrate the reliability of our approach
for the two fundamental collision systems, H(1s)+H(1s) and
H+ + H−, as prototypes of collisions where active electrons
are initially located either on different centers or on the
same nucleus. Besides its application to these fundamental
two-center systems, the method can be easily extended to any
other two-electron process taking place, e.g., in ion-cluster
collision or laser-atom or -molecule interaction.

H(1s)+H(1s) collisions have been investigated experimen-
tally [26–28]. These experiments reported total cross sections
for electron capture by the projectile, also called negative-
projectile ion formation:

H(e2) + H(e1) → H−(e1,e2) + H+. (1)

Particular attention has been paid to this electron capture
reaction from the theoretical side; it has been studied by
means of semiclassical close coupling [29–31], perturba-
tive first Born [32–35], and four-body CTMC (4b-CTMC)
[36–38] approaches. The 4b-CTMC calculations of Becker
and McKellar [37] drastically underestimated the cross section
for reaction (1). The authors explained this result as a
consequence of the very small electronic phase space for
classical H−, as previously pointed out by Olson (private
communication in [37]), who showed that the trajectories
leading to H− formation autodetach as the integration time
increases. However, the 4b-CTMC calculations of Olson [36]
overestimate the experimental cross section for reaction (1).
A more recent 4b-CTMC calculation, by Dimitriou et al. [38],
has yielded a clear underestimation of this cross section,
as expected from artificial autoionization that follows the
formation of the classical H−, and in agreement with the
findings of Becker and McKellar.

H+ + H− collisions have been studied extensively, from
both the experimental [39–44] and theoretical [30,31,45–52]
sides. In this respect, the main challenges of a classical
description are to describe a stable two-electron target anion
and to correctly represent the mutual neutralization process,

H+ + H−(e1,e2) → H(nlm) + H(n′l′m′), (2)

in which electron correlation effects may play an important
role. Theoretical treatments usually assume that neutralization
involves only the loosely bound electron of H− and therefore

2469-9926/2016/94(2)/022710(6) 022710-1 ©2016 American Physical Society

http://dx.doi.org/10.1103/PhysRevA.94.022710
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employs a static model potential to represent the interaction
of this active electron with the frozen ionic core. This
reduces the original four-body problem to a simpler three-body
system [47,48,51]. However, some works [47,51] suggest that
this description is not valid at high collision energies where an
important contribution to neutralization comes from the core
electron.

We consider first the 4b-CTMC approach to explain its
limitations to reliably describe the H(e2)+H(e1) reaction.
The Hamiltonian of the 4b-CTMC treatment includes the
unscreened Coulomb forces between the four bodies, the two
electrons, and the two point charges for the nuclei. Since
the two electrons are initially bound to different nuclei, the
initial electron distribution consists of the product of two
microcanonical distributions, δ[H (e1) − E0]δ[H (e2) − E0],
where H (ei) = p2

i /2 − 1/ri is the Hamiltonian of electron ei ,
with ri and pi its position and momentum with respect to
the proton to which it is bound, and E0 = −0.5 a.u. In
practice, the microcanonical ensembles are built according
to the original recipe of Abrines and Percival [1], and they
both contain the same number of independent trajectories
N = 3100. For a nuclear trajectory initially characterized by
the impact velocity v and the impact parameter b, the two-
electron dynamics are obtained by integrating the Hamilton
equations for the N 2 pairs of electrons up to the final time
tfin = 2000/v a.u. For each electron pair, we calculate the
one-electron energies with respect to the projectile (E(P)

1,2) and

the target (E(T)
1,2) at t = tfin. The elastic and excitation processes

correspond to E
(P)
i < 0 and E

(T)
j < 0 (i �= j ). For the single-

ionization process one has E
(P)
i > 0 and E

(T)
i > 0 with either

E
(P)
j < 0 or E

(T)
j < 0, while for the double-ionization process,

all the monoelectronic energies E
(P),(T)
1,2 are positive. For the

electron capture process, the electron energies fulfill either
E

(P)
tot = E

(P)
1 + E

(P)
2 + 1/r12 < 0, with E

(P)
1 < 0 and E

(P)
2 < 0

(projectile H− formation), or E
(T)
tot = E

(T)
1 + E

(T)
2 + 1/r12 < 0,

with E
(T)
1 < 0 and E

(T)
2 < 0 (target H− formation).

The main failure of the standard 4b-CTMC approach
lies in the description of the electron capture process. As
already mentioned, whenever a two-electron H−(e1,e2) anion
is formed along the collision, autoionization takes place as
soon as the two orbiting electrons come too close to each
other. The delay between H− formation and artificial electron
detachment depends on the orbiting conditions. However,
autoionization inevitably occurs so that the probability for H−
formation continuously decreases as time increases, as shown
in Fig. 1 for a prototypical nuclear trajectory with E = 30 keV
and b = 1 a.u. The probability for H− formation vanishes down
to 0, leading simultaneously to an overestimation of genuine
single-electron ionization probabilities.

Our approach to circumvent this drawback consists in
switching between standard 4b- and 3b-CTMC methods. We
employ 4b-CTMC as long as the two active electrons are not
bound to the same nuclear center, and we switch to 3b-CTMC,
with static screening, as soon as the two electrons bind to the
same nucleus with either [E(T)

1 (t) < 0, E
(T)
2 (t) < 0, E

(T)
tot (t) <

0] or [E(P)
1 (t) < 0, E(P)

2 (t) < 0, E(P)
tot (t) < 0]. Nevertheless, we

still consider explicitly the dynamics of the two electrons after
switching by considering simultaneously, but independently,
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FIG. 1. Evolution of electron capture transition probability as a
function of Z = vt in H(1s) + H(1s) collisions with E = 30 keV
and b = 1 a.u. Results from switching (—) and 4b (- - -) CTMC
calculations. In the inset, we zoom in on the −5 � Z � 100 a.u.
interval.

the two three-body systems {(H+ + e2) + e1} + H+ and
{(H+ + e1) + e2} + H+. Dynamics of electron e1 are repre-
sented by the former 3b system, where the electron e2 is not
active, while the dynamics of electron e2 are followed in terms
of the later 3b system with inactive e1. In practice, the interac-
tion between the subsystem (H++ei) and the active electron ej ,
with {i,j} = {1,2}, is described by the static model potential
Vmod(rj ) = −(1 + αrj ) exp(−2αrj )/rj [49,53], where α =
0.65 (a.u.)−1 is chosen to yield the first ionization potential
of H−, 0.027 a.u. When the active electron of one of the
3b-systems is freed through ionization or electron capture, we
switch back to the propagation of the 4b system with explicit
consideration of the electron-electron repulsion term 1/r12.
The changes in the potentials felt by each electron at the
moment of switching from the 4b- to the 2 × 3b − CTMC
calculations (or vice versa) are smooth and do not cause
numerical instabilities. This is illustrated in the upper panel
of Fig. 2, where we plot the temporal evolution of the electron
distances r1 and r2 measured with respect to the target nucleus
for a representative trajectory with E = 30 keV and b = 1
a.u. that leads to negative target ion formation. One can note
that r1 and r2 behave smoothly around t = 0 a.u., where we
switch from 4b- to 2 × 3b − CTMC propagations because of
H− formation. For t > 0, the static screening description of
the electron-electron repulsion ensures that the target anion
remains stable, and therefore we obtain (Fig. 1) a capture
probability that stabilizes for t � 100 a.u., contrary to what
happened with the 4b-CTMC approach. This stability for the
H− is clearly observed in the lower panels of Fig. 2, where
the classical orbits of the two electrons are shown, before and
after the switching. These panels illustrate the different nature
of the orbits associated to Coulomb and model potentials for
∼50/v a.u. of integration time, around the nucleus they are
bound to. Similar plots are found for all the electron pairs that
lead to negative target (and projectile) ion formation.

We present in Fig. 3 the total cross section for negative-
projectile ion formation [Eq. (1)], calculated by means of
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FIG. 2. Upper panel: Illustration of the switching between 4b- and 2 × 3b CTMC calculations in H(1s) + H(1s) collisions. The figure
shows the time evolution of electron distances, r1 (full line) and r2 (dashed line), to the target nucleus, and the distance from the projectile to the
target nucleus (dashed-dotted line), for a trajectory initially defined by E = 30 keV and b = 1 a.u. that leads to H− formation. The vertical line
indicates the time when the switching takes place. Lower panels: Classical electron orbits before (−50 < t < −5 a.u.) and after (5 < t < 50
a.u.) the switching with respect to the nucleus they are bound to. In the “Before” panel the projectile is located at (1,0,–5) for clarity.

standard 4b- and switching-CTMC approaches, considering
a final time of integration of 2000/v a.u., as previously
stated. We have checked that the differences with those
cross sections calculated with a final integration time of
500/v a.u. are around 4%, and therefore the calculation
can be considered as converged. We have also analyzed the
convergence with statistics estimating the standard deviation
error of the probability as explained in [54], and we have found
errors smaller than 3%. These cross sections are compared
to experimental data [26,28], previous 4b-CTMC [36,38],
and semiclassical atomic close-coupling [31] calculations.
Our 4b-CTMC cross section agrees with that of Dimitriou
et al. [38], as it could be expected since these authors also
employed the standard 4b-CTMC method. Both calculations
are found to strongly underestimate the experimental cross
section because of the inability of 4b-CTMC to describe
a stable H− (see the illustration in Fig. 1). However, and
surprisingly, the 4b-CTMC results of Olson [36] lie high
above the experimental data, which is probably due to an
excessively short integration final time in his calculations,
as can be surmised from Fig. 1. On the other hand, our

switching-CTMC approach yields converging probabilities,
and the associated cross section shows nice agreement with
experiments [26,28]. The agreement with the close-coupling
results of Wang et al. [31] is also remarkable.

This result encouraged us to address the study of the
inverse reaction (2). In this case, we start the calculation in the
2 × 3b − CTMC framework to describe the H−(e1,e2) target.
The two-electron initial distribution is the product of two
microcanonical distributions, both located at the target center,
involving the static model potential Vmod to represent mutual
electron-electron screening. In other words, each electron pair
in the 2 × 3b − CTMC calculation initially consists of two
independent and equivalent electrons with energy –0.027 a.u.
This can seem contradictory with the intuitive picture of H−,
which usually involves the concept of inner and outer electrons.
(Even if in quantum mechanics both electrons are equivalent.)
Therefore, we show in Fig. 4 that there is no paradox: the mean
monoelectronic energies, < E

(T)
i >, computed by averaging

E
(T)
i = p2

i /2 − 1/ri over the N independent trajectories,
approach –0.5 a.u., as expected, while the mean repulsion
< 1/r12 > is close to 0.5 a.u. The total electronic energy

022710-3
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FIG. 3. Total cross section for negative-projectile ion formation
[Eq. (1)] as a function of the incident energy E in the laboratory frame.
Present switching (—) and 4b (- - -) CTMC calculations. Previous
4b-CTMC results from Dimitriou et al. [38] (· · ·) and Olson [36]
(- · · -). Two-center two-electron close-coupling calculations from
Wang et al. [31] (- - · - -). Measurements from Hill et al. [28] (�) and
McClure [26] (�).

is thus < E
(T)
1 > + < E

(T)
2 > + < 1/r12 >≈ −0.5 a.u., close

to the quantum-mechanical value (–0.5027 a.u.). Once the
initial conditions are appropriately established, we numerically
integrate the Hamilton equations of the two independent
three-body systems, and we switch to 4b-CTMC calculation
as soon as the active electron of one of the two three-
body systems is released. This switch is opposite to the
one illustrated in Fig. 2 and occurs in a similarly smooth
way. Moreover, we show in Fig. 4 that the switch suitably
describes on the electronic energy scale the process of direct

FIG. 4. Illustration of the temporal evolution of mean monoelec-
tronic energies < E

(T)
1 > (—, •), < E

(T)
2 > (- - -, �), < E

(P)
2 > (- ·

- ·) and mean interelectronic repulsion, < 1/r12 >, (- · · -, �) for
a nuclear trajectory with E = 30 keV and b = 1 a.u. in H++H−

collisions. The lines refer to averages over the electron pairs (e1,e2)
leading to direct neutralization, while the dots refer to averages over
all N 2 electron pairs. The shaded area indicates the region where the
switching between 2×3b- and 4b-CTMC descriptions takes place.
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FIG. 5. Total cross section for mutual neutralization in H++H−

collisions as a function of the collision energy E. H++H−(1s2) →
H(nlm)+H(n′l′m′) in the upper panel and H(nlm)+H(1s) in the lower
panel. Present CTMC results obtained with the switching (—) and
3b-IPM-CTMC (- · -) approaches. Coupled-channel calculations from
Shingal and Bransden [30] (- - · - -), Wang et al. [31] (- · · -), and
Ling and Wang [55] (· · ·). CB1-4B results from Mancev et al.[51] (-
- - -). Experimental results from Schön et al. [40] (•).

neutralization (2); we observe along the collision (E = 30 keV,
b = 1 a.u.) a smooth transition from the initial condition, with
< E

(T)
1 >≈< E

(T)
2 >≈ −0.5 a.u., to the final situation where

< E
(T)
1 >≈< E

(P)
2 >≈ −0.5 a.u. and < 1/r12 >≈ 0.

The total cross section for mutual neutralization [Eq. (2)],
obtained by means of the switching-CTMC approach, is
plotted in the upper panel of Fig. 5. It is in good agreement with
the experimental data of Schön et al. [40]. The improvement
related to switching is gauged by the comparison with the
cross section resulting from 3b-IPM-CTMC calculations. In
such calculations, static screening is employed throughout the
interaction and the neutralization probability is computed us-
ing the independent particle model [14,15] as 2pcpe, where pc

and pe are monoelectronic probabilities for capture and elas-
tic+excitation processes, respectively. The neutralization cross
section is drastically underestimated in the 3b-IPM framework.
At low energies, the cross section issued from switching
CTMC is close to the cross sections obtained by means of
two-center atomic close-coupling calculations [30,31]. In the
lower panel of Fig. 5 we consider the neutralization process
restricted to production of target H into its ground state,
i.e., H++H− → H(nlm)+H(1s). The cross section obtained
by means of the switching approach is in very satisfactory
agreement with the four-body boundary-corrected first Born
(CB1-4B) results of Mancev et al. [51]. The two-center close-
coupling calculations of Shingal and Bransden [30], which
provide a satisfactory cross section for total neutralization,
seem to overestimate the production of target H atoms in
excited states. In our calculations, the mutual neutralization
with target excitation processes account for 16.5% of mutual
neutralization at 20 keV. It reaches a maximum value of ∼25%
at around 120 keV and decreases down to 15.5% at 200 keV.
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In conclusion, we have introduced a classical method
which circumvents in a simple way the issue of artificial
ionization in collisional processes involving two active elec-
trons. This approach, referred to as switching CTMC, is
based on the standard four-body procedure as long as the
two electrons are not bound to the same nuclear center,
and switching to three-body calculations involving a static
screening description for both active electrons is applied as
soon as they bind to the same ion. Switching from four- to
three-body descriptions (and vice versa) may occur multiple
times along the same nuclear trajectory. We have shown that
the switching-CTMC treatment applies successfully to the
benchmark collisions H+H and H++H−. For H + H, where
the electrons are initially located on different centers, the
approach provides an accurate description of H− formation,
which cannot be described by applying the standard four-body

CTMC method. For H++H−, with two active target electrons,
the switching-CTMC method yields a much better description
of neutralization processes than usual three-body treatments.
In the near future, we plan to apply our switching-CTMC
approach to ion-cluster interactions described in terms of un-
derlying ion-atom collisions. We indeed recently showed that
a simple description of electron correlation hinders an accurate
treatment of some processes such as cluster anion forma-
tion [20]. The switching-CTMC approach should remedy this
problem.
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