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Abstract

The Hardware-In-the-Loop (HIL) technique is increasingly used for test-

ing power electronics. FPGAs (Field-Programmable Gate Array) are becoming

usual in this kind of emulation due to their acceleration capabilities. But even

using FPGAs, it has not been possible to reach real time simulations when small

integration steps are necessary (around 100 ns or lower) if floating-point repre-

sentation is used. Fixed-point has been the solution, but at a high design effort

cost. With the release of FPGAs with HFP (Hardened Floating-Point) cores —

dedicated floating-point blocks implemented in silicon —, the minimum achiev-

able simulation step decreases significantly. This paper presents a comparison

between HFP cores, floating-point in programmable logic and fixed-point for

HIL models. Results show that both HFP-based and fixed-point arithmetic

achieve a simulation step around 10 ns for a full-bridge converter model. A

comparison regarding resolution and accuracy is also presented, because accel-

eration is not the only issue when decreasing the integration step. Numerical

resolution also plays an important role, and 32-bit floating-point representa-

tion finds a double barrier: acceleration marked by technology, and numerical

resolution. Both are explored in this paper.
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1. Introduction

Over the past two decades, there has been a significant growth in digital con-

trol of switched-mode power supplies [1, 2, 3, 4, 5], motors and other electronic

devices [6, 7, 8, 9]. This has created the need of debugging mixed analog-digital

systems, complicating simulations and making them longer. The reason for long5

simulations is usually the difference between natural times in digital and ana-

log parts. At the same time, digital devices have grown in performance and

speed, making it possible to emulate analog systems in real time, known as HIL

(Hardware-In-the-Loop). Apart from the significant acceleration of the debug-

ging process using HIL instead of mixed-signal simulations, HIL also offers the10

opportunity to debug the controller in its final implementation. Therefore, it

is not surprising the growth of HIL market. As an example, [10] offers an ex-

tensive review of the simulation alternatives for microgrids and it evinces the

consolidated use of HIL in power electronics.

It is important to keep in mind that HIL systems must run at real time.15

That is why the use of FPGAs has caused a revolution of HIL systems. While

microprocessor-based HIL implementations achieve integration steps of about

hundreds or tens of µs [11], FPGAs can reach integration steps of tens or hun-

dreds of ns [12, 13, 14, 15, 16, 17]. Therefore, commercial tools like Typhoon

HIL, OPAL-RT, dSPACE and Hypersim use FPGAs to accelerate their models.20

When using FPGAs, commercial HIL systems can handle complex models,

defined by the user, with an integration step of tens of µs, almost without re-

quiring user optimization. For instance, in [18], a supervisory predictive control

of a power plant and a model of a gas microturbine are implemented with the

RT-LAB simulator from OPAL-RT. In [19], the Hypersim real time simulator25

is used to implement a model of the VSC-HVDC (Voltage-Source Converter

High Voltage Direct Current) link between France and Spain achieving a 20 µs

time step. In [20], OPAL-RT eMEGASIM and OMNeT++ are used to model
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clusters of microgrids and their communication network in order to analyze the

latency of a power routing algorithm.30

However, in the case of systems that require an integration step in the order

of tens or hundreds of ns, like high frequency switching converters, these tools

cannot improve the integration step as much as desired, so it is necessary to

implement an optimized model in an FPGA by hand [21, 22, 23, 24, 25]. In those

cases in which the speed of the HIL model is crucial, the way of representing the35

internal variables becomes critical. Two main arithmetics can be used: fixed-

point and floating-point. The former allows high synthesis frequencies but the

design effort is not negligible, while the latter is much easier to use but it allows

notably lower frequencies. In [26] a comparison between fixed and floating-point

arithmetics was accomplished, showing that the fixed-point model worked about40

ten times faster while using less than ten times fewer resources in terms of LUTs

(Look-Up Table). However, regarding the implementation effort, it is true that

optimized fixed-point models may not be viable if the model is not simple.

The main contribution of this paper comes from the comparison of fixed-

point and floating-point for HIL systems, but taking into account the irrup-45

tion of new floating-point possibilities in FPGAs. Recently, FPGAs with HFP

(Hardened Floating Point) cores, i.e. floating-point cores implemented in silicon

without using programmable logic, have begun to be commercialized. Although

the term hardened has being mainly used to describe processors implemented in

silicon inside the FPGA, it is also used for any other cores implemented in sili-50

con like the new floating-point cores [27, 28]. Using HFP cores, the Intel Arria

10 FPGA family offers 1,500 GFLOPS of DSP (Digital Signal Processor) perfor-

mance, which is the total performance of all cores running simultaneously and in

the best possible conditions. Therefore, this is a theoretical limit in which they

take advantage of core pipelining. However, the pipeline strategy in a power con-55

verter HIL model is not a clear advantage, since the results of each integration

step are fedback for the next integration step. Anyhow, it is clear that the per-

formance of floating-point in FPGAs will improve when using HFP cores. The

goal in this paper is to quantify the improvement when using this technology
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for HIL models, comparing it to the performance of the two classical numerical60

implementations in FPGAs: fixed-point and floating-point without HFP cores.

In order to make the comparison, a HIL model is implemented in three ways:

using fixed-point representation, and using floating-point representation but in

two versions, using HFP cores and implementing the floating-point operations

in generic programmable logic (which was the only method until now).65

The rest of the paper is organized as follows. Section 2 shows the limits of

the current technology for HIL. Section 3 introduces the case of study, the power

converter that has been used for the HIL model example. Sections 4 and 5 show

the implementation details and experimental results. Finally, Section 6 provides

the conclusions.70

2. Technology limits and numerical resolution

As explained in the previous section, FPGAs can be used to speed up the

simulations of an analog plant. Some software tools allow the designer to de-

scribe the plant model with high level language or even with schematics, and

they automatically translate the input into synthesizable code. Even though75

they generate functional code, the results in area and speed are not optimal.

For instance, authors in [26] compared the same model using System Generator

and hand coded HDL, and the System Generator model ran at half the speed

compared to the hand coded model and also obtained worse area results.

In addition, in [29] HIL models are presented using an automatic HDL trans-80

lator. In [29], the equations for the model are extracted and codified into Lab-

View. The software tool translates the equations and algorithm blocks into

synthesizable HDL using fixed-point arithmetic. The authors obtain an inte-

gration step of 150 ns for a three-phase inverter simulation and 6.4 µs for a

three-phase power distribution network simulation.85

Therefore, hand coded HDL code can be used to optimize speed and area.

One of the first choices that must be made is the selection of arithmetic. This

choice is not a matter of designer predilection but it affects the development
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speed, speed and area of the model, and its resolution.

The two main eligible arithmetics for a model are fixed-point and floating-90

point. Fixed-point obtains the best synthesis results, in terms of area and speed.

Moreover, in the past, no synthesizable floating-point libraries were available for

FPGAs. The main drawback of fixed-point is the design time that it needs. To

obtain optimal area and speed results, the designer should decide every signal

width and the number of bits dedicated to the integer and fractional parts inside95

the signal. This process must be done carefully to avoid numerical overflows but

also to provide enough fractional bits to achieve the desired numerical resolution

as the model accuracy depends on it.

The release of synthesizable floating-point libraries removed the need to

choose signal widths. By using floating-point, the designer does not need to100

care about the magnitude of the signals because the point location changes as

needed. However, these libraries have two disadvantages: the aforementioned

area and speed results, which are worse than those of fixed-point, and their

constrained resolution. The characteristics of floating-point allows the designer

to optimize the resolution of a signal because it uses normalized notation (i.e.105

only one significant integer bit). However, the number of bits for the significand

is fixed so signals cannot be adapted if they need to store big magnitudes while

keeping low value fractional bits. This circumstance is frequent in HIL systems

because many plants are modeled using small integration steps, so it is com-

mon to calculate the voltage of a converter, which can be around hundreds of110

volts, while needing to add small increments of around microvolts. Both must

be stored in a single variable, which can lead to resolution problems.

Authors in [30] analyzed the resolution problem and stated that the mini-

mum number of bits needed to represent a number can be calculated as follows:

w = dlog2

x

∆x
e+ n (1)

where w is the width of the variable, x is its value and ∆x is its increment.115

n is an additional number of bits to increase the resolution in such a way that
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particularly small numbers can be accumulated. Authors in [30] reached the

conclusion that the value of n should be around 8 or above.

A fixed-point approach does not require every signal to keep the same size, so

optimal widths can be chosen. However, floating-point libraries need normalized120

signals in order to be added or multiplied. For instance, in the previous example

(hundreds of volts and increments of microvolts), the number of bits that the

significand should have is around 27+8=35 bits, while the standard significand

for single-precision floating-point signals is 24 bits (23 bits plus one implicit

bit). Using fewer bits than necessary for the significand leads to accuracy loss125

and probably to useless simulations. Double-precision floating-point could be

used so 53 bits are dedicated to the significand, but area and speed results will

probably be unacceptable.

The magnitude of the incremental values depends directly on the application

and the integration step. Very different values are obtained when the integration130

step is one nanosecond or one microsecond. Therefore, floating-point approach

can be chosen if the application meets the requirements of Eq. 1 for a significand

width of 24 bits. As described in the next section, the incremental value is

proportional to the integration step, so single-precision floating-point can be

used for applications where a small integration step is not needed.135

The other drawback of floating-point that has been mentioned is speed and

area of the emulation. Recently, FPGAs with floating-point DSP have been

released, mitigating this drawback significantly. For instance, the Intel Arria

10 and Stratix 10 FPGA families provide numerous floating-point DSPs, reach-

ing maximum frequencies of up to 300 MHz (3.33 ns of period). These high140

frequencies are reached thanks to hardened DSPs, i.e. DSPs built in silicon

and not using programmable resources. Nonetheless, it must be noted that the

advertised performance is calculated using pipeline. The designer can only take

advantage of the pipelined architecture if the plant model is not fedback. If the

previous output of the DSP is needed for the input of the present calculation,145

pipeline is not useful. Therefore, the introduction of floating-point DSP for

modeling analog plants must be studied thoughtfully.
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Figure 1: Topology of a full-bridge converter

In this paper, fixed-point and DPS-based floating-point approaches are qual-

itative and quantitatively compared, using a full-bridge converter as the appli-

cation example to perform the comparison.150

3. Application example

As explained in the previous section, the accuracy of the model is limited by

the resolution of the chosen arithmetic. As the variables should store the last

value and a small increment, the signal width is critical. While the last value

depends directly on the application (e.g. the output voltage of the converter155

or the load current), the small increments depend also on the simulation step,

as shown below in this section. Likewise, the simulation step depends on the

application because high switching frequency converters need a small simulation

step to improve the resolution of the converter, as the simulation step should

be much smaller than the switching period to correctly reflect the duty cycle.160

A set of converter parameters (inductance, capacitance, expected voltages

and currents, etc.) has been chosen so single-precision floating-point can be

used to implement the model. These parameters are defined in Section 5, as

they do not affect the equations that model the analog plant.
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Figure 1 shows the topology of a basic full-bridge converter. In order to165

model the converter, every different configuration must be described into equa-

tions. Two variables called d and q are declared to represent the current branch

that is taken on the left and right sides of the converter, respectively. The cur-

rent takes one branch if the respective switch is closed or if both switches of

the same side (left o right) are open and the respective antiparallel diode is in170

conduction mode.

Algorithm 1 defines the values of variables d and q considering these condi-

tions. It must be taken into account that the control signals of the four switches

(S1 to S4) are the input signals of the model, which are internally translated

into d and q. For instance, if S1 is closed, d will take the value 1, while q will175

take the value 1 when S2 is closed. These values are also taken if D1 or D2 are

conducting, as reflected in algorithm 1.

Algorithm 1 Branch selection algorithm depending on the switches and diodes

1: procedure Branch selection

2: if S1 = ON or (S1 = OFF and S3 = OFF and iL < 0) then

3: d← 1

4: else

5: d← 0

6: if S2 = ON or (S4 = OFF and S2 = OFF and iL > 0) then

7: q ← 1

8: else

9: q ← 0

Figure 2 shows all converter configurations, considering d and q variables.

The model proposed in this paper is the simplest one, using fixed time step and

allowing synthesizable implementations in HDL. The aim is not to calculate180

the high frequency transients of the electronic components, but to generate a

behavioral model of the power converter for testing the regulator, using a small

time step. The model needs to calculate the output voltage (vout) and inductor

current (iL) every time step, taking into account the described configurations.
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Figure 2: Different running configurations of a full-bridge converter

The capacitor current is defined in (2):185

iC = C · dvc
dt

(2)

where iC is the current through the capacitor and vc is the capacitor voltage,

which is equal to the output voltage. Converting (2) into a difference equation,

the output voltage for each time step k is defined in (3):

vout(k) = vout(k − 1) +
∆t

C
· iC (3)

∆t is the time step of the calculus of the state variables so, as the time step is

fixed, ∆t
C and ∆t

L (see Eq. 5) are constants. The current through the capacitor,190

ic, is iL − iR regardless of the configurations, considering that iR is the load

current.

Similarly, the inductor voltage is defined in (4):
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vL = L · diL
dt

(4)

Converting (4) into a difference equation, the inductor current for each time

step k is defined in (5):195

iL(k) = iL(k − 1) +
∆t

L
· vL (5)

The inductor voltage does depend on the different configurations of the con-

verter. When dq = 10, vL is vg − vout, when dq = 01, vL = −vg − vout and,

finally, when dq = 11 or dq = 00, vL = −vout. Taking all into account, Eq. 6

must be applied when dq = 10, Eq. 7 must be applied when dq = 01 and Eq. 8

must be applied when dq = 11 or dq = 00.200

iL(k) = iL(k − 1) +
∆t

L
· (vg − vout)

vout(k) = vout(k − 1) +
∆t

C
· (iL − iR) (6)

iL(k) = iL(k − 1) +
∆t

L
· (−vg − vout)

vout(k) = vout(k − 1) +
∆t

C
· (iL − iR) (7)

iL(k) = iL(k − 1) +
∆t

L
· (−vout)

vout(k) = vout(k − 1) +
∆t

C
· (iL − iR) (8)

For the sake of clarity, the previous equations do not consider any electrical

losses. The addition of electrical losses obviously affects the performance of the

simulation because it increases the minimum clock period. In order to continue

reaching real-time, the simulation step should also be increased. Therefore, a

trade-off between simulation step and accuracy should be reached.205
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Once the equations are defined, the model must be implemented using ei-

ther fixed-point or floating-point arithmetic. Regardless of the arithmetic, the

hardware that must be implemented is shown in Figure 3. The next section

presents the implementation details of both implementations.

4. Hardened Floating-point DSP Blocks210

Support for HFP cores has been marketed in the programmable logic world

since Intel presented the 20-nm Arria 10 family in 2014. This new family includes

DSP blocks for fixed-point arithmetic and IEEE 754 single-precision floating-

point arithmetic. This is the 32-bit IEEE 754 format with an 8-bit exponent and

24-bit significand (23 bits and 1 implicit bit) encoding. Despite other configura-215

tion possibilities, Arria 10 DSPs can be configured in floating-point mode to ex-

ecute one single-precision addition, multiplication, accumulation, one multiply-

add operation, or one multiply-accumulate operation. Furthermore, up to four

pipeline stages are available in floating-point mode. Each pipeline stage can be

optionally bypassed, which is particularly useful in a typical closed-loop con-220

trol [31, 32].

Recently, [33] has used the function log(x) to illustrate the HFP block bene-

fits, showing significant reduction in logic resources and performance flexibility
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Table 1: Full-bridge parameters used in the Results section

Parameter C L Vin RLoad Tsw

Value 100 µF 900 µH 200 V 12 Ω 50 µs

compared to current methods.

HFP blocks have several benefits. Firstly, they reduce soft logic require-225

ments. Therefore, as floating-point operations fit on embedded features, imple-

mentations reduce area consumption and increase clock frequencies. Secondly,

although it is beyond the scope of this paper, power consumption is expected

to be lower. Thirdly, development time can be significantly reduced as there is

no need for manual translation into fixed-point implementations, which includes230

extensive tests to guarantee that the resulting precision is still acceptable for

the application.

Intel HFP blocks can be synthesized from OpenCL and Simulink models by

means of high-level synthesis tools. However, in this work Intel Megafunctions

were used and instantiated into HDL models.235

5. Results

5.1. Testing methodology

In this section, all the arithmetics mentioned in the previous sections are

compared: fixed-point, floating-point using programmable logic, and floating-

point using HFP cores. Fixed-point and floating-point using programmable logic240

have been implemented using the VHDL 2008 fixed-point and floating-point

libraries [34]. All full-bridge models have been configured using the parameters

shown in Table 1. As it can be seen, a resistive load has been chosen for the

experiments. On the other hand, the switching period (Tsw) of the full-bridge

model is 50 µs. As it will be seen, the proposed systems achieve simulation steps245

of around 53 ns (18.70 MHz of running frequency). Therefore, the simulation

step is much lower than the switching period, achieving accurate results and

simulating even the switching ripple of the state variables.
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The proposed models have been tested in open loop, without using any closed

loop regulators. If closed loop regulators were used, they would compensate the250

numerical errors of the model, so the whole system would get the desired values

at steady state even if the model did not have enough numerical resolution. For

that reason, the control of the full-bridge model has been implemented with a

simple DPWM (Digital Pulse Width Modulation) with a switching frequency

(Tsw) of 50 µs, and choosing the appropriate duty cycles. The model reads the255

switches control signals, which are the switches states, then chooses the selected

branches (as shown in Algorithm 1) and finally applies the pertinent equations

as it was seen in the schematic of Fig. 3. It should be mentioned that, although

in this example PWM signals are used for the control, the model actually reads

the instantaneous values of the switches control signals, which are the inputs of260

the model, so any modulation can be used, without requiring constant frequency

or any other restriction.

The evaluation of the proposed systems is done by instantiating the different

models, collecting the state variable values, and comparing those values with

those of a reference model. The reference model in VHDL is based on variables265

of real type and an integration step of 1.25 ns. Real type has been chosen as

reference because it is implemented with double-precision floating-point, so it

has 53 bits of significand. Therefore, it has enough resolution even when the

simulation step is around a nanosecond.

The accuracy of each converter model is evaluated considering the mean ab-270

solute error values of iL and vout during the simulation. It should be mentioned

that the relative error cannot be applied since there are situations when the

denominator values become zero and the relative error is indeterminate.

Multiple simulations have been accomplished in order to simulate different

conditions: input voltage transients, changes on the duty-cycle, load transients275

and also simulation of steady states. All the experiments show the same behavior

regarding the different arithmetics. Therefore, for the sake of clarity, only the

results for one representative experiment are shown in this paper.

The simulation that has been chosen to explain the results has been accom-
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Figure 4: Experiment chosen to extract the accuracy results

plished by triggering a transient from off-state (Vout = 0 V ) to a duty cycle of280

75% (Vout = 100 V at steady-state), as it is shown in Fig. 4. This simulation

contains a start-up condition with a big transient and finally the model reaches

steady state. The transient allows us to check the dynamics of the model for all

the arithmetics, while the steady state is used to know if the model reaches the

expected values even if the dynamics were not accurate. As it can be seen in285

Fig. 4, the simulation duration has been set at 20 ms. The example figure shows

a comparison between the reference model and a floating-point model with a

simulation step of 12, 500 ns so the error can be visually appreciated. In most

other cases the error is so small that it can only be numerically analyzed.

5.2. Integration Step vs. Error290

Figures 5 and 6 show the relation between integration step dt and absolute

error in current iL and voltage vout, respectively. When the model based on real

type is used, as the integration step decreases, so does the error all along the

evaluated domain. This is the expected behavior because as the integration step

is reduced, the difference equations shown in (6), (7) and (8) are more accurate.295

However, the rest of the models have two limits that should be considered.

First of all, the model should run at real-time so the integration step must

be equal to the clock period. Hence, the integration step reduction is limited
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by the minimum achievable clock period for the current technology. It can be

seen in Figures 5 and 6 that fixed-point and HFP-based models have their limits300

very close, while the limit is considerably higher for float32. With the evolution

of the technology, these limits will surely descend so, from a point of view of

technology, the models would be improved.

On the other hand, there is another limit imposed by the resolution of the

arithmetic. If the simulation step is reduced below 50 ns, 32-bit floating-point305

arithmetic presents resolution issues, and the reduction of the simulation step

is counterproductive. This problem is caused by the arithmetic, so it cannot

be avoided unless the width of the signals are increased. The problem of using

wider variables is that, if a non-standard floating-point format were used, the

model would not take benefit of the HFP cores, so the simulation step would310

be increased.

The resolution problem is not present in the case of fixed-point representa-

tion (Sfixed in Figures 5 and 6), as the widths of the variables can be adapted

as needed. Therefore, the fixed-point model is parameterizable and the result-

ing area consumption and time figures vary accordingly. This parametrization315

allows the resolution to increase as the integration step decreases. This situa-

tion can be seen in Figs. 5 and 6, where the accuracy of sfixed model is always

proportional to the simulation step. On the other hand, the main problem with

fixed-point is the time needed for the design process itself.

As it can be seen, the decision about which arithmetic should be used is320

not trivial. As mentioned in Section 2, the decision about using an arithmetic

should be taken by considering the application, i.e., the simulation step and the

expected values for the state variables. As a starting-point, the model based

on float32 type, using programmable logic and VHDL 2008 library for floating-

point, could be the first implementation option in terms of design effort. If325

the simulation step of the model should be lower, HFP-cores can be used while

the application allows the arithmetic to be accurate enough. If resolution issues

appear, fixed-point should be chosen, as it allows the designer to chose the width

of every variable while optimizing the model.

15



100 101 102 103 104

Integration step (ns)

10-4

10-3

10-2

10-1

100

101

In
du

ct
or

 c
ur

re
nt

 e
rr

or
 (A

)

Current error vs Integration step

Current tech. limit for �oat32

Current tech. limit for S�xed
Current tech. limit for HFP Cores

Pip. HFP
HFP Cores
Float32
Sfixed
Real

Figure 5: Absolute errors in current

5.3. Area and Time330

Table 2 shows area and time figures for all the implemented full-bridge ver-

sions. These are post place and route results obtained by the Quartus Prime

Standard Edition tool, version 16.0.2. The selected device is 10AX016E4F27E3LP.

It belongs to the set of the smallest devices of the GX product line, with 160k

logic elements and 156 variable-precision DSP blocks. The different case study335

versions were synthesized and implemented using the default tool options and

a timing constraint of 12 ns, in order to obtain the fastest circuits. The sfixed

row shows the results for an integration step of 12.5 ns, which is the best syn-

thesizable period in the selected technology. As the model based on fixed-point

arithmetic is parameterizable and it depends on the integration step, detailed340

results are shown in Table 3. Area (ALM) saving and acceleration are compared

to the numbers of the implementation based on float32. Note that using HFP

cores, the required area is 222 times better than for the required by the float32

version while the acceleration is as high as that of the sfixed version (taking
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into account ALMs, but not registers or DSP blocks).345

A pipelined model using HFP cores has also been implemented. Last stage

registers of the HPF cores that implement the subtractor are enabled to im-

plement the pipeline registers. In this way, the register number in the pro-

grammable logic is the same as that for the combinational models. As men-

tioned above, the proposed model cannot take advantage of pipeline because350

it has to calculate two state variables that depend on each other (see Fig. 3).

Because of this dependence, the state variable registers are activated only every

second clock cycle. For instance, the current must wait the output voltage to

be ready, so there is an idle cycle between two functional cycles.

In table 2, Column Fef shows the effective maximum model frequency, re-355

lated to the minimum integration step allowed by the current technology. Fef

is equal to Fmax in all cases but except for the HFP pipelined version using a

pipeline of two stages (HFP Pip. row).

As predicted, the clock frequency in the pipelined version is higher but the

17



Table 2: Area and time results for Full Bridge converter

Area Frequency (MHz)

Version ALMs Saving Registers DSP blocks Fmax Fef Acceleration

float32 4670 1x 64 2 18.70 18.70 1.0x

sfixed 301 16x 128 2 84.12 84.12 4.5x

HFP Cores 21 222x 64 4 83.62 83.62 4.5x

HFP Pip. 20 234x 64 4 130.04 65.02 3.5x

Table 3: Area and time results for sfixed

Area Frequency (MHz)

dt (ns) ALMs Saving Registers DSP blocks Fmax, Fef Acceleration

2.5 304 15x 133 2 86.13 4.6x

5 302 15x 131 2 85.64 4.6x

12.5 301 16x 128 2 84.12 4.5x

50 294 16x 124 2 84.61 4.5x

125 287 16x 121 2 84.04 4.5x

500 285 16x 117 2 86.49 4.6x

1250 277 17x 115 2 84.90 4.5x

2500 276 17x 113 2 88.70 4.7x

6250 317 15x 111 1 87.24 4.7x

12500 262 18x 108 1 88.47 4.7x

effective frequency is lower because every state variable is actually only updated360

in alternate cycles. Moreover, the effective frequency is smaller than that of the

non-pipelined model because pipeline adds delays (it enables two registers, it

requires register enable logic, etc.).

Finally note that, as the integration step increases in sfixed models, the

required area decreases, as shown in Table 3. The exception is when dt =365

6250 ns or higher; in this case, one -and not two- DSP core is used for the

lowest dt values.
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6. Conclusions

This paper has presented a comparison between HFP-based, floating-point

with programmable logic and fixed-point representation to implement a power370

converter model. The conclusion is that there are three points to consider when

deciding the most appropriate representation for each specific model: design

effort, maximum execution frequency and numerical resolution. Regarding the

design effort, the preferred choice is to use floating-point in any of its two forms

in order to avoid calculating the width of every model variable. When consid-375

ering maximum execution frequency, HFP cores and fixed-point achieve similar

results, about x4.5 faster than floating-point with programmable logic. Al-

though pipeline can increase the maximum clock frequency, the overall system

speed is decreased, so it can be discarded for HIL models. Finally, regarding

numerical resolution, it has been shown that the problem can appear for small380

simulation steps. In the converter used for the experimental results, numerical

resolution problems start to arise in 32-bit floating-point when the simulation

step approaches the minimum possible for real time in this technology (about

10 ns). However, in other topologies or with other parameters, resolution issues

may appear for larger or smaller simulation steps, depending on the relation385

between the values of the state variables and their increments, which are pro-

portional to the simulation step. As fixed-point variable widths are customized

for the application, this problem can be completely avoided.

As a summary, there is no right decision for all cases, but the most appro-

priate representation must be chosen for each application. Anyhow, HFP cores390

have inclined the balance towards floating-point, which will be probably the

best choice unless resolution issues appear in a specific application.
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[30] O. Goñi, A. Sanchez, E. Todorovich, A. de Castro, Resolution analysis of

switching converter models for hardware-in-the-loop, IEEE Transactions on520

Industrial Informatics 10 (2) (2014) 1162–1170. doi:10.1109/TII.2013.

2294327.

[31] Altera Corp., Arria 10 Core Fabric and General Purpose I/Os Handbook

(2016).

[32] J. Tyhach, M. Hutton, S. Atsatt, A. Rahman, B. Vest, D. Lewis, M. Lang-525

hammer, S. Shumarayev, T. Hoang, A. Chan, D. M. Choi, D. Oh, H. C.

Lee, J. Chui, K. C. Sia, E. Kok, W. Y. Koay, B. J. Ang, Arria 10 device ar-

chitecture, in: Custom Integrated Circuits Conference (CICC), 2015 IEEE,

2015, pp. 1–8. doi:10.1109/CICC.2015.7338368.

[33] M. Langhammer, B. Pasca, Single precision natural logarithm architec-530

ture for hard floating-point and dsp-enabled fpgas, in: 2016 IEEE 23nd

Symposium on Computer Arithmetic (ARITH), 2016, pp. 164–171. doi:

10.1109/ARITH.2016.20.

24

http://dx.doi.org/10.1109/CICC.2015.7338368
http://dx.doi.org/10.1109/ARITH.2016.20
http://dx.doi.org/10.1109/ARITH.2016.20
http://dx.doi.org/10.1109/ARITH.2016.20
http://www.sciencedirect.com/science/article/pii/S0378779616302863
http://www.sciencedirect.com/science/article/pii/S0378779616302863
http://www.sciencedirect.com/science/article/pii/S0378779616302863
http://www.sciencedirect.com/science/article/pii/S0378779616302863
http://www.sciencedirect.com/science/article/pii/S0378779616302863
http://dx.doi.org/http://dx.doi.org/10.1016/j.epsr.2016.07.022
http://www.sciencedirect.com/science/article/pii/S0378779616302863
http://www.sciencedirect.com/science/article/pii/S0378779616302863
http://www.sciencedirect.com/science/article/pii/S0378779616302863
http://dx.doi.org/10.1109/TII.2013.2294327
http://dx.doi.org/10.1109/TII.2013.2294327
http://dx.doi.org/10.1109/TII.2013.2294327
http://dx.doi.org/10.1109/CICC.2015.7338368
http://dx.doi.org/10.1109/ARITH.2016.20
http://dx.doi.org/10.1109/ARITH.2016.20
http://dx.doi.org/10.1109/ARITH.2016.20


[34] Ieee standard vhdl language reference manual, IEEE Std 1076-2008 (Revi-

sion of IEEE Std 1076-2002) (2009) c1–626doi:10.1109/IEEESTD.2009.535

4772740.

25

http://dx.doi.org/10.1109/IEEESTD.2009.4772740
http://dx.doi.org/10.1109/IEEESTD.2009.4772740
http://dx.doi.org/10.1109/IEEESTD.2009.4772740

	plantilla_impact
	impact_sanchez_epsr_2018_ps
	Introduction
	Technology limits and numerical resolution
	Application example
	Hardened Floating-point DSP Blocks
	Results
	Testing methodology
	Integration Step vs. Error
	Area and Time

	Conclusions


