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ABSTRACT 
We describe the Dark Energy Survey (DES) photometric data set assembled from the frst three years of 

science operations to support DES Year 3 cosmology analyses, and provide usage notes aimed at the broad 
astrophysics community. Y3 GOLD improves on previous releases from DES, Y1 GOLD and Data Release 1 
(DES DR1), presenting an expanded and curated data set that incorporates algorithmic developments in im-
age detrending and processing, photometric calibration, and object classifcation. Y3 GOLD comprises nearly 
5000deg2 of grizY imaging in the south Galactic cap, including nearly 390 million objects, with depth reaching 
S/N ∼ 10 for extended objects up to iAB ∼ 23.0, and top-of-the-atmosphere photometric uniformity < 3mmag. 
Compared to DR1, photometric residuals with respect to Gaia are reduced by 50%, and per-object chromatic 
corrections are introduced. Y3 GOLD augments DES DR1 with simultaneous fts to multi-epoch photometry for 
more robust galaxy color measurements and corresponding photometric redshift estimates. Y3 GOLD features 
improved morphological star-galaxy classifcation with effciency > 98% and purity > 99% for galaxies with 
19 < iAB < 22.5. Additionally, it includes per-object quality information, and accompanying maps of the foot-
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print coverage, masked regions, imaging depth, survey conditions, and astrophysical foregrounds that are used 
to select the cosmology analysis samples. This paper will be complemented by online resources. 

Keywords: surveys, catalogs, techniques: image processing, techniques: photometric, cosmology: observations 

1. INTRODUCTION 

Optical and near-infrared imaging surveys have become 
one of the most widely used tools to study new physics at 
the cosmic frontier, including dark energy, dark matter, neu-
trino properties, and infation. The current generation of 
imaging surveys, such as Pan-STARRS1 (PS1; Chambers 
et al. 2016), Hyper Suprime-Cam Subaru Strategic Program 
(HSC-SSP; Aihara et al. 2019), Kilo-Degree Survey (KiDS; 
Kuijken et al. 2019), DESI Legacy Imaging Surveys (Dey 
et al. 2019), and the Dark Energy Survey (DES; DES Collab-
oration 2005, 2016) have collectively provided deep multi-
band imaging over nearly the entire high-Galactic-latitude 
sky, and cataloged more than a billion galaxies and thousands 
of supernovae spanning 10 billion years of cosmic history. 
Together with spectroscopic surveys (e.g. eBOSS Collab-
oration (2020), DESI Collaboration (2016)), these imaging 
surveys yield measurements of the expansion rate and large-
scale structure in the late-time universe (e.g., DES Collab-
oration 2018a; Hikage et al. 2019; Hildebrandt et al. 2020) 
that are complementary to the high-precision measurements 
of the early Universe (Planck Collaboration 2018). Wide-
area imaging surveys provide access to the largest number of 
galaxies for statistical analyses, and the opportunity to com-
bine several complementary probes of the cosmic expansion 
history and growth of structure into the same study (e.g., DES 
Collaboration 2019a; Heymans et al. 2020). Ground-based 
imaging surveys of the next decade, including the Vera C. 
Rubin Observatory Legacy Survey of Space and Time (LSST; 
Ivezić et al. 2019), aim to catalog > 1010 galaxies and > 105 

Type Ia supernovae to further test the Cold Dark Matter with 
a Cosmological Constant (ΛCDM) Universe paradigm and 
its extensions. 

The DES Collaboration has found signifcant benefts to 
developing, validating, and curating a shared reference data 
set to be used as the basis for most cosmological analyses 
(Drlica-Wagner et al. 2018). The creation of this value-added 
‘Gold’ catalog involves close collaboration between the data 
pipeline team and science working groups to defne and vali-
date a set of high-quality data products that are broadly useful 
for science analysis. We use this iterative process to priori-
tize algorithmic development and introduction of new data 
products as needed to support accurate cosmology. 

The DES data set is assembled from an imaging sur-
vey using the Blanco 4m telescope at the Cerro Tololo 
Inter-American Observatory (CTIO) in Chile to observe 
∼5000deg2 of the southern sky in fve broadband flters, 
grizY , ranging from ∼400nm to ∼1060nm in wavelength, 
with the Dark Energy Camera (DECam; Flaugher et al. 
2015). DES completed observations in January 2019, after 6 
years of operations, with 10 overlapping dithered exposures 

at predefned positions in the sky on each flter. The primary 
goal of DES is to study the origin of cosmic acceleration and 
the nature of dark energy, using a variety of cosmological 
probes enabled by this rich data set. 

Many DES Year 1 (Y1) cosmology results (DES Collabo-
ration 2018a) used the Y1 GOLD catalog described in Drlica-
Wagner et al. (2018). The emphasis of that work was to detail 
the data pipelines, calibration and curation of the coadded 
catalog. The Y1 data set was publicly released in October 
20181, including the aforementioned Y1 GOLD catalog span-
ning an area of ∼ 1800deg2, together with ancillary maps 
of the survey properties (Leistedt et al. 2016), shear catalogs 
(Zuntz, Sheldon et al. 2018), photometric redshift catalogs 
(Hoyle, Gruen et al. 2018), the redMaGiC (Rozo, Rykoff 
et al. 2016) catalogs used in DES Y1 results, and value-added 
catalogs (Sevilla-Noarbe et al. 2018; Tarsitano et al. 2018). 

The coadded catalog from the frst three years of data 
(Y3) was publicly released as DES Data Release 1 (DR1; 
DES Collaboration 2018b).2 DR1 is the frst DES catalog 
that spans the whole footprint (∼ 5000deg2). DR1 was pro-
duced as part of an annual data processing campaign with the 
DES Data Management pipeline (DESDM; Morganson et al. 
2018), with photometric calibration described in Burke et al. 
(2018). 

Here, we present the core data set used in Y3 cosmology 
analyses. Y3 GOLD builds upon the DR1 coadded catalog 
described in DES Collaboration (2018b), with additional en-
hancements described in Drlica-Wagner et al. (2018), and in-
troduces several new products and algorithmic developments. 
A summary of previous DES data releases appears in Table 1. 
Key attributes of the Y3 GOLD data set are listed in Table 2. 

The Y3 GOLD data set and associated documentation are a 
core element of DES Y3 cosmology, and are complemented 
and enhanced by several additional data products described 
in companion papers to this one, such as refned photomet-
ric redshift estimates, shear catalogs, cosmological simula-
tions and mock DES data sets. Figure 1 shows relationships 
between the various DES Y3 data products. In this work, 
mainly devoted to Y3 GOLD, we will highlight these relation-
ships as appropriate in the text. 

In Section 2 we review DES science operations and ma-
jor upgrades appearing in Y3 GOLD. We then detail the data 
processing for this particular release in Section 3, going into 
some additional detail for astrometric and photometric cali-
bration and performance in Section 4. We characterize the 
depth of the survey in Section 5 and describe several value-

1 https://des.ncsa.illinois.edu/releases/y1a1 
2 https://des.ncsa.illinois.edu/releases/dr1 

https://des.ncsa.illinois.edu/releases/y1a1
https://des.ncsa.illinois.edu/releases/dr1
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Table 1. Dark Energy Survey data releases 

Release Area Depth Nb. objects Photometry uniformity Supplemental data Reference 

(sq.deg.) (i band) (mmag) 

SVA1 GOLD 
Y1 GOLD 

DR1 

Y3 GOLD 

∼ 250 
1786 
5186 

4946 

23.68 
23.29 
23.33 

23.34 

25M 
137M 
399M 

388M 

< 15 
< 15 
< 7 

< 3 

Photo-zs 
Photo-zs, MOF, maps 

None 
Photo-zs, SOF/MOF, maps, 

improved classifcation 

https://des.ncsa.illinois.edu/sva1 
Drlica-Wagner et al. (2018) 
DES Collaboration (2018b) 

This work 

NOTE—All releases are made public at https://des.ncsa.illinois.edu/. Quoted depth corresponds to S/N = 10 in 2 arcsec diameter apertures. SOF and 
MOF are multi-epoch pipelines described in Section 3.3. 

Table 2. Key numbers and data quality summary for the DES Wide Survey (Y3 GOLD; this work) and Deep Fields 
(COADD_TRUTH; reproduced from Hartley, Choi et al. 2020a). For parameters representing a distribution, the 
median or mean values are quoted as specifed in the main text. All magnitudes are in the AB system. 

Parameter Band 

g r i z Y 

Wide Survey (this work) 
Median PSF FWHM ( arcsec) 1.14 0.98 0.89 0.85 0.95 
Median Sky Brightness (electrons/pixel) 420 1113 3386 7600 2807a 

Median Sky Brightness uncertainty ( mag/arcsec2) 26.0 25.6 25.0 24.3 23.1 
Sky Coverage (grizY intersection, deg2) 4946 
Coadd Astrometric Precision (total distance, mas) 28 (internal); 158 (vs. Gaia DR2) 
SOF Photometric Uniformity vs. Gaia (mmag)b 2.2 · · · · · · 
Median Coadd Magnitude Limit, 2 arcsec diameter (S/N = 10) 24.3 24.0 23.3 22.6 21.4 
Coadd 90% Completeness Limit for extended objects (mag) 23.4 23.0 22.6 22.2 · · · 
Multi-Epoch Galaxy Magnitude Limit (S/N = 10, SOF)c 23.8+0.2 23.6+0.2 23.0+0.2 22.4+0.2 . . . 

−0.3 −0.3 −0.2 −0.2 

Coadd Galaxy Selection (EXTENDED_CLASS_MASH_SOF ≥ 2, MAG_SOF_I ≤ 22.5) Effciency > 98.5%; Contamination < 1% 
Coadd Stellar Selection (EXTENDED_CLASS_MASH_SOF ≤ 1, MAG_SOF_I ≤ 22.5) Effciency > 95%; Contamination < 8% 
Object density ( arcmin−2) d Overall: 15.5; Galaxies: 10.5 

Deep Fields (Hartley, Choi et al. 2020a) 
Median PSF FWHM ( arcsec) 1.1 0.96 0.86 0.73 1.22e 

Median Coadd Magnitude Limit, 2 arcsec diameter, S/N = 10) 26.0 25.6 25.0 24.3 22.5e 

Sky Coverage (ugrizJHKs intersection, deg2) 5.88 

a Y -band exposures are half the exposure time of the other bands, only after Y4 were 90 s exposures taken. 

b Photometric uniformity measured vs. Gaia’s G band, which encompasses DECam’s gri, see footnote on Section 4.4. 

c Median values with 16% and 84% percentile errors from the magnitude limit distribution. 

d Object density determined for all objects in Y3 GOLD footprint outside foreground and bad regions, and the subset of those classifed as high-
confdence galaxies (EXTENDED_CLASS_MASH_SOF = 3). 

e NB not every deep feld has Y-band measurements, see Hartley, Choi et al. (2020a) for details. 

added quantities in Section 6. Section 7 contains a descrip- Y3 GOLD and previous releases. The data included in 
tion of the maps that accompany the release. Section 8 Y3 GOLD spans 345 distinct nights of observations with at 
presents usage notes for Y3 GOLD to facilitate exploration by least one observation passing quality tests from 2013 August 
the wider community, and we conclude in Section 9. 15 to 2016 February 12. 

All magnitude quantities in this work are expressed in the 
AB scale unless otherwise specifed. 2.1. Survey overview 

DES used two survey modes (Neilsen et al. 2019) to meet 
2. THE FIRST THREE YEARS OF DES DATA the specifc requirements of multiple cosmological probes: 

In this section, we review the Wide and Supernova Sur- • The Wide Survey is optimized for gravitational weak 
vey components of DES, and detail differences between lensing, galaxy clustering, and galaxy cluster cosmo-

https://des.ncsa.illinois.edu/sva1
https://des.ncsa.illinois.edu/
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DES Wide Survey

DES SN Survey +
Community DECam
Data + IR Data
(VIDEO, VISTA)

Data Sources

Single-epoch +
Coadd Images

Multi-epoch
Images

Images

DR1
{

• SourceExtractor-based photometry in
grizY

Y3 Gold





• quality footprint
• ngmix-based photometry MOF/SOF in griz
• ngmix-based object classification
• object flagging
• bad regions and foregrounds
• depth maps (point source and extended)
• survey property maps
• DNF, BPZ, and ANNz2 photo-z’s
• galaxy clustering samples and weights

Catalogs

Shape Catalog





• ngmix-based photometry and shapes for
weak lensing sources (metacalibration)

• calibrated shear bias from image simula-
tions

Deep Fields





• SN Ia candidates
• deep ‘truth’ ngmix-based photometry and
shapes (MOF/SOF) in 9 bands

Survey Transfer Function





• simulated objects on 20% of the footprint,
emulating Gold quantities (Balrog)

• SOMpz photo-z’s for weak lensing sources




• alternative photo-z’s for lenses through
cross-correlations and spec-z’s

• color-redshift relation for SOMpz photo-z’s

Products

External Redshift

1
Figure 1. The Y3 DES core data sets and their relationships. Arrows indicate information fow from data sources (observations, dashed lines) 
or processed images and catalogs (continuous lines) to another catalog or data product. The “Products” column indicates the outputs associated 
with the catalogs immediately to their left. 

logical probes. The Wide Survey spans ∼ 5000deg2 

imaged with 10 dithered exposures at each position in 
each of fve broad photometric bands grizY (90 sec-
ond exposures, except for Y , which employed some 45 
second exposures). During the frst three years of DES, 
most of the Wide Survey footprint was covered with 4 
overlapping images in each band. The Wide Survey is 
the basis for the Y3 GOLD data set. 

• The Supernova Survey involves repeated observa-
tions of 10 DECam felds, amounting to a total of 
27deg2, imaged in griz with an approximately weekly 
cadence (Kessler et al. 2015; D’Andrea et al. 2018). 
Difference imaging analysis of the Supernovae Survey 
felds enables the discovery the discovery of thousands 
of Type Ia supernovae (SN Ia) and precision photo-
metric lightcurves are computed following Brout et al. 
(2019). Cosmology results based on the analysis of 
a subset of spectroscopically confrmed SN Ia in the 
redshift range of 0.2 < z < 0.85 from the frst three 
years of data taking, combined with other sets, have 
been presented in DES Collaboration (2019b). The SN 
exposures are coadded to produce the Y3 Deep Field 

data set. Deep Field processing of some of the Super-
novae Survey felds, together with DECam imaging of 
the COSMOS3 feld, enables high S/N measurements 
of galaxies approximately 1.5 − 2 mag fainter than the 
Wide Survey (Hartley, Choi et al. 2020a). A subset of 
these data have been combined with deep near-infrared 
imaging to produce a reference object catalog used for 
various applications in DES Y3 cosmology analyses. 
The Supernovae Survey data and the Y3 Deep feld 
data are not part of the Y3 GOLD data release. 

Exposures were acquired during the allocated nights for 
DES at the Blanco Telescope and transferred to the National 
Center for Supercomputing Applications (NCSA) (Hon-
scheid et al. 2012) for further processing (Section 3). A 
total of 38850 exposures were acquired, across all bands, 
and included in the Y3 Wide Survey processing (Morganson 
et al. 2018). The supernova cosmology program used 6877 
exposures (D’Andrea et al. 2018) from the Y3 period. 

3 http://cosmos.astro.caltech.edu 

http://cosmos.astro.caltech.edu
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−60◦

−30◦

0◦

+30◦

+60◦

−120◦−60◦0◦+60◦+120◦

HSC-SSP DR2

VHS DR4

VHS DR4

SN-C

SN-X

SN-E

SN-S

COSMOS

LMC SMC

Figure 2. The Dark Energy Survey footprint in equatorial coordinates, including the Wide Survey, the Supernova Survey felds (labeled SN; 
D’Andrea et al. 2018), the COSMOS feld, as well as relevant HSC-SSP DR2 (Aihara et al. 2019) and VHS DR4 (McMahon et al. 2013) data 
sets used in this work (only the approximate overlapping regions are indicated for clarity). The felds used for DES Deep Field processing are 
flled red (Section 3.4). The DES footprint avoids the Galactic plane (solid black line with dashed lines at b = ±10◦) and central regions of the 
Large and Small Magellanic Clouds (LMC, SMC). 

The DES footprint, including the Wide and Supernovae 
Surveys, as well as relevant external data sets mentioned in 
this paper, are shown in Figure 2. 

2.2. Y3 GOLD data set and differences relative to previous 
DES releases 

Below, we summarize commonalities and differences in in-
put data, image processing, and catalog generation between 
Y3 GOLD and previous releases. Figure 3 shows the progres-
sion in areal coverage and depth from the Science Verifca-
tion phase through the completed six seasons of DES. 

2.2.1. Differences relative to Y1 GOLD 

• The Wide Survey area has increased by a factor of 2.7, 
from 1786deg2 to 4946deg2 with simultaneous cover-
age in griz. The exact choice of survey property selec-
tions for specifc science analyses can modify the fnal 
footprint size. 

• Coadd depth has slightly increased with respect to 
Y1 GOLD. Y3 focused on expanding the area and uni-
formity of the Y1 data set, and thus the increase in 
depth was fairly small. 

• The Y3 astrometric calibration is performed exclu-
sively based on 2MASS (Skrutskie et al. 2006) instead 
of UCAC-4 (Zacharias et al. 2013) used in Y1 GOLD, 
for the frst single-epoch pass. Gaia (Gaia Collabora-
tion 2016; Brown et al. 2018) catalogs were not avail-
able during development of the Y3 Coadd processing; 

however, these catalogs will be used in future DES data 
processing campaigns (Section 4.1). 

• The Y3 photometric calibration adopts the Forward 
Global Calibration Method (FGCM; Burke et al. 2018) 
as the default algorithm for this purpose, as described 
in DES Collaboration (2018b) (Section 4.3). 

• Improved pipelines have led to some changes in the 
fagging of objects. This is especially true with the 
introduction of the IMAFLAGS_ISO fag. This is a 
SourceExtractor output that provides an ‘OR’ of 
all fags set in the image over all pixels in the objects’ 
isophote, which enables the identifcation of image ar-
tifacts and affected objects. 

2.2.2. Differences relative to DR1 

• In Y3 GOLD, the morphological and photometric 
measurements are based on the Multi-Object Fitting 
pipeline (MOF, Drlica-Wagner et al. 2018) and its 
variant, the Single-Object Fitting pipeline (SOF; Sec-
tion 3.3). 

• In Y3 GOLD, zeropoint estimates incorporate Year 4 
imaging (which was already available as single epoch 
images at the time of making the coadded Y3 catalogs, 
see Appendix A.3 for details). This was due to poor 
sky conditions during Year 3. Y3 GOLD adds chro-
matic and SED-dependent interstellar extinction cor-
rections based on a spectral template for each individ-
ual coadd object (Section 4.3). 
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for the Science Verifcation (SV), Year 1 (Y1) and Year 3 (Y3) data sets (which overlaps mostly the previous ones). Year 6 data covers a very 
similar footprint as Y3 to a greater depth. 

• Y3 GOLD includes an updated set of fags relative to 
Y1 GOLD to indicate various measurement anomalies 
(Section 6.2). 

• Y3 GOLD includes updated photometric redshifts pro-
duced with the BPZ (Benítez 2000), DNF (De Vicente 
et al. 2016), and ANNz2 (Sadeh et al. 2016) algorithms 
(Section 6.3). 

• The catalog includes a fag to indicate whether a given 
object lies within the Y3 GOLD footprint used for Y3 
cosmology analyses, instead of making any kind of 
fxed selection over the extracted sources. Accord-
ingly, all objects from Y3 processing are included 
in Y3 GOLD. This approach allows alternative foot-
print defnitions needed for specifc science cases (Sec-
tion 7.1). 

• The survey masks are now separated into astrophysical 
foregrounds (e.g., bright stars and large nearby galax-
ies) and ‘bad’ regions with recognized data processing 
issues (Section 7.2). 

• Y3 GOLD includes maps of survey properties, such 
as airmass, seeing, and sky brightness, generated 
from combinations of image-level measurements (Sec-
tion 7.3 and Appendix E). 

2.2.3. Differences relative to Y1 GOLD and DR1 

• Y3 GOLD star-galaxy separation is performed using 
MOF and SOF quantities, as recommended in Sevilla-
Noarbe et al. (2018) (Section 6.1 and Appendix B). 

3. DATA PROCESSING 

used for science. In this section, we review the overall sys-
tem, and refer readers to Morganson et al. (2018) for a de-
tailed description of the pipeline used for Y3 GOLD. 

3.1. Single- and multi-epoch image processing 

Individual DECam exposures must be detrended for di-
verse instrumental signatures. This Single-Epoch processing 
stage produces calibrated images and catalogs, which are 
made available periodically at the NSF’s National Optical-
Infrared Astronomy Research Laboratory archive4. The 
single-epoch calibrated images are the basis of the shape 
catalogs (Gatti, Sheldon et al. 2020), and are referenced later 
by the pipeline to ft the multi-epoch photometry for MOF, 
SOF and METACALIBRATION codes (see Section 3.3). 

The Y3 GOLD data set is based on the imaging products 
from a subsequent stage, coaddition, which has a fainter ob-
ject detection limit due to the combination of the single epoch 
images. At the same time, the weight maps that are produced 
during the single-epoch processing are used to build depth 
maps using the mangle (Swanson et al. 2008) software. 

3.2. Catalog generation 

Base object detections are obtained using SourceEx-
tractor with the settings described in Morganson et al. 
(2018), tuned for an effcient extraction of S/N ∼ 10 objects 
from the r + i + z coadd (or detection) images. For these ob-
jects we measure various quantities with several pipelines. 
The base catalog for Y3 GOLD is identical to the DR1 cat-
alog, i.e, approximately 399 million objects. However, the 
defnition of the Y3 GOLD footprint in Section 7.1 removes 
∼ 11 million objects that lie in areas where griz coverage cri-
teria are not met. Multi-epoch image ‘postage stamps’ (i.e., 

The DESDM framework processes raw data acquired by 
4 https://astroarchive.noao.edu/ DECam and produces the calibrated images and catalogs 

https://astroarchive.noao.edu/
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MEDS fles; Jarvis et al. 2016) are created at this stage for 
each source, and used for a variety of purposes, including the 
multi-epoch ftting pipelines (Section 3.3). 

3.3. Single- and multi-object ftting pipeline on multi-epoch 
data 

Drlica-Wagner et al. (2018) described the advantages 
of performing a multi-object, multi-epoch, multi-band ft 
(MOF) to the object shape to determine the morphology and 
fux, and we refer the reader to that paper for details of this 
process, based on the ngmix software (Sheldon 2014). In 
Y3 GOLD, we introduce a variant, called SOF, that simpli-
fes the ftting process by eliminating the multi-object light-
subtraction step, speeding up the processing time by a factor 
of a few, with negligible impact in performance (as shown 
in Section 6.3). In addition, SOF has fewer objects with ft 
failures. 

Both MOF and SOF employ ngmix to ft objects using re-
constructed Point Spread Functions (PSFs) modeled as mix-
tures of three Gaussians at the coordinates in the MEDS fles 
where an object was detected in the coadds. For each ob-
ject, there are as many of these stamps as there are epochs 
and bands observed at those coordinates. The ftting is per-
formed for several objects simultaneously, identifed with a 
friends-of-friends algorithm. In a frst step, a bulge-plus-disk 
model is ft to each object in the group separately (masking 
the pixels containing other objects). This way we obtain the 
single-object ft quantities (SOF). In subsequent iterations, 
we can subtract the fux from these Gaussian mixture mod-
els obtained from the neighbors for each particular source 
(multi-object ft, MOF). ngmix-based photometry generally 
provides a tighter reconstruction with respect to Source-
Extractor quantities. 

DES Y3 cosmology uses METACALIBRATION photom-
etry (Zuntz, Sheldon et al. (2018), Sheldon & Huff (2017); 
Huff & Mandelbaum (2017)) for source galaxies in weak-
lensing analyses, as described in Gatti, Sheldon et al. (2020). 
Similarly to the MOF and SOF pipelines, the METACAL-
IBRATION photometry is measured from all epochs and 
bands, but using a simplifed Gaussian model for the PSF, 
and with an artifcial shear applied to the images to obtain 
four different versions of the photometry. A ffth set of mea-
surements corresponds to the un-sheared version (see Zuntz, 
Sheldon et al. (2018) for more details). 

Photometric redshifts are generated from the SOF photom-
etry within the DESDM pipeline, using the Bayesian photo-
metric redshift code, BPZ (Benítez 2000) that provides sev-
eral point estimates and uncertainty estimates. The fuxes 
and magnitudes computed from the SourceExtractor-
and ngmix-based pipelines are also the basis for other pho-
tometric redshift estimates, including those from DNF (De 
Vicente et al. 2016), ANNz2 (Sadeh et al. 2016), and SOMpz 
(Myles, Alarcon et al. 2020) algorithms, which are used for 
various purposes in DES Y3 cosmology (see Section 6.3. ). 

As mentioned in Section 2.1, the SN Survey repeatedly ob-
served 10 felds to identify transient phenomena that can later 
be ascribed to SNe Ia (Kessler et al. 2015). Taking advantage 
of these data and in parallel to the Y3 GOLD data set, Hartley, 
Choi et al. (2020a) have constructed the Deep Field data set 
to complement and enhance the main survey in the Y3 cos-
mology analyses. Up to 90 images of the same patches of 
the sky have been stacked to achieve a depth of griz = [26.03, 
25.63, 25.06, 24.31] respectively for S/N = 10 in 2arcsec di-
ameter apertures. A modifed pipeline with new software to 
handle the higher source density and addition of near-infrared 
images has resulted in an 8-band catalogue (ugrizJHKs) of 
1.7 M objects over a total area of 5.88deg2, after artifact 
masking. The Deep Field processing and data products are 
fully described in Hartley, Choi et al. (2020a). One of its ap-
plications is the creation of the Balrog simulations (Everett 
et al. 2020), in which Deep Field sources are injected into the 
Wide Survey coadd images in order to understand the DES 
transfer function, among other uses such as for checks of the 
Y3 GOLD catalog (see Section 5). 

4. ASTROMETRIC AND PHOTOMETRIC 
CALIBRATION 

We describe here the astrometric and photometric calibra-
tion performance of the Y3 GOLD catalog. Details of the 
pixel-level instrument response model and associated astro-
metric and photometric calibrations are presented in Bern-
stein et al. (2017a) and Bernstein et al. (2017b). Description 
of the relative photometric calibration pipeline can be found 
in Burke et al. (2018). 

4.1. Astrometric Solution 

DES Y3 astrometric solution was found via the SCAMP 
software using 2MASS (Skrutskie et al. 2006) stars, as de-
scribed in Morganson et al. (2018). As a frst pass an initial 
solution is found per exposure. During coaddition, overlap-
ping images of the same reference objects can be used to 
refne the solution, using simultaneously the whole catalog 
of objects from multiple exposures falling within that ‘tile’ 
(DESDM’s sky unit for coadd processing; 0.73◦ ×0.73◦). 

4.2. Astrometric performance 

We present updated absolute astrometric accuracy mea-
surements for the coadd catalog (DES Collaboration 2018b) 
relative to the Gaia DR2 catalog (Brown et al. 2018) as an ex-
ternal reference. A 0.5arcsec matching radius is used against 
all Gaia’s raw sources5. The result of the comparison is 
shown in Figure 4. This analysis shows a median of 158mas 
between Y3 GOLD and Gaia DR2 positions, with median of 
28mas between reobservations by DES. 

A systematic trend, already noted in DES Collaboration 
(2018b), is visible in the astrometric residuals across the sur-
vey footprint. This is at least in part due to the unaccounted 
proper motion effect from the 2MASS star catalog used as 

3.4. Deep Field data set creation 5 http://cdn.gea.esac.esa.int/Gaia/gdr2/ 

http://cdn.gea.esac.esa.int/Gaia/gdr2/
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a reference in the solution. Celestial coordinate corrections 
can be obtained by ftting two 2D polynomials to the residual 
distribution in each coordinate, which are not included in the 
Y3 GOLD catalog celestial position columns but will be made 
available upon public release of the Y3 GOLD data set as sep-
arate coordinates for each object. This sub-arcsecond preci-
sion correction is estimated to be negligible for Y3 cosmol-
ogy results. More recent DES processing uses the Gaia DR2 
catalog as a reference (see Bernardinelli et al. 2020 for an ex-
ample using Gaia DR1). Upon release of the Y3 GOLD data 
set, solutions from the WCSFit software (Bernstein et al. 
2017a) for sub-arcsecond corrections to astrometry will be 
made available. 

4.3. Photometric Calibration and Corrections 

The Y3 GOLD photometric calibration is based on the For-
ward Global Calibration Method (FGCM) introduced by 
Burke et al. (2018). FGCM calibrates the entire survey us-
ing a forward modeling approach that incorporates atmo-
spheric and instrumental behavior, obtaining the best-ft pa-
rameters of such a model, rather than performing a global 
minimization of the fuxes from detected stars with respect 
to a network of secondary standards (the latter was done in 
Y1 GOLD; see Drlica-Wagner et al. 2018). 

Our objective is to report top-of-the-Galaxy6 energy fuxes 
in griz (AB magnitudes) corresponding to the particular spec-
tral energy distribution (SED) of each individual coadd ob-
ject as observed through the DES Y3A2 Standard Passband 
(DES Collaboration 2018b) with a precision of several mmag 
(Y3A2 being the internal release version). We aim to account 
for all photometric calibration effects possible and study their 
impact on photometric redshifts, and test the FGCM method-
ology for future applications that require mmag precision 
(e.g., The LSST Dark Energy Science Collaboration 2018). 
To achieve a sub-percent photometric calibration, we include 
chromatic corrections that account for differences in the sys-
tem response that arise from observing objects with differ-
ent SEDs through passbands that vary with environmental 
conditions and instrument coordinates (Li et al. 2016). Our 
implementation in Y3 GOLD includes three steps: (1) zero-
points computed from FGCM fts for each and every CCD 
image for use in image coaddition and transient analyses, 
(2) chromatic corrections corresponding to per-object SED 
templates, and (3) interstellar extinction corrections that op-
tionally include the per-object SED-dependence. We briefy 
describe the fducial calibration steps here and provide the 
detailed formalism in Appendix A. 

6 “Top-of-the-Galaxy” refers to the source spectrum incident at the Milky 
Way before reddening by interstellar dust. “Top-of-the-atmosphere” refers 
to the source spectrum incident at the top of the Earth’s atmosphere after 
reddening by interstellar dust. The majority of faint halo stars detected by 
DES are expected to be located beyond most of the total dust column (Jurić 
et al. 2008), and thus correcting the inferred top-of-the-atmosphere spec-
tra assuming the full dust column provides a good approximation of their 
intrinsic spectra. 

Prior to coaddition, each CCD image was assigned an 
FGCM zeropoint assuming that the bright stars used as cali-
bration sources share the SED of a spectrophotometric stan-
dard, specifcally the G star C26202 (Bohlin et al. 2014). 
For Y3 GOLD, we update the zeropoints incorporating Year 
4 imaging for the purpose of calibration only. This was nec-
essary due to bad sky conditions throughout the third year 
preventing adequate uniformity in the calibration, and faulty 
GPS data that spoiled the FGCM solutions. We additionally 
made improvements to aperture corrections, updates to DES 
Y3A2 Standard Bandpass, and other technical modifcations 
to the FGCM procedure (Rykoff et al. in prep.). This correc-
tion corresponds to the DELTA_MAG_Y4 quantities. These 
updates are possible without a complete coaddition thanks to 
the scheme described in Appendix A. 

Next, we associate a spectral template with each individ-
ual coadd object based on the preliminary coadd photom-
etry. We use the Pickles (1998) stellar spectral library for 
high-confdence stars, and the COSMOS SED library (Ilbert 
et al. 2009) for galaxies and ambiguous objects. We ft SED 
templates together with preliminary photo-z estimates.Using 
these spectral templates, we compute per-object chromatic 
corrections to obtain top-of-the-atmosphere calibrated fuxes 
as observed through DES Y3A2 Standard Bandpass. This 
correction corresponds to the DELTA_MAG_CHROM quanti-
ties. 

Finally, we calculate per-object SED-dependent interstel-
lar extinction corrections using the same SED templates for 
several dust reddening maps, including those of Schlegel 
et al. (1998), Planck Collaboration (2014), and Lenz et al. 
(2017). Additional details are provided in Appendix A.5. 
This correction corresponds to the A_SED quantities. 

While we have focused on chromatic corrections for pre-
cision photometry, we note that per-object SED templates 
could be used for other data processing steps that are sensi-
tive to chromatic effects, such as PSF modeling and differen-
tial chromatic refraction (Meyers & Burchat 2015; Eriksen 
& Hoekstra 2018; Carlsten et al. 2018). The general pro-
cedure developed here may be applicable to other imaging 
surveys with increasingly stringent systematic error budgets, 
such those of Rubin Observatory and Euclid (e.g., Galametz 
et al. 2017). 

4.4. Photometric performance 

Summary statistics for the relative photometric calibration 
of Y3 GOLD are reported in Table 2. We refer the reader 
to DES Collaboration (2018b) for detailed information on 
the calibration of DES photometry to a physical (AB mag-
nitude) scale, which was assessed via repeated observations 
of a CALSPEC standard star, C26202 (Bohlin et al. 2014). 

Figure 5 shows updated results for the top-of-the-atmosphere 
photometric uniformity measured against Gaia DR2. Rela-
tive to DES Collaboration (2018b), use of Y4 zeropoints, 
improvements in the FGCM pipeline, and application of 
chromatic corrections have decreased the scatter of photo-
metric residuals versus Gaia photometry (transformed to 
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Figure 4. Astrometric residuals of Y3 GOLD vs Gaia’s DR2 objects, computed as the median value of the modulus of the displacement vectors 
between the matched stars of both catalogs. 

Gaia’s G band7) from ∼ 7mmag to < 3mmag. Importantly, 
DES and Gaia photometric calibration pipelines are com-
pletely independent from each other, implying that at least 
one of these surveys has photometric uniformity of better 
than ∼ 1.4mmag. 

The top-of-the-atmosphere calibration in Y3 GOLD has 
reached a level of precision such that the treatment of in-
terstellar extinction is now a limiting source of systematic 
uncertainty affecting the photometry of most DES objects. 
Differences between varying prescriptions for interstellar 
extinction corrections are typically & 10mmag for object 
colors, even in the low extinction regime that characterizes 
the DES footprint (see Appendix A.5 for details). Whereas 
inclusion of additional overlapping exposures in the coadd 
tends to improve uniformity and average down differences 
between the observed passband and the Standard Bandpass, 
such that chromatic corrections are reduced, uncertainty in 
both the normalization of the dust opacity as well as chro-
matic effects of interstellar extinction persist. 

When comparing the primary photometric methods 
for point-like (SOF_PSF_MAG_I) and extended objects 
(SOF_CM_MAG_I) for high-confdence stars, we fnd an 
average systematic offset in each of the griz bands that varies 
at the level 0.02mag between bands. The SOF_PSF_MAG_I 
agrees well with the SourceExtractor PSF photometry 
used by FGCM for photometric calibration of the survey in 
all of the griz bands. Accordingly, there might be a system-
atic color offset for galaxies at the 0.02mag level. We do not 
expect this color offset to substantially affect photometric 

7 This transformation is performed using a subset of common stars be-
tween Gaia and DES FGCM standards as a training set for a random forest 
which is built to transform stellar photometry from one system to the other. 
This transformation uses DES gri magnitudes and colors as features in the 
training, and is valid for the interval 0.5 < g − i < 1.5 

redshift methods that are trained and evaluated consistently, 
however, template-ftting methods might be impacted. Sev-
eral dedicated studies have been performed to validate the 
photo-z distribution of samples used for DES Y3 cosmology. 

5. DEPTH 

The depth of Y3 GOLD can be quantifed using several ap-
proaches, as detailed in DES Collaboration (2018b). Here, 
we focus on the effective depth obtained using the SOF pho-
tometry which is unique to Y3 GOLD, and on measurements 
of the detection completeness of the galaxy population. 

5.1. Depth from SOF photometry for galaxy analyses 

In order to have a more accurate description of S/N = 10 
depth for galaxy photometry (using the SOF model magni-
tudes), we follow the procedure described in Rykoff et al. 
(2015) in which a model is trained on a coarse nside 
= 1024 HEALPix pixelization using several survey prop-
erties as features. The depth within the coarse pixels is 
estimated by ftting the magnitude versus magnitude error 
function. This ft is done only for extended objects with 
EXTENDED_CLASS_MASH_SOF > 1 (with a median ∼ 1.9 
pixel semi-major axis length) to capture the depth for galaxy-
like sources. The model is then applied to pixels in default 
survey property map resolution (nside = 4096) to produce 
the reference depth map for that photometry. 

This results in the following estimates, again taking the 
median of the histogram distribution: griz = [23.8, 23.6, 23.0, 
22.4]. These values are a more accurate representation of the 
galaxy photometry since a selection of galaxies with good 
properties is used to obtain the magnitude limit estimates. 
These depth estimates include chromatic corrections and the 
extinction model described in Section 4.3. For comparison, 
the MOF S/N = 10 depth from Y1 GOLD in griz = [23.7, 23.5, 
22.9, 22.2]. 
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5.2. Detection completeness 

An alternative to the signal-to-noise threshold depth mea-
surement is characterization of the object detection complete-
ness as a function of magnitude. We use the Hyper Suprime 
Camera Subaru Strategic Program Data Release 2 (HSC-SSP 
DR2, Aihara et al. 2019), which reaches a depth of i ∼ 26.2 
for point sources at S/N = 5, for the Wide Survey, signif-
cantly deeper than the DES Year 3 data set. For Y3 GOLD 
data, we have at our disposal additional techniques that can 
be used as crosscheck, namely deeper observations with DE-
Cam through Deep Fields processing (Hartley, Choi et al. 
2020a) and the Balrog simulations (Everett et al. 2020). 

We use as a common mask for both data sets the Y3 GOLD 
footprint and foregrounds mask, defned in Section 7.2 
coupled with the HSC star masks from the latest iteration 
(S18A8). Similarly, we combine the Y3 GOLD masks with 
the deep feld data sets, which incorporates its own set of 
masks. We perform a 0.5arcsec matching between each cat-
alog and Y3 GOLD in this region with these constraints. The 
Balrog data set contains its own self-matching with similar 
characteristics, and the catalog already includes objects that 
have been detected with a fag. 

Results (for extended objects) are shown in Figure 6(a), 
where we see good agreement between the various method-
ologies, and Figure 6(b) where a comparison with Y1 GOLD 
completeness is shown. We note that the completeness pre-
sented here is different from that computed in Kessler et al. 
(2019): completeness for the SNIa cosmology analysis was 
computed as a function of supernova peak i band magnitude 
rather than as a function of its host galaxy magnitude (Figure 
4 of Kessler et al. (2019)). 

8 https://hsc-release.mtk.nao.ac.jp/doc/index.php/bright-star-masks-2/ 

5.3. Stellar obscuration 

Ross et al. (2011) noted the effect of obscuration around 
point sources as a systematic effect for clustering, and quan-
tifed the impact through measurements of the underden-
sity of galaxies around these sources. A similar measure-
ment for DES has been done around VVDS sources and is 
shown in Figure 7, and for a region closer to the Galac-
tic plane in Figure 7(b). The obscuring radius is slightly 
larger in the case of the feld near the plane, which will 
impact the galaxy distribution, and is addressed using cor-
rection weighting, as developed in Rodríguez-Monroy et al. 
(2020) and Elvin-Poole et al. (2018). Alternatively, or in ad-
dition to this approach, a mask can be built around stellar 
objects (EXTENDED_CLASS_MASH_SOF = 0, i < 20) with 
a 5 arcsec radius to remove them together with the exclusion 
radius found here. 

6. OBJECT CHARACTERIZATION 

In this section, we report on several additional fags and 
labels computed for each object in the catalog. 

6.1. Object classifcation 

The MOF and SOF pipelines provide a better measurement 
of the extension of a given object, as compared with coadd 
quantities, as shown in Sevilla-Noarbe et al. (2018), where 
insuffcient modeling of PSF variations and discontinuities 
can have an important impact in the selection of objects with 
similar characteristics even when close to each other. 

For Y3 GOLD we have created a set of EXTENDED_CLASS 
classifers that group objects according to their consis-
tency with a point-like morphology, with a higher value 
corresponding to more spatially extended shapes (de-
tails in Appendix B). Here we summarize the perfor-
mance, including completeness and purity characteri-

https://hsc-release.mtk.nao.ac.jp/doc/index.php/bright-star-masks-2/
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Figure 6. (left) Detection completeness for extended objects in the SN-X3 feld (α,δ ∼ 36.5◦ ,−4.5◦; approximately 3deg2 in area) in the i band, 
comparing three methodologies: using a deeper external data set (HSC-SSP DR2, ∼ 360 thousand matches to Y3 GOLD), the Deep Field catalog 
in that region, and simulations from Balrog processing, which inject realistic images onto coadded Y3 images. Similar agreement is obtained 
in other bands; (right) Detection completeness for extended objects in the HSC-SSP W05 feld (α ∼ 330◦ 

−360◦ ,δ ∼ 0◦; approximately 90deg2 

in area of overlap) in the i band, comparing Y1 GOLD and Y3 GOLD versus the wide feld HSC-SSP DR2 data set (∼ 4.9 million matches to 
Y3 GOLD). NB that this region is wider and more representative of Y3 GOLD than the comparison shown in Figure 6(a) and is 0.23 magnitudes 
deeper. Errors are 95% containment errors computed using a Bayesian approach for effciencies as detailed in Paterno (2004) but cannot be 
visualized as they are small compared to the data markers themselves. The black solid horizontal line represents the 90% level for visual 
reference. 
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(a) SN-X3 (b) Near Galactic plane 

Figure 7. (left) Stellar obscuration in the SN-X3 feld as a function of distance from the star, expressed as the defcit of galaxy density with 
respect to the density of galaxies at 20 arcsec, binned within several intervals of SOF_PSF_MAG_I. (right) Same in a region at b = [-38, -31] 
degrees, closer to the Galactic plane. The obscuration effect is slightly larger in radius, due to overlap with other obscuring stars. 

zation for stars and galaxies, for our default classifer 
EXTENDED_CLASS_MASH_SOF. 

We can validate the bright end of the classifcation using 
additional infrared data from VHS (McMahon et al. 2013) 
as demonstrated in Baldry et al. (2010) and Sevilla-Noarbe 
et al. (2018). We perform a 0.5arcsec astrometric match to 
overlapping VHS sources, and defne a stellar vs non-stellar 
classifcation based on g − i DES optical color versus J − Ks 

VHS color. The result of such separation in this space is seen 
in Figure 8. 

Using this clean color-based classifcation scheme as a 
‘truth’ reference, it is possible to evaluate the quality of the 
EXTENDED_CLASS_MASH_SOF classifcation at the bright 
end of the magnitude distribution (approximately from 15 to 
21 in the i band, where a signifcant number of matched VHS 
objects are available). From this comparison, we can deduce 
two useful performance indicators for galaxy samples that are 



13 THE Y3 GOLD DATA SET 

0 1 2 3 4
SOF g - SOF i

0

1

2

V
H

S
J

-
V

H
S

K
s

Figure 8. Optical DES vs infrared VHS color distribution for star 
classifcation. The objects above the dividing line have galaxy or 
QSO spectra. This color-based ‘truth’ classifcation for Galactic and 
extragalactic populations is possible where VHS data are available 
and matched to DES sources, and is therefore limited to approxi-
mately i < 21. 

relevant for cosmology analyses: purity (also called precision 
or positive predictive value) or equivalently, contamination as 
(1 - purity), and effciency (also called completeness, or true 
positive rate). Figure 9(a) shows these results for a match 
to the VHS catalog over the overlapping footprint. Near the 
saturation threshold of DES, we see that up to ∼ 30% of ob-
jects classifed as morphologically extended have colors that 
are more consistent with being stars. Some fraction of these 
objects might be double stars, and should be eliminated from 
galaxy samples. The galaxy samples used for DES Y3 cos-
mology do not include this population of bright objects due 
to fux and/or color selections. 

We can also use deeper surveys with good seeing and/or 
space-based imaging to provide a morphological reference 
to validate the star-galaxy classifer for fainter objects. We 
used the HSC-SSP DR2 catalog (Aihara et al. 2018) in W02, 
overlapping the SN-X3 feld. In Figure 9(b) we show the eff-
ciency and purity of an extended source sample versus point 
sources. In this measurement, we estimate a 2% systematic 
error at fainter magnitudes due to classifcation errors in the 
reference catalog itself (as compared with space imaging). 

From these fgures, we can estimate that the galaxy sample 
as defned by EXTENDED_CLASS_MASH_SOF = 3 in the 
range of i = [19,22.5] will contain a contamination smaller 
than 2%. This range for example will contain most of the 
lens sample for the DES cosmology analyses. 

In Figure 10 we show the contamination level (1-purity) 
for the stellar and galaxy samples. The photometric redshift 
range considered is very important to consider when account-
ing for contamination from a stellar or extragalactic compo-
nent. Stars will have a photometric redshift assigned as well 
and tend to accumulate at photo-z & 0.5. This can impact the 
galaxy sample specifcally at bright magnitudes, where the 
true star to galaxy ratio is higher, in this moderate photo-z 
range (see Crocce et al. 2019). The apparent extendedness 

of the contaminating stellar population is likely attributed to 
double stars in many cases. For the cosmology studies show-
cased in DES Collaboration (2018a) and Y3 analyses, the 
‘source’ and ‘lens’ samples avoid this contamination through 
specifc shape measurement codes and by removing bright 
objects, respectively. If one is interested in this bright regime 
however, additional color constraints or more sophisticated 
shape selections can help separate extended sources and dou-
ble stars that have been merged into a single detection. 

The EXTENDED_CLASS_MASH_SOF classifer was built 
for general application based on the best options studied in 
Sevilla-Noarbe et al. (2018). Analyses in regions around 
foreground objects (such as globular clusters or the Magel-
lanic Clouds) would test the performance of these morpho-
logical classifers and/or build improved classifcations with 
color information (Sevilla-Noarbe et al. 2018). 

6.2. Object quality fag: FLAGS_GOLD 
We use FLAGS_GOLD to indicate unusual characteristics 

of individual objects, including ftting failures and measure-
ment anomalies. Flagged objects can be excluded as appro-
priate for a given analysis using bitwise operations. See Ta-
ble 3 for a description of the various bits available per object. 

6.3. Photometric redshifts 

Three standard photometric redshift codes were run on 
MOF and SOF photometries of Y3 GOLD objects (griz). We 
provide in this section a description of the estimates provided 
with Y3 GOLD, together with fgures of merit describing their 
performance against an extensive collection of spectra, de-
scribed in Gschwend et al. (2018). The reference catalog in-
cludes ∼ 2.2 × 105 spectra matched to DES objects from 24 
different spectroscopic catalogs, most notably SDSS DR14 
(Abolfathi et al. 2018), DES’s own follow-up through the 
OzDES program (Lidman et al. 2020), and VIPERS (Garilli 
et al. 2014). Half of the spectra have been used for train-
ing the machine learning methods, and the other half for the 
tests shown in this section. In all cases, point estimates and 
probability distribution functions of the samples can be com-
puted. It is important to remark that cosmology analyses 
making use of Y3 GOLD will often employ other approaches 
more suitable for the task at hand (see, e.g., Myles, Alarcon 
et al. (2020)), with their own set of validation procedures. In 
this work, we present three approaches available in Y3 GOLD, 
with a measurement of bias and dispersion as a function of 
spectroscopic redshift using an extensive spectroscopic cata-
log. 

6.3.1. Bayesian Photometric Redshifts, BPZ 

The BPZ code uses a template-ftting approach where a 
collection of galaxy SEDs are ft to the measured fuxes. The 
original code from Benítez (2000) has been modifed for eff-
ciency of execution as described in Hoyle, Gruen et al. (2018) 
and incorporated into the DESDM system. 
BPZ has the capability of providing estimates for the red-

shifts from our knowledge of galaxy spectra, up to high red-
shifts if needed, by modeling adequately their spectral evo-
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(a) Truth from VHS colors (b) Truth from HSC morphology 

Figure 9. (left) Effciency and contamination of point sources in different extended source samples using the VHS color selection as a reference. 
A large contamination at the bright end can be avoided by using infrared color selection and/or faint magnitude selection when the former is 
absent; (right) same measurements using the HSC-SSP DR2 catalog as a reference (see Section 3.2). Errors are 95% containment errors 
computed using a Bayesian approach for effciencies as detailed in Paterno (2004), and cannot be visualized at this scale as they are ∼ 0.3%. 

Table 3. Y3 GOLD FLAGS_GOLD bit fag variable 

Flag Bit Number of objects affected Description 

1 14185334 MOF_FLAGS != 0 or MOF_FLAGS = NULL, fag raised by MOF processing 
2 6555347 SOF_FLAGS! = 0, fag raised by SOF processing 
4 1532648 SOF_FLAGS == 1 or SOF_FLAGS > 2, fags for PSF ft failures 
8 746568 Any SExtractor FLAGS_[GRIZ] > 3 

16 3091171 Any of IMAFLAGS_ISO_[GRIZ]! = 0. † 

32 152999 Bright blue artifacts in the images 
64 62653 Bright objects with unphysical colors, possible transients 
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Figure 10. Impurity level in stellar and galaxy samples as classifed 
by EXTENDED_CLASS_MASH_SOF ( = 0 or = 3 respectively) for 
two photometric redshift ranges defned by DNF. Every object in 
the Y3 GOLD sample has a photometric redshift computed for them, 
including stars. 

† The IMAFLAGS_ISO fag is set as an OR condition among the multiple pixels on multiple epochs composing the image, 
regarding a processing fag being set, according to the defnition in Morganson et al. (2018). 

lution, thereby alleviating the need for expensive and biased 
measurements of spectroscopic sources for training sets. On 
the other hand, biases can arise in this case from inadequate 
calibration or incompleteness of the template base itself. 

6.3.2. Directional Neighborhood Fitting photometric redshifts, 
DNF 

DNF (De Vicente et al. 2016), creates an approximation 
of the redshift of objects through a nearest-neighbors ft of a 
hyperplane in color and magnitude space using a reference, 
or training set, from a large spectroscopic database. 
DNF also provides a second redshift estimation as the 

nearest-neighbor in the reference sample. This second es-
timation allows the method to replicate the science sample 
photo-z distribution, N(z),under the assumption of training 
sample representativeness (see Hartley, Chang et al. (2020b) 
for an exploration of this fact in machine learning codes). 
Galaxies without close references in the training sample are 
tagged in this code. 

This kind of solution offers an automatic incorporation of 
the subtleties of the photometric behavior of the system. In 
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addition, some of the degeneracies in the photometry-redshift 
association can be detected as large differences between the 
two photo-z’s provided by the method. However the lack of 
representativeness of the training set as mentioned above is 
one of the major drawbacks of this kind of methodologies. 

6.3.3. Machine Learning methods for photometric redshifts, 
ANNz2 

ANNz2 (Sadeh et al. 2016) provides an alternative 
training–based photo-z estimate. ANNz2 is an updated ver-
sion of the neural network code ANNz (Collister & Lahav 
2004), and it differs from the latter by using several addi-
tional machine learning methods beyond Artifcial Neural 
Networks (ANNs), such as Boosted Decision Trees (BDTs) 
and k-Nearest Neighbours (kNN) algorithms. 

For the Y3 Gold photo-z catalog, ANNz2 was run in ran-
domized regression mode with 50 BDTs, using the same 
spectroscopic sample utilized for DNF, randomly split into 
training, and validation and testing sets. The estimate pro-
vided in the catalog results from the BDT with the best per-
formance on the testing sample. The uncertainty is estimated 
through a kNN method, which takes into account the distance 
of galaxies in the Y3 sample from training galaxies in color– 
space. As with DNF, an incomplete training set can introduce 
biases that need to be calibrated or accounted for. 

6.3.4. Photo-z Performance metrics 

As a standard check on the performance of these photo-
z codes, we present some quality metrics against the spec-
troscopic data set compiled as described in Gschwend et al. 
(2018). Figure 11 shows that the reconstructed estimation of 
the redshift is, in general, more accurate with DNF. At low 
redshifts (z < 0.5), the BPZ run available in Y3 GOLD shows 
poor performance, due to the adaptation of templates for bet-
ter performance at high redshifts. In addition, we encounter 
some diffculties related to the lack of u-band to break some 
degeneracies among galaxy types and redshift at z ∼ 0.4. We 
also show in Figure 12 that the impact of incorporating the 
chromatic corrections to photometric calibrations is negligi-
ble. 

The point photo-z estimates shown here are mainly used 
for binning galaxy samples. In Y3 cosmology, this is the 
done for the magnitude limited sample (Porredon et al. 2021) 
and the BAO sample (Carnero Rosell et al. 2020). red-
MaGiC uses its own point estimate from the red-sequence 
template ftting (with a similar performance as DNF for those 
galaxies) as described in Rozo, Rykoff et al. (2016). The 
fducial binning and redshift distributions of the source sam-
ple for the combined weak lensing and large scale structure 
analysis are described and validated in Myles, Alarcon et al. 
(2020). 

In Figure 13 we show the comparison of the estimate of 
DNF against the spectroscopic redshift distribution on the val-
idation sample, for illustration purposes. A qualitative agree-
ment of the N(z) estimate can be readily seen for the valida-
tion set used in this work. 

Figure 11. The residual of the point photometric redshift estimates 
(top) and the 68% quantile error using a test sample from a collected 
spectroscopic catalog (Gschwend et al. 2018), from BPZ, DNF and 
ANNz2 (as well Y1 GOLD BPZ). The lack of u-band limits precision 
at low redshifts. The training set is common between both machine 
learning photo-z codes. NB, that although the test spectroscopic 
sample is quite extensive, collecting more than 100000 spectra, it is 
not a statistically representative sample of Y3 GOLD. 

7. ANCILLARY MAPS 

As with Y1 GOLD, the Y3 GOLD map products use 
HEALPix (Górski et al. 2005) as their base code, usually 
with an nside = 4096 resolution (approximately 0.738 
square arcminutes per pixel or 0.86 arcmin across). 

7.1. Footprint 

The Y3 GOLD footprint is a geometric mask used to se-
lect regions of the survey with good coverage in multiple 
bands. While the complete Y3 GOLD object catalog con-
tains all objects measured in the Y3A2 coadd processing 
(same objects as DR1 release; Section 3), only the subset 
of objects located within the Y3 GOLD footprint are consid-
ered as part of the DES Y3 cosmological analyses. We use 
the FLAGS_FOOTPRINT variable to ensure consistency be-
tween the object catalog and Y3 GOLD footprint. 
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Figure 12. The residual of the point photometric redshift estimates 
(top) and the 68% quantile error over (1+z) (bottom) for DNF, with 
and without chromatic corrections. It can be seen that the impact in 
performance is negligible. 

The minimum requirement for an object to be part of 
Y3 GOLD is summarized as follows: 

• At least 1 exposure on each band griz is required in the 
object’s HEALPix pixel from the NUM_IMAGE map 
(Section 7.3). 

• At least 50% of overlapping coverage for each band 
is required in the FRACDET griz map for that pixel as 
well (Section 7.3). 

• The object itself must have a value for the NITER_MODEL 
variable greater than zero for griz, that is, it must have 
been successfully ft to a model by SourceExtrac-
tor for the light profle in each of these bands. 

In summary, these conditions require that the object must 
be in a HEALPix region with certain minimum observations, 
and that the object itself has been observed in the 4 bands in 
which SOF photometry is computed. Considering the detec-

Figure 13. N(z) comparison between DNF and the spectroscopic 
validation sample, as well as the distribution for a random sam-
pling of Y3 GOLD. Selection included some basic quality cuts on 
FLAGS_GOLD = 0 and FLAGS_FOREGROUND < 2, extended ob-
ject selection (EXTENDED_CLASS_MASH_SOF = 3) and i-band 
magnitude range cut in the interval [17.5, 23.5]. 

tion fraction in each of the HEALPix pixels, the footprint 
area amounts to 4946deg2. 

7.2. Additional masks 

For most cosmology analyses, we apply two additional 
geometric selections beyond the minimal ‘footprint’ observ-
ability requirements (Section 7.1). These masks correspond 
to distinct types of effects: regions where nearby astrophys-
ical objects hinder studies of distant galaxies (called ‘fore-
ground regions’), and areas that are considered faulty from 
the measurement point of view, due to some defciency in 
the source extraction or photometric measurement (‘bad re-
gions’; Fausti Neto et al. 2018). 

In addition, we produce maps of survey properties and ob-
serving conditions (e.g., sky brightness, image quality) ex-
tracted from the set of single-epoch images that overlap each 
position in the survey. 

7.2.1. Foreground mask 

Table 4 summarizes the mask bits and regions described 
in this section. Figure 14 shows the foreground mask. If 
a Y3 GOLD object is located within a HEALPix pixel that 
is part of one or more of the regions indicated in Table 4, 
the bit fag variable FLAGS_FOREGROUND is set using the 
corresponding bits. These are defned as follows: 

• Bit 1, 2MASS moderately bright stars: includes 
regions around stars with a J magnitude from the 
2MASS (Skrutskie et al. 2006) catalog in the range 
8 < J < 12. 
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Table 4. Y3 GOLD Foreground Region Mask 

Flag Bit Area Description 

( deg2) 

1 220.59 2MASS moderately bright star regions (8 < J < 12) 
2 22.63 Large nearby galaxies (HyperLEDA catalog) 
4 91.12 2MASS bright star regions (5 < J < 8) 
8 100.61 Region near the LMC 
16 86.51 Yale bright star regions 
32 0.53 Globular clusters 
64 61.13 Brightest stars 

NOTE— Foreground mask for Y3 GOLD. The masked area from the Y3 GOLD 
catalog is calculated using the coverage fraction of the pixels that are removed 
from the footprint by each mask. The rationale for each mask can be found 
in Section 7.2.1. 

• Bit 2, large nearby galaxies: this bit selects areas 
around large, nearby galaxies found in the Hyper-
LEDA9 catalog (Makarov et al. 2014). 

• Bit 4, 2MASS bright stars: same as bit 1 above, but 
including stars in the range 4 < J < 8. 

• Bit 8, region near the LMC: this mask avoids the area 
with an overabundance of stars around the Large Mag-
ellanic Cloud, which can easily overwhelm the galaxy 
catalog, or create heavy obscuration for cosmology 
analyses. 

• Bit 16, Yale bright star catalog (Hoffeit & Jaschek 
1991): approximately 1000 objects from the catalog 
overlap with the Y3 GOLD footprint. A linear function 
has been implemented to create a mask as a function 
with V -band magnitude from the catalog. 

• Bit 32, Globular clusters: the list includes fve glob-
ular clusters with magnitude V < 10, using the radius 
provided in the NGC2000 catalog10. These are NGC 
1261, NGC 1851, NGC 7089, NGC 288 and NGC 
1904. 

• Bit 64, Very bright stars: these are 11 stars that pro-
duce a large scattered light artifacts due to their bright-
ness that goes beyond the image masking and exclu-
sion listing set up for the rest of the stars. A large 
radius is defned around them to remove areas with 
large densities of bright objects with anomalous col-
ors. These stars are listed, including the exclusion ra-
dius, in Table 5. 

7.2.2. Bad regions mask 

9 http://leda.univ-lyon1.fr/ 
10 https://heasarc.gsfc.nasa.gov/W3Browse/all/ngc2000.html 

Table 5. Very bright stars exclusion list 

Name α,δ Radius (deg.) 

α Phe (6.5708, −42.3061) 2.0 
α Eri (24.4288, −57.2367) 2.0 
γ Eri (59.5075, −13.5086) 1.5 
α Hyi (29.6925, −61.5697) 0.5 
α Col (84.9121, −34.0741) 1.0 
α Car (95.9879, −52.6958) 2.0 
α Pav (306.41214, −56.7350) 1.0 
α Gru (332.0583, −46.9611) 2.0 
β Gru (340.6671,−46.8847) 2.0 

Pi1 Gru (335.6829, −45.9478) 0.5 
P Dor (69.1900, −62.0775) 0.5 

Table 6 summarizes the mask bits and regions described 
in this section. As with the foregrounds, if a Y3 GOLD ob-
ject is within a HEALPix pixel that is part of one or more 
of the regions indicated in Table 6, the bit fag variable 
FLAGS_BADREGIONS is set using the corresponding bits. 
These are described below: 

• Bit 1, coadd PSF failure regions: The coaddition 
process produces a discontinuous PSF function across 
the footprint that will corrupt SourceExtractor 
quantities which depend on the PSF such as MAG_-
PSF and SPREAD_MODEL (Desai et al. 2012; Bouy 
et al. 2013). Analyses using these SourceExtrac-
tor quantities, should mask out these regions. 

• Bit 2, tiles with errors in MOF processing: 66 
DESDM ‘tiles’ failed to fnish processing the MOF 
pipeline. These problematic tiles are all associated 
with foreground objects and/or dense regions. 

• Bit 4, high density of anomalous colors: This mask is 
intended to remove refections in the images, bad cov-
erage of foreground galaxies and a few satellite trails 
remaining in the images, using a selection on high den-
sity of objects with extreme colors (with any color g−r, 
r − i, i − z outside of the range [-2, 3]). 

7.3. Survey properties 

We track the spatial variation of several observing condi-
tions (see Table E.1) across the survey footprint using man-
gle polygon masks (Section 3.1). Given that each location 
in the survey contains the information from a stack of im-
ages, a statistic (e.g., mean, minimum, maximum) is used to 
summarize this information as a scalar value for that location 
(Leistedt et al. 2016). This step is explained in Morganson 
et al. (2018). 

The detailed geometry of the survey given by mangle is 
transformed into HEALPix maps for simplifcation and ho-
mogenization. In addition, bleed-trail and bright star masks 
for each band produced by DESDM are compacted into a 
single detection fraction HEALPix map (FRACDET), giving 

https://heasarc.gsfc.nasa.gov/W3Browse/all/ngc2000.html
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Figure 14. The foreground mask for Y3 GOLD, including all astrophysical objects which could hamper cosmological analyses (see text for 
individual descriptions). The total area removed amounts to 551 deg2. NB that the mask corresponding to bit=1 (faint 2MASS stars) is not 
shown for clarity. Some of the largest masked individual masked areas (Large Magellanic Cloud, very bright stars) are pointed out as well with 
a text label. 

Table 6. Y3 GOLD Bad Region Mask 

Flag Bit Area Description 

( deg2) 

1 
2 
4 

42.18 
28.43 
5.95 

Coadd PSF failure regions 
Tiles with errors in MOF processing 
High density of anomalous colors 

NOTE— Bad regions mask for Y3 GOLD. The masked area 
from the Y3 GOLD catalog is calculated using the coverage 
fraction of the pixels that are removed from the footprint by 
each mask. The rationale for each mask can be found in Sec-
tion 7.2.2. 

the effective coverage at each HEALPix pixel for each band. 
Furthermore, using the bleed-trail and bright star masks for 
any choice of bands grizY we can also produce a combined 
detection fraction map. The HEALPix maps were produced 
using the DES Science Portal (Fausti Neto et al. 2018); the 
process is described in Appendix E. 

DESDM delivered 27 survey properties for Y3 GOLD, to-
gether with bleed-trail and bright star masks for each band, 
totalling 135 mangle products for the entire survey (see 
Appendix E). Y3 GOLD provides pixelized versions of these 
survey property maps at HEALPix nside = 4096 resolu-
tion in NESTED ordering, as well as other useful maps used 
in cosmology analyses such as de MOF, SOF and MAG_-

AUTO depth maps described in Section 5, a stellar den-
sity map computed using ‘secure’ stars, according to the 
EXTENDED_CLASS_MASH_SOF classifer, and interstellar 
extinction maps. 

8. USING Y3 GOLD 
The Y3 GOLD data set will be released as was done with 

Y1 GOLD as an online resource, available at https://des.ncsa. 
illinois.edu/releases. This release includes the catalog itself, 
along with the maps detailed in Section 7 in HEALPix for-
mat. 

The Y3 GOLD data set used for Y3 cosmology analyses has 
internally been labeled as version 2.2. This version contains 
399 million objects and 446 columns, which include the ob-
ject ID, position, measured photometry and associated errors 
in each band using a variety of algorithms, shape information 
and errors, photometric redshifts and related quantities, and 
several fags (described in previous sections). We also pro-
vide the interstellar extinction in the direction of each object, 
as estimated from three different reddening maps (Schlegel 
et al. 1998; Lenz et al. 2017; Planck Collaboration 2014, see 
Appendix A.5). 

In the online documentation, we provide usage notes for 
the current Y3 GOLD version (to be updated for any subse-
quent versions produced). Some general recommendations 
are listed below. 

https://des.ncsa.illinois.edu/releases
https://des.ncsa.illinois.edu/releases
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• The fundamental selection for Y3 GOLD is to select 
objects with FLAGS_FOOTPRINT = 1, as described 
in Section 7.1. 

• In general, the areas identifed in Section 7.2.1 can 
present various problems in terms of photometry, junk 
objects, obscuration, etc., so the FLAGS_FOREGROUND 
= 0 selection is generally recommended for extragalac-
tic studies. 

• ‘Bad’ regions coming from internal processing or data 
taking issues (Section 7.2.2) will vary depending on 
the choice of photometric pipeline. A SOF-based anal-
ysis can be safely done with FLAGS_BADREGIONS 
< 4 whereas a MOF-based one should restrict to 
FLAGS_BADREGIONS < 2. A SourceExtrac-
tor-based analysis should use the bitwise AND oper-
ation (FLAGS_BADREGIONS & 101 = 0). 

• As explained in Section 6.2, FLAGS_GOLD allows 
for a selection of good quality objects, by summariz-
ing various fags and signatures of poor reconstruc-
tions in a single bitmask. However, Y3 GOLD pro-
vides the component fags from the different processes 
that were executed over the objects for more refned 
measurements. Typically, a SOF-based galaxy sample 
would use the bitwise AND operation (FLAGS_GOLD 
& 1111110 = 0). 

• Photometry is provided as computed after FGCM 
calibration is applied, after atmospheric and instru-
mental corrections have taken place (i.e., top-of-the-
atmosphere photometry). By default, cataloged mag-
nitudes are not corrected for Galactic extinction. 
However a further zero-point correction based on Y4 
imaging (with better quality) was computed prior to 
this release. In addition, as described in Section 4.3, 
a minor modifcation to take into account the spectral 
shape of the sources in the calibration plus the correc-
tion for Galactic extinction, has to be applied to obtain 
the fnal top-of-the-Galaxy fuxes. Only the magni-
tudes and fuxes containing the CORRECTED suffx 
include these minor adjustments as well as Galactic 
extinction. For example, in the case of magnitudes, 
this computation is: 

MAG_CORRECTED = MAG 
+DELTA_MAG_Y4 

(1)
+DELTA_MAG_CHROM 
−A_SED_SFD98 

(other extinction corrections may be applied as appro-
priate). 

• Only SourceExtractor Y -band photometry is 
available, as tests showed that incorporating this band 
into the overall multi-object ft degraded the perfor-
mance in the rest of the bands. 

• The default recommended star-galaxy separa-
tion method to identify stars and galaxies is EX-
TENDED_CLASS_MASH_SOF. It is based in mor-
phological quantities as described in Section 6.1. 
This method employs EXTENDED_CLASS_SOF as 
the main classifer for an object (see Table B.1) 
but defaults to EXTENDED_CLASS_WAVG, available 
for the brighter objects, or EXTENDED_CLASS_-
COADD in case none of the others have been com-
puted (in which case their values are set to a ‘sen-
tinel’ value). For cosmology analyses, the selec-
tion EXTENDED_CLASS_MASH_SOF = 3 is recom-
mended, as it shows very low stellar contamination 
up to the magnitude limit, with a decrease in galaxy 
selection effciency only beyond i > 22.5. By explor-
ing different ranges of EXTENDED_CLASS values, 
users can identify an appropriate sample for their sci-
ence case. A default value of −9 is assigned when 
there is insuffcient data available to compute the 
EXTENDED_CLASS variable. 

• At low redshifts (z < 0.5), the BPZ run available in this 
catalog shows poor metrics (Section 6.3), therefore we 
recommend the usage of DNF or ANNz2 over BPZ in 
general. 

In Table 7, some example queries are shown for illustration 
purposes, to refect the usage of fags and specifc Y3 GOLD 
columns for a few typical situations. 

9. CONCLUSIONS 

The Y3 GOLD data set is the basic resource for cosmol-
ogy using the Wide Survey of DES. It constitutes one of 
the largest galaxy catalogs to date, and is the basis of a new 
set of results exploring the robustness of the ΛCDM model 
and its alternatives in exquisite detail. Beyond serving the 
immediate needs of the DES Collaboration, we hope that 
Y3 GOLD stimulates further analyses by the astronomy and 
cosmology community at large (as demonstrated by Asgari 
et al. 2019 and Cheng et al. 2020, for example). Data ac-
cess tools and documentation are publicly available at https: 
//des.ncsa.illinois.edu/releases. We highlight several notable 
features (Table 2) of this data set: 

• Sky coverage of nearly 5000deg2 in fve photometric 
bands, grizY , at optical and near-infrared wavelengths; 

• < 3mmag homogeneity using multi-epoch photometry 
and the FGCM calibration model; 

• Depth of 23.8, 23.6, 23.0, 22.4 mag in griz for ex-
tended objects at S/N ∼ 10; 

• 399M measured objects of which ∼ 226M are ex-
tended objects marked as ‘good’ (very high galaxy pu-
rity up to i = 22.5), prior to any fux or signal-to-noise 
selection; 

• Approximate coverage of z ∼ 0.2 − 1.2 in photometric 
redshift 

https://des.ncsa.illinois.edu/releases
https://des.ncsa.illinois.edu/releases
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Table 7. Example selections from the Y3 GOLD catalog, provided for illustration purposes. 

Sample Selection from Y3 GOLD columns 

High purity galaxy sample (SOF) 

High purity galaxy sample (MOF) 

High purity galaxy sample (SourceExtractor) 

Basic object detections for subsequent shear studies 

High purity stellar sample (SOF) 

High completeness stellar sample (SOF) 

Red galaxy sample 

FLAGS_FOOTPRINT = 1 AND FLAGS_FOREGROUND = 0 AND 
(FLAGS_GOLD&1111110) = 0 AND EXTENDED_CLASS_MASH_SOF = 3 AND 

SOF_CM_MAG_CORRECTED_I = [18,22.5] 

FLAGS_FOOTPRINT = 1 AND FLAGS_FOREGROUND = 0 AND 
(FLAGS_GOLD&1111110) = 0 AND (FLAGS_BADREGIONS&110) = 0 

AND EXTENDED_CLASS_MASH_MOF = 3 AND MOF_CM_MAG_CORRECTED_I = [18,22.5] 

FLAGS_FOOTPRINT = 1 AND FLAGS_FOREGROUND = 0 AND 
(FLAGS_GOLD&1111110) = 0 AND FLAGS_BADREGIONS = 0 
AND EXTENDED_CLASS_COADD = 3 AND (MAG_AUTO_I+ 

+DELTA_MAG_Y4_I + DELTA_MAG_CHROM_I − A_SED_SFD98_I) = [18,22.5] 

FLAGS_FOOTPRINT = 1 AND FLAGS_FOREGROUND = 0 AND 
(FLAGS_GOLD&1111000) AND (FLAGS_BADREGIONS&110) = 0 

FLAGS_FOOTPRINT = 1 AND FLAGS_FOREGROUND = 0 AND 
(FLAGS_GOLD&1111100) = 0 AND EXTENDED_CLASS_MASH_SOF ≤ 2 

AND (SOF_PSF_MAG_R + DELTA_MAG_Y4_R+ 

+DELTA_MAG_CHROM_R − A_SED_SFD98_R) = [16, 23] 

FLAGS_FOOTPRINT = 1 AND FLAGS_FOREGROUND = 0 AND 
(FLAGS_GOLD&1111100) = 0 AND EXTENDED_CLASS_MASH_SOF ≤ 2 

AND (SOF_PSF_MAG_R + DELTA_MAG_Y4_R+ 

+DELTA_MAG_CHROM_R − A_SED_SFD98_R) = [16, 23] 

FLAGS_FOOTPRINT = 1 AND (FLAGS_FOREGROUND&11111100) = 0 AND 
(FLAGS_GOLD&1111110) = 0 AND EXTENDED_CLASS_MASH_SOF = 3 AND 

SOF_CM_MAG_CORRECTED_I = [17.5,22] AND 
SOF_CM_MAG_CORRECTED_I − SOF_CM_MAG_CORRECTED_Z+ 

2 ∗ (SOF_CM_MAG_CORRECTED_R − SOF_CM_MAG_CORRECTED_I) > 1.7 

NOTE— Here ‘&’ corresponds to the bitwise AND operation. 

Looking forward, the next major DES data processing 
campaign involves the full set of observations from the com-
plete six seasons of DES, and an associated second pub-
lic data release (DES DR2). DES Y6 data roughly dou-
ble the integrated exposure time over most of the footprint 
(see Figure 2). In addition, several upgrades have been im-
plemented in the science pipelines, including a lower S/N 
threshold for object detection, Gaia DR2 astrometric calibra-
tion, PSF modeling upgrades, and enhanced algorithms for 
the photometry of blended objects. The next generation of 
ground-based imaging surveys, including the Rubin Obser-
vatory LSST, will require more stringent control of system-
atic uncertainties associated with galaxy measurement and 
survey characterization (e.g., The LSST Dark Energy Sci-
ence Collaboration 2018), motivating continued use of DES 
as a proving ground for new data reduction techniques and 
data products to support cosmological analyses. 
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APPENDIX 

A. UNIFIED APPROACH FOR CHROMATIC AND INTERSTELLAR EXTINCTION CORRECTIONS 

We present the detailed formalism to apply SED-dependent photometric corrections to each source in the Y3 GOLD release. 
Building upon the work of Burke et al. (2018), our framework accounts for both chromatic corrections associated with the DECam 
bandpass (instrument and atmosphere) and interstellar extinction. We consider frst the corrections for individual exposures, and 
then the corrections for multi-epoch photometry. 

A.1. Single-Epoch Corrections 

Working forward along the path of light, the top-of-the-Galaxy (TOG) source spectrum incident at the Milky Way FTOG(λ)ν 

is reddened by interstellar dust before arriving at the Earth. Consider a reddening law with optical index aτ (λ), where τ is 
normalized to 1µm. Let a = f (E) be a normalization factor for the reddening law, where E ≈ E(B −V ) in the SFD98 prescription, 
but in general is some scaling from an external map providing the dust optical depth normalization. The dust-reddened top-of-

−aτ (λ)the-atmosphere (TOA) source spectrum is FTOG(λ)e .ν 

The analog-to-digital (ADU) counts registered by the camera for a given band b ∈ {grizY} is proportional the TOA source 
spectrum weighted by the transmission of the observed bandpass Sobs(λ) integrated over wavelength. b Z ∞ 

FTOG −aτ (λ)SobsADUb = 
AΔt 

(λ)e (λ)λ−1dλ. (A1)
gh ν b 

0 

The instantaneous system throughput varies as a function of focal plane location and environmental conditions. The effective 
aperture A, exposure time Δt, gain g, and Planck’s constant h appear as multiplicative factors. 

We defne three fux measurements of interest and the relationships between these measurements. The frst is the TOA source 
spectrum as seen through the observed bandpass, i.e., the fux directly measured on the camera (Fukugita et al. 1996): 

"R ∞ # 
FTOG −aτ (λ)Sobs 

TOA,obs ν (λ)e b (λ)λ−1dλ0m = −2.5log10 R ∞ (A2)b FABSobs " 0 b (λ)λ−1dλ # 
ghADUb = −2.5log10 R ∞ (A3)

AΔtFAB Sobs(λ)λ−1dλ0 b �Z ∞ � � � 
AFAB 

Sobs= −2.5log10(ADUb) + 2.5log10(Δt) + 2.5log10 (λ)λ−1dλ + 2.5log10 . (A4) 
0 

b gh 

The magnitude is normalized relative to the AB scale with FAB = 3631Jy (Oke & Gunn 1983). For a known observed bandpass, 
TOA,obsthe measured ADUb uniquely determines mb . In Y3 GOLD, the observed bandpass is provided by FGCM (Burke et al. 2018) 

for each individual CCD image together with the zeropoint in the AB magnitude system � � 
AFAB 

ZPAB = 2.5log10 . (A5)
gh 

Second, we defne the TOA source spectrum as seen through the DES standard bandpass: "R ∞ # 
FTOG −aτ (λ)Sstd 

TOA,std 0 ν (λ)e b (λ)λ−1dλ 
m = −2.5log10 R ∞ . (A6)b FABSstd 

0 b (λ)λ−1dλ 

The standard DES bandpass is defned as the instrument throughput averaged over CCDs and multiplied by the standard atmo-
sphere. The difference between the TOA source spectrum seen through the observed and standard bandpass is the chromatic 
correction: 

"R ∞ # "R ∞ # 
Sobs FTOG −aτ (λ)Sobs 

chrom TOA,std TOA,obs 0 b (λ)λ−1dλ 0 ν (λ)e b (λ)λ−1dλ 
δm = m − m = −2.5log10 R ∞ + 2.5log10 R ∞ . (A7)b b b Sstd(λ)λ−1dλ FTOG(λ)e−aτ (λ)Sstd(λ)λ−1dλ0 b 0 ν b 

Third, we defne the TOG source spectrum observed through the standard bandpass: "R ∞ # 
FTOG(λ)Sstd(λ)λ−1dλTOG,std 0 ν bm = −2.5log10 R ∞ . (A8)b FABSstd 

0 b (λ)λ−1dλ 
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The difference between the TOA and TOG source spectrum observed through the standard bandpass is the interstellar extinction 
correction: "R ∞ # 

FTOG −aτ (λ)Sstd(λ)λ−1dλ(λ)eextinction TOA,std TOG,std 0 ν bδm = m − m = −2.5log10 R ∞ . (A9)b b b FTOG(λ)Sstd(λ)λ−1dλ0 ν b 

This expression allows computation of SED-dependent interstellar extinction corrections. Our expectation is that most science 
TOG,std users will primarily use mb because this quantity is straightforward to compute for a given intrinsic source spectrum and 

allows for more direct comparisons of source photometry across the survey. Summarizing the results above, we can write the 
overall transformation from raw ADU counts to the chromatically correct and de-reddened magnitude as 

TOG,std TOA,obs chrom extinction m = m + δm − δm . (A10)b b b b 

The photometric corrections above require an SED template for each object, as described in Appendix A.4. 

A.2. Multi-epoch Corrections 

We now generalize Equation (A10) to the case of multi-epoch photometry. For the purpose of this derivation, we assume that 
the coaddition weighting is constant on a per-object rather than a per-pixel basis. While this assumption is not precisely correct, 
most of the scaling in the SWarp coaddition is from the image-based zeropoint weighting, rather than the local pixel-scale 
weighting. For WAVG catalog-coadd quantities this assumption is correct because the weighting is done explicitly on the object 
level. 

Suppose we have N observations of an object in band b that are enumerated with the index i. To simplify the subscripts, in this 
subsection we neglect the subscript b and assume we are working in band b. The raw multi-epoch magnitude hmobsi is given by 
the weighted sum of individual measurements P obs 

obsi = 
wimihm P , (A11)

wi 

where wi are the individual weights. For the weighted-average quantities, we use inverse-variance weights wi = 1/σi 
2, where σi 

is the single-epoch photometric error. For the coadd quantities, the weights are the median of the weight plane per amplifer for 
each observation. We can then apply per-observation-epoch photometric corrections δmi to obtain the multi-epoch photometric 

correctedi as follows: corrected magnitude hm 

P obs 
correctedi = 

wi(mi + δmi)hm P (A12) P obs 

wi P 
wim wiδmi = P i 

+ P (A13)
wi wiP 

obsi + 
wiδmi = hm P . (A14)

wi 

For Y3 GOLD, we applied three per-observation-epoch corrections corresponding to a per-object chromatic correction, a gray 
zeropoint correction, and a zeropoint correction to shift to the AB magnitude scale: 

chrom ZP,gray ZP,ABδmi = δm + δm + δm . (A15)i i i 

chrom ZP,grayThe per-observation-epoch chromatic corrections δm come from Equation (A7). The gray zeropoint corrections δmi i 
ZP,AB are described in Appendix A.3. The AB magnitude zeropoint corrections δm arise due to an internal bookkeeping con-i 

vention. Before we perform the coaddition, each individual image must be given a zeropoint. With FGCM, zeropoints are 
SED-dependent but we do not know the per-object SEDs ahead of time, nor can we perform the coaddition with varying zero-
points. The “native” FGCM SED is a fat Fν (λ) spectrum in wavelength (AB magnitudes), but very few objects have this color. 
Therefore, we decided to make the coadds based on a reference spectrum of a G star (our absolute calibrator star, C26202). In 
the database, the FGCM_ZPT value that is used for the coadds is shifted to the AB magnitude spectrum and the shift is recorded 

ZP,AB as FGCM_COADD_ZPTSHIFT. δmi is obtained from the database as FGCM_COADD_ZPTSHIFT. 
To apply these multi-epoch corrections to objects in Y3 GOLD, we computed the weighted average of each per-observation 

extinction correction. Finally, the interstellar extinction correction δmb can be applied per-object (Appendix A.5) rather than per-
observation because we have defned the interstellar extinction correction in terms of the standard bandpass. The chromatic 
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Table A.1. Summary of multi-epoch photometric corrections 

Correction Y3 GOLD Column Expression 

P ZP,gray ZP,AB wi (δm +δm )ZP i iGray and AB Zeropoint DELTA_MAG_Y4 hδm i = P 
wii 

P chrom 
chromi = 

wiPδmiChromatic DELTA_MAG_CHROM hδm wi 

extinction Interstellar Extinction A_SED_SFD98 δmb 

correction term (Equation (A7)) includes reddening. However, any changes in the assumed reddening law or reddening map 
would only cause second-order effects (especially in the low-extinction regime that aptly describes most of the DES footprint), 
so we decided to keep the e−aτ (λ) factor in Equation (A7) fxed to the fducial prescription so that chromatic and interstellar 
extinction effects can be computed and tested independently. The multi-epoch magnitude for the TOG object spectrum observed 
through the standard bandpass is 

TOG,stdi obsi+ hδmZP chromi− δmextinction hm = hm i+ hδm b . (A16)i 

Table A.1 summarizes the multi-epoch photometric corrections in the Y3 GOLD catalog, which can be applied as shown in 
Equation (1). We combine the multi-epoch corrections for the gray and AB magnitude zeropoint corrections hδmZPi as DELTA_-i 
MAG_Y4 in the Y3 GOLD table: P ZP,gray ZP,AB wi(δm + δm )ZP i ihδmi i = P . (A17)

wi 

A.3. Updated Gray Zeropoint Corrections in Y3 GOLD 
There are several improvements to the “gray” SED-independent zeropoints (Rykoff et al. in prep.) between the initial DES 

DR1 release and the Y3 GOLD release: 

• Aperture corrections in Y3 GOLD are performed internally during the calibration rather than as an afterburner step. Bern-
stein et al. (2018) found that photometric residuals between individual exposures within the same night could be pri-
marily accounted for by improved aperture corrections. The Y3 GOLD calibration is based on SourceExtractor 
MAG_PSF photometry from FINALCUT processing and normalized to the fux measured within a 600 diameter aperture 
(MAG_APER_8). 

• The initial photometric calibration used for DR1 was based on a preliminary version of the DES Standard Bandpass. The 
updated Y3 GOLD calibration is now fully consistent with the DES Y3A2 Standard Bandpass publicly released with DR1. 

• The observation strategy used during the frst three years of DES concentrated observations in two distinct halves of the 
footprint during the frst and second years, respectively. It was only during the third year of DES that both halves were 
routinely observed within the same night. However, the third year of DES encountered unusually poor weather conditions. 
The Y3 GOLD photometric calibration incorporates a fourth year of observations to improve the uniformity across the full 
footprint (for the purpose of photometric calibration only; no Y4 imaging was included in the coadd). 

• We did not use the Global Positioning System as input to the water vapor term in FGCM for the Y3 GOLD calibration, as 
this GPS input was compromised during a period of the Y1-Y3 observations, and led to spatially coherent photometric 
residuals in z-band over a small region of the footprint. 

• Technical improvements to the ftting procedure in the FGCM code have improved the overall stability of the calibration. 

The distribution of updated zeropoint corrections hδmZPi that include both the AB magnitude and updated gray zeropoint i 
corrections per Equation (A17), is plotted in Figure A.1. 
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ZPFigure A.1. Distribution of multi-epoch zeropoint corrections (hδmi i) that apply to the Y3 GOLD release, updated since the DR1 release. 

A.4. Estimating Per-Object Template SEDs: Fν (λ) 

We compute photometric corrections for every coadd object as a function of its spectral type, as defned by their colors, to 
account for the differences relative to the FGCM reference spectrum. 

Except in special cases (in particular SNe Ia), we generally do not know and/or do not want to assume an intrinsic spectrum 
of a given source. Therefore, we must decide what source spectrum to use when computing chromatic corrections. One could 
take an empirical approach and derive a linearized source spectrum directly from DES data, but this is problematic in bands at 
the boundaries of DES wavelength coverage (i.e., g and Y ) and for drop-outs, since the color is not well constrained. We instead 
identify a best-ft realistic spectrum as a frst step of the chromatic corrections described above. 

We divide sources into two sets: (1) clearly identifed stars, and (2) galaxies + ambiguous sources, which will mainly be faint 
galaxies. For the secure stars, fux measurements in two or more bands are suffcient to identify a template source spectrum, since 
the stellar locus is narrow and approximately monotonic in color. We use the Pickles (1998) stellar spectral library taken from 
the big-macs-calibrate code17, augmented with the bluest spectral templates from the original library. The big-macs-
calibrate library does not cover the full range of stellar colors, however, its template library has some important advantages 
since the spectral resolution is increased relative to the initial library, reducing the scatter considerably for the reddish M stars. 
Secure stars are selected as follows: 
WHERE (((mag_auto_r BETWEEN 5. AND 22.0) 
AND abs(wavg_spread_model_r) < 0.003) 
OR ((mag_auto_i BETWEEN 5. AND 22.0) 
AND abs(wavg_spread_model_i) < 0.003) 
OR 
((mag_auto_r BETWEEN 5. AND 20.0) 
AND abs(spread_model_r) < 0.005 
AND abs(spread_model_i) < 0.005)); 

For galaxies, we use the COSMOS SED library and run the LePhare photo-z code to identify a best-ft spectral template 
and redshift for each individual source. The initial ft uses the standard DES bandpass and fducial reddening correction (Ap-
pendix A.5). Even if the initial best-ft spectrum is not fully accurate, the shape will be constrained at the level allowed by DES 
data alone. At this stage, the specifc value of the best-ft galaxy redshift is actually not important, so long as the best-ft spectral 
shape is approximately correct. 

The COSMOS galaxy SED library was chosen based on agreement between the colors of the templates and measured colors of 
the Y3 GOLD galaxy sample, as seen in Figure A.3. Various tests indicated that alternative choices of SED library provided sub-
optimal color matching, as they did not overlap some regions of color space occupied by the Y3 GOLD galaxies. We verifed, using 
a random sub-sample, that the colors of the best-ft SEDs are not biased relative to the Y3 GOLD colors, as seen in Figure A.4. 
The shape of the SEDs correctly represents the griz colors of sources for all spectral types in the galaxy sample. 

Figure A.2 shows the range of SED templates considered for both stars and galaxies, as well as fat Fν (λ) spectrum, used as a 
reference for the fducial interstellar extinction correction (Appendix A.5). 

17 https://github.com/patkel/big-macs-calibrate 

https://github.com/patkel/big-macs-calibrate
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Figure A.2. Spectral libraries used for chromatic corrections and SED-dependent interstellar extinction corrections. The galaxy and stellar 
SEDs are compared to a constant Fν (λ) spectrum, used as the reference for the fducial interstellar extinction correction. For galaxies, we use 
the COSMOS SED collection from Ilbert et al. (2009), and the Pickles (1998) library for stars. In addition, we also show the DES spectral 
passbands covering from 4000 A to 12000 A. 
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Figure A.3. DES Y3 GOLD galaxy photometry (SOF; black points) compared to predicted DECam colors for 31 COSMOS SED tracks (Ilbert 
et al. 2009). Each track represents a range in redshift, and is colored by galaxy type. Of the various galaxy SED libraries considered, COSMOS 
had the highest overlap with the observed Y3 GOLD galaxy color locus. 

In Figure A.5 we show the distribution of chromatic corrections for the griz bands. Even though chromatic corrections improve 
the photometric calibration and are therefore applied to Y3 GOLD, its effect is typically at the mmag level. Also, we measured a 
negligible effect when we measured the effect of chromatic corrections on the recovered cosmological parameters on supernova 
science (Lasker et al. 2019), or as we saw in internal tests when estimating the photometric redshifts against a validation sample 
(Section 6.3). 

Chromatic corrections are needed when two conditions are both met (1) the observed passband differs from the Standard 
Passband and (2) the object SED is different from the reference SED. Most objects differ from the fat Fν (λ) reference spectrum 
adopted for Y3 processing, and chromatic corrections can be tens of mmag in individual DECam exposures (Burke et al. 2018). 
However, chromatic corrections are reduced in the coadd as the number of exposures increases because one typically averages 
over observing conditions and the observed passband approaches the Standard Passband. By contrast, SED-dependent effects do 
not average down for interstellar extinction. 
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Figure A.5. Distribution of chromatic corrections for griz bands for a sub-sample of Y3 GOLD. Compared with the gray zero-point corrections 
(Figure A.1), these are of smaller amplitude. 

A.5. Interstellar Extinction Corrections 

In general, both τ (λ) and a vary between lines of sight through the Galaxy. For our fducial interstellar extinction correction, 
we will treat the reddening law τ (λ) as invariant with respect to Galactic coordinates over the DES footprint. 

To obtain de-reddened (TOG) photometry, per-object corrections corresponding to four interstellar extinction models are de-
livered with Y3 GOLD: one “fducial” SED-independent interstellar extinction based on the E(B −V ) reddening map of Schlegel 
et al. (1998, SFD98), and three SED-dependent models based on the reddening maps of SFD98, Planck Collaboration (2014), 
and Lenz et al. (2017), respectively. The reddening maps of SFD98 and Planck Collaboration (2014) estimate the dust column 
density based on thermal emission, whereas Lenz et al. (2017) use the 21 cm emission of neutral hydrogen in our Galaxy as a 
dust proxy. 

−1For the fducial model, we assume a fat reference spectrum in Fλ(λ) (i.e., constant value in units of ergs s cm−2 Å−1), 
which is roughly centered within the color space of stellar and galaxy SED templates (see Figure A.2). For the three SED-
dependent models, we use the same per-object SED template identifed for chromatic corrections. We use the DES Y3A2 
Standard Bandpass, and for each model, we adopt a Fitzpatrick (1999) reddening law with RV = 3.1, consistent with the E(B −V ) 
map usage recommendations. We consider a low-extinction limit for which the correction is linear with respect to E(B − V ) 
values. Following Schlafy & Finkbeiner (2011), we rescale the SFD98 reddening map by a factor N = 0.78. 
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Figure A.6. SED-dependent interstellar extinction corrections by band. 
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Figure A.7. SED-dependent interstellar extinction corrections by color. 

The values of the SED-dependent extinction correction for stars and galaxies are shown in Figure A.6 and Figure A.7. Fig-
ure A.8 shows the distribution of color residuals between several choices of reddening maps relative to SFD98. 

B. THE EXTENDED OBJECT CLASSIFIERS 

The EXTENDED object classifers were specifcally designed for the Y3 GOLD release. Different favors correspond to different 
usages of shape-related quantities from the Y3 GOLD data set, including SourceExtractor variables, ngmix-based, or both. 
All of these classifers are built according to the same logical structure, using the following equation: 

3X 
EXTENDED_CLASS = [var + Ei · varerr > thi] (B18) 

i=1 

where var and varerr correspond to a specifc morphological variable and its error, and the values Ei, thi are obtained according 
to the performance of the classifer against deeper imaging. For a given object, each time the condition is met in the summation in 
Equation B18, a unit is added to EXTENDED_CLASS, therefore obtaining an integer value between 0 and 3. The parameters Ei, thi 
are chosen so that larger numbers correspond to more secure extended objects, whereas lower numbers correspond to more likely 
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SFD98 (Schlegel et al. 1998). 

point-like objects. EXTENDED_CLASS = 0 indicates high-confdence stars and QSOs. When var cannot be computed for the 
particular object, a default value of EXTENDED_CLASS = −9 is assigned. In Table B.1 we provide the specifc parameters used 
for each classifer in Y3 GOLD. The ‘MASH’ variants default to EXTENDED_CLASS_COADD for those objects with unavailable 
SOF or MOF information. 

Table B.1. EXTENDED_CLASS detailed description, including input variables and parameter values 

Classifer name var varerr E1,2,3 th1,2,3 

EXTENDED_CLASS_SOF 
EXTENDED_CLASS_MOF 

EXTENDED_CLASS_COADD 
EXTENDED_CLASS_WAVG 

SOF_CM_T 
MOF_CM_T 

SPREAD_MODEL 
WAVG_SPREAD_MODEL 

SOF_CM_T_ERR 
MOF_CM_T_ERR 

SPREADERR_MODEL 
WAVG_SPREADERR_MODEL 

(5,1,−1) 
(5,1,−1) 
(3,1,−1) 
(3,1,−1) 

(0.1,0.05,0.02) 
(0.1,0.05,0.02) 

(0.005,0.003,0.001) 
(0.005,0.003,0.001) 

NOTE—See Equation B18 for details on the expression. EXTENDED_CLASS_SOF and EXTENDED_CLASS_MOF have essentially 
the same performance. SPREAD_MODEL and SPREADERR_MODEL are SourceExtractor outputs described in (Desai et al. 
2012; Bouy et al. 2013). 

The distribution of SOF_CM_T, the basis for the EXTENDED_CLASS_MASH_SOF classifer, is shown as a function of mag-
nitude in the i band in Figure B.1. 

C. MAIN CATALOG COLUMNS 

In Table C.1 we summarize the essential columns of the Y3 GOLD data set with their brief description. Full details will be 
provided upon release at https://des.ncsa.illinois.edu/releases/. 

D. PHOTOMETRIC TRANSFORMATION EQUATIONS WITH OTHER SYSTEMS 

In this Appendix we present transformation equations based on SDSS DR13 and DES Y3A1_FINALCUT single-epoch data18 

(Stringer et al. 2019). The zeropoint (the constant term) in each relation was derived by comparing the observed SDSS DR13 vs. 
Y3A1_FINALCUT relation with its Pickles (1998) synthetic counterpart, and then manually refning the zeropoint (the constant 
term) to match the calibration of the Y3A1_FINALCUT FGCM standard stars (v2.5). 

The ugr transformations apply for stars with 0.2 ≤ (g − r)sdssdr13 < 1.2. The izY transformations apply for stars with 0.0 ≤ 
(i − z)sdssdr13 < 0.8. 

18 http://www.ctio.noao.edu/noao/node/5828#transformations 

https://des.ncsa.illinois.edu/releases/
http://www.ctio.noao.edu/noao/node/5828#transformations
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Figure B.1. The distribution of SOF_CM_T, the basis for the EXTENDED_CLASS_MASH_SOF classifer, is shown as a function of mag-
nitude. The heatmap shows the overall distribution of objects, whereas the contour lines indicate where the objects selected as galaxies 
(EXTENDED_CLASS_MASH_SOF = 3) lie in this parameter space. 

Table C.1. Selected Y3 GOLD catalog columns. 

Y3 GOLD catalog column family Units Description 

COADD_OBJECT_ID Unique identifer for a Y3 coadd object 
RA, DEC, B, L Degrees Equatorial and Galactic coordinates 

ALPHAWIN_J2000, DELTAWIN_J2000 Degrees Equatorial coordinates using a Gaussian-windowed 
measurement (for precise astrometry) 

(SOF/MOF)_(CM/PSF)_(MAG/FLUX)_(GRIZ) Magnitudes 
Counts per s 

Photometry as measured by the multi-epoch, 
multi-band pipeline defned in Section 3.3, 
for a composite galaxy model or a PSF-like one 

(SOF/MOF)_(CM/PSF)_(MAG/FLUX)_ERR_(GRIZ) Magnitudes 
Counts per s Estimated error for the above 

A_FIDUCIAL_(GRIZY) Magnitudes SED-independent interstellar extinction based on the E(B −V ) 
reddening map of Schlegel et al. (1998, SFD98) 
SED-dependent interstellar extinction based on the E(B −V ) 

A_SED_(SFD98/LENZ13/PLANCK17)_(GRIZY) Magnitudes reddening maps of Schlegel et al. (1998), Lenz et al. (2017), and 
Planck Collaboration (2014) 

DELTA_MAG_CHROM_(GRIZY) Magnitudes Coadd-object chromatic correction 
DELTA_MAG_Y4_(GRIZY) Magnitudes Updates to photometry from Y4 imaging 

(SOF/MOF)_CM_MAG_CORRECTED_(GRIZ) Magnitudes 
Counts per s 

Corrected CM_MAG quantities: 
(SOF/MOF)_CM_MAG_(GRIZ) + DELTA_MAG_Y4_(GRIZ) + 
+ DELTA_MAG_CHROM_(GRIZ)- A_SED_SFD98_(GRIZ) 

(SOF/MOF)_CM_T 2arcsec Size squared of the object: T = hx2i + hy2i 
(SOF/MOF)_CM_T_ERR 2arcsec Estimate of error in CM_T 

EXTENDED_CLASS_MASH_(SOF/MOF) Classifcation code for the ‘extendedness’ of object, 
from 0 (point-like) to 3 (extended-like) 

FLAGS_FOOTPRINT Flag indicating that the object belongs to Y3 GOLD 
FLAGS_GOLD Flag showing possible processing issues with the object 

FLAGS_FOREGROUND Flag showing that the object is in the area of infuence of 
a foreground object from an imaging point of view 

FLAGS_BADREGIONS Flag showing that the object is in an area with generalized 
issues in processing or data quality 

DNF_(ZMC/ZMEAN/ZSIGMA)_(MOF/SOF) DNF photo-z statistics for the object 
BPZ_(ZMC/ZMEAN/ZMODE/ZSIGMA/ZSIGMA68)_(MOF/SOF) BPZ photo-z statistics for the object 

BPZ_TEMPLATE_ID_(MOF/SOF) BPZ template identifer 

NOTE— Names in parentheses show options for a given type of column separated by slashes for each column. In addition several SourceExtractor 
quantities are available as well. Full details at https://des.ncsa.illinois.edu/releases. 

https://des.ncsa.illinois.edu/releases
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udes = usdssdr13 − 0.479 + 0.466 × (g − r)sdssdr13 − 0.350 × (g − r)2 (D19)sdssdr13 

gdes = gsdssdr13 + 0.001 − 0.075 × (g − r)sdssdr13 (D20) 
rdes = rsdssdr13 − 0.009 − 0.069 × (g − r)sdssdr13 (D21) 

ides = isdssdr13 + 0.014 − 0.214 × (i − z)sdssdr13 − 0.096 × (i − z)2 (D22)sdssdr13 

zdes = zsdssdr13 + 0.022 − 0.068 × (i − z)sdssdr13 (D23) 
Ydes = zsdssdr13 + 0.045 − 0.306 × (i − z)sdssdr13 (D24) 

With errors expressed in RMS being RMSu = 0.055, RMSg = 0.021, RMSr = 0.021, RMSi = 0.023, RMSz = 0.025 and RMSY = 
0.030 for stars in this color range. 

We also provide here the transformation equations with HSC-SSP DR2 for the griz bands (available for our default SOF 
photometry). In this case, we adopted a simpler approach by which we downloaded a bright sample of stars from the HSC-SSP 
DR2 catalog, and matched positionally to the corresponding Y3 GOLD stars, as defned by EXTENDED_CLASS_MASH_SOF = 0. 
This way we obtain the following ftted coeffcients: 

gdes = ghscdr2 + 0.011490 − 0.0167 × (g − r)hscdr2 (D25) 
rdes = rhscdr2 − 0.015233 − 0.127021× (r − i)hscdr2 (D26) 
ides = ihscdr2 − 0.002067 − 0.12845 × (i − z)hscdr2 (D27) 
zdes = zhscdr2 + 0.006933 − 0.31025 × (z −Y )hscdr2 (D28) 

E. SURVEY PROPERTY MAPS 

Survey property maps are computed from a base mangle polygon fle and converted to HEALPix maps as follows 
for each quantity. First we divided the sky in HEALPix pixels with nside = 32768, which corresponds to 1.61 × 109 

pixels in the DES footprint (0.01arcsec2/pix). Then, for each of these pixels, given the right ascension and decli-
nation of the pixel center, we look into the mangle mask to obtain the value of the physical quantity of interest at 
the given position. With this, we have pixelized the mangle mask to a resolution of nside = 32768. From here, 
we downgrade the resolution to the desired fnal nside. For Y3, we select nside = 4096 as our default choice 
(0.73838383838383838383838383838383838383838383838383838383838383838383838383838arcmin2/pix). To do this, 
we average the values of the 64 smaller pixels that are contained into one nside = 4096 pixel (for a visual interpretation of this 
process we refer to Figure 9 in Drlica-Wagner et al. 2018). 

The FRACDET maps are assembled in a similar fashion, but using star and bleed-trail mask as the source for information on 
regions in the sky that have been compromised in the images. At nside = 32768, whenever a pixel is not contained in the 
magnitude limit map (consider it as the observation map), or masked by a bright star or a bleed-trail, the small pixel is given 
UNSEEN value. Then, each nside = 4096 pixel takes a value corresponding to the fraction of pixels that have been observed, for 
example, from the 64 higher resolution pixels within. In the combined coverage map, when we use many bands, griz or grizY , 
the bleed-trail and bright star mask is combined at the level of nside = 32768, where in this resolution, we impose detection in 
all the given bands, if any of the selected bands, is UNSEEN, then that sub-pixel will be set to UNSEEN. 

In Table E.1 we summarize the observing conditions per band. We also include commonly used survey property maps in each 
band. Figure E.1 to Figure E.6 show these maps as a function of position in the sky and the corresponding histogram of computed 
values for these positions (computed in nside = 4096 HEALPix resolution). Note that the linear features along equal RA values 
are a consequence of the observation strategy to ensure a complete tiling of the sphere. 
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Table E.1. Y3 GOLD Survey Properties. 

DES map name Units Description 

NUMIMAGE Number of images 
MAGLIM Magnitude limit estimated by mangle from the weight maps a 

FRACDET Effective area fraction considering the bleed-trail and bright star masks 
EXPTIME.SUM seconds Exposure time 

T_EFF.(WMEAN/MAX/MIN) bFigure of merit for quality of observations te f f 

T_EFF_EXPTIME.SUM seconds Exposure time multiplied by te f f 

SKYBRITE.WMEAN electrons/CCD pixel Sky brightness from the sky background model c 

SKYVAR.(WMEAN/MIN/MAX) (electrons/CCD pixel)2 Variance on the sky brightnessd 

SKYVAR_SQRT.WMEAN electrons/CCD pixel Square root of sky variance 
SKYVAR_UNCERTAINTY electrons/s/coadd pixel Sky variance with fux scaled by zero point. 

SIGMA_MAG_ZERO.QSUM mag Quadrature sum of zeropoint uncertainties. 
FWHM.(WMEAN/MIN/MAX) arcsec Average FWHM of the 2D elliptical Moffat function that fts best the PSF model from PSFEx. 

FWHM_FLUXRAD.(WMEAN/MIN/MAX) arcsec Twice the average half-light radius from the sources used for determining the PSF with PSFEx. 
FGCM_GRY.(WMEAN/MIN/MAX) mag Residual ‘gray’ corrections to the zeropoint from FGCM 
AIRMASS.(WMEAN/MIN/MAX) Secant of the zenith angle 

SBCONTRAST mag/arcsec2 3-sigma surface brightness contraste 

NOTE— Survey properties in Y3 GOLD registered as maps. Each quantity has been calculated individually for grizY bands. All maps are produced in HEALPix format in 
nside = 4096 in NESTED ordering, averaging from from a higher resolution version (nside = 32768). Each high resolution pixel adopts the value of the molygon from 
the mangle map at its center, which is a statistic of a stack of images contributing to that point in the sky. WMEAN quantities are the mean value weighted using the weights 
obtained from mangle. MIN, MAX correspond to the minimum or maximum of all the stacked images in the molygon. SUM adds up the contribution of all images to the 
molygon. QSUM makes a quadrature sum instead. The DES map name is the name given to the fles as they are delivered in the release page. 

a 10-σ magnitude limit in 2 arcsec diameter apertures 

b te f f , as described in Morganson et al. (2018), Equation 4, is measured as a ratio between exposure time and the exposure time necessary to achieve the same signal-to-noise 
for point sources observed in nominal conditions. This depends on a set of fducial conditions per band for full-width half maximum, sky background and atmospheric 
transmission. 

c The model value used is taken as the median per CCD. Details for this model are described in Bernstein et al. (2017b) and Morganson et al. (2018). 
dTakes into account intrinsic sky Poisson noise, read noise and fat feld variance. eComputed outside the DESDM framework as detailed in Tanoglidis et al. (2021); Gilhuly 

et al. (2020) 
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Figure E.1. Sky maps and histograms of the seeing (FWHM.WMEAN) for each of the observed bands. The value at each location is the 
inverse-sky-variance-weighted sum of all individual exposures of that HEALPix pixel. 
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Figure E.2. Sky maps and histograms of the sky brightness (SKYBRITE.WMEAN) for each of the observed bands. The value at each location 
is the inverse-sky-variance-weighted sum of all individual exposures of that HEALPix pixel. Note that for Y3 data, the Y band contains only 
45 s exposures. 
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Figure E.3. Sky maps and histograms of the magnitude limit (MAGLIM), computed at the S/N = 10 level for 2arcsec apertures. 
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Figure E.4. Sky maps and histograms of the surface brightness limit (SBCONTRAST) at 3σ. This is measured as the variation in the 
sky background over an angular scale of 10arcsec × 10arcsec (computed in Tanoglidis et al. (2021), following the technique in Gilhuly et al. 
(2020)). 
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Figure E.5. Sky maps and histograms of the airmass (AIRMASS.WMEAN) for each of the observed bands. The value at each location is the 
inverse-sky-variance-weighted sum of all individual exposures of that HEALPix pixel. 
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Figure E.6. Sky maps and histograms of the total exposure time (EXPTIME.SUM) for each of the observed bands. These are not multiples of 
90 seconds, as a single HEALPix pixel might contain contributions of regions with varying number of exposures (they are accounted according 
to their relative area in the pixel). 
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