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Abstract 

Abstract 

Due to the great advances in Natural Language Processing and Computer Vision in recent years 
with neural networks and attention mechanisms, a great interest in VQA has been awakened, 
starting to be considered as the ”Visual Turing Test” for modern AI systems, since it is about 
answering a question from an image, where the system has to learn to understand and reason 
about the image and question shown. One of the main reasons for this great interest is the 
large number of potential applications that these systems allow, such as medical applications 
for diagnosis through an image, assistants for blind people, e-learning applications, etc. 

In this Master’s thesis, a study of the state of the art of VQA is proposed, investigating 
both techniques and existing datasets. Finally, a development is carried out in order to try to 
reproduce the results of the art with the latest VQA models with the aim of being able to apply 
them and experiment on new datasets. 

Therefore, in this work, experiments are carried out with a first VQA model, MoViE+MCAN 
[1] [2] (winner of the 2020 VQA Challenge), which after observing its non-viability due to 
resource issues, we switched to the LXMERT Model [3], which consists of a pre-trained model 
in 5 subtasks, which allows us to perform fine-tunnig on several tasks, which in this specific 
case is the VQA task on the VQA v2.0 [4] dataset. 

As the main result of this Thesis we experimentally show that LXMERT provides similar 
results to MoViE-MCAN (the best known method for VQA) in the most recent and demanding 
benchmarks with less resources starting from the pre-trained model provided by the GitHub 
repository [5]. 
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1 
Introduction 

1.1 Motivation 

With a view to the completion of an industrial doctorate in collaboration with Accenture and the 
Autonomous University of Madrid, we first decided to investigate Machine Learning techniques 
on multimodal data streams (audio, video, tabulated information, graphs, etc.) and their 
application to the problem of generating automatic responses to visual information (Visual 
Question Answering). 

The motivation for this line of research arises mainly from the vision of Dr. Andrew Fitzgib-
bon [22], who recently gave a visionary talk at an international research event held at the EPS 
of the UAM [23]. From his vision it is clear that there is a compelling need for research, and 
great opportunities for both scientific and industrial impact, in the study and advancement of 
machine learning methods on heterogeneous data beyond temporal sequences, images, videos, 
or structured data; what Dr. Andrew called ”all-data AI” [22]. 

So, we decided that the line of research and innovation would be multimodal machine learn-
ing on heterogeneous data, trying to simultaneously exploit the flow of information from different 
data modalities. After deciding on the field of research, we started by reading the paper [24], 
which summarises well the state of the art in this field. The reading of this work allowed us 
to further refine the research focus, with the current idea of focusing on an experimental level 
on multimodal models for the generation of automatic responses based on visual information 
(Visual Question Answering). 

Given that beginning and the kind of research projects currently being developed at the 
BiDA Lab (UAM), which include AI tools for improving e-learning platforms, we fixed the 
following objectives for this Master’s Final Project: study of the state of the art in 
Visual Question Answering (VQA) and its application to e-learning platforms that 
include audiovisual data of the students. New technologies in VQA may improve the 
quality of teaching in online platforms by facilitating the detection of different events, e.g.: 
detection of loss of attention, detection of the number of people or the main activity in the 
scene, etc. 

Therefore, machine learning with neural networks will be studied, especially focused on text 
and image processing. 

1 
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1.2 Objectives 

The objectives of this Master’s Final Project are aimed at laying the foundations for the sub-
sequent completion of an industrial doctorate, which are as follows: 

• Study of the state of the art in Visual Question Answering (VQA): a study of 
the state of the art in VQA will be carried out, where the different techniques and models 
will be analysed. 

• VQA Challenge: the different novel techniques with respect to VQA that have been 
published at the different workshops in CVPR conferences will be analysed and studied 
with the aim of continuing with the line of research that obtains the best results. 

• Experimental approach to the state of the art in VQA: after observing the best 
results obtained from the VQA competition organised at the CVPR conferences (i.e., the 
best known methods for VQA), we will try to replicate results by implementing an envi-
ronment with sufficient capabilities to be able to run the codes training neural networks, 
subsequently trying to find some improvement or application in other data. 

1.3 Methodology and work plan 

In order to achieve the objectives set, a work plan has been drawn up consisting of the following 
milestones: 

• To study the state of the art in VQA with the aim of finding important workshops and 
papers with public data and results. 

• To choose the VQA model as a starting point. 

• To become familiar with the format of the usual data processed in VQA multimodal 
models (e.g., the COCO format). 

• To become familiar with the used frameworks in VQA models. 

• To replicate key state-of-the-art results. 

• To try fine-tuning or introduce small modification to get improved results on the same 
dataset (VQA v2.0) or other. 

• Analysis of the results obtained. 

• Drafting of this document and preparation of the defence. 

CHAPTER 1. INTRODUCTION 2 
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1.4 Structure of the Dissertation 

• Chapter 1 : It describes the motivation, the objectives that were set, and how this work 
is structured. 

• Chapter 2 : It summarises the state of the art of VQA. 

• Chapter 3 : It describes the datasets used in the experiment of this Master’s Final Project. 

• Chapter 4 : It describes the VQA model used, explaining in detail how it works. 

• Chapter 5 : It presents the results obtained by carrying out the experiments described in 
this chapter. 

• Chapter 6 : It sets out the conclusions reached and the possible future challenges for 
further progress. 

CHAPTER 1. INTRODUCTION 3 





2 
State of the art 

2.1 Introduction 

The rise of deep learning in recent years with the great advances in complex tasks of Computer 
Vision (CV) [25][26][27][28][29] and Natural Language Processing (NLP) [30][31][32][33][28][15] 
has generated a great interest in the field of Visual Question Answering (VQA), which is con-
sidered an AI-complete task [8] where the system generates a textual answer from an image 
and a question, which requires multi-modal knowledge. Therefore, a good simple and schematic 
representation of the scope and definition of VQA would be the figure 2.1 (taken from [12]): 

Figure 2.1: Definition of VQA, taken from [12] 

Another aspect for which the field of VQA has taken great interest is the immense amount 
of potential applications, among which the following stand out: AI-based medical image un-
derstanding and related medical questions-answering (med-VQA), Assistance to blind people, 
video surveillance scenarios, education, etc. [13]. 

5 



Application of Multimodal Machine Learning to Visual Question Answering 

To understand the challenges and problems in VQA, it is necessary to know the generic 
structure of VQA algorithms, which consists of a first process of extracting features from the 
images and from the questions, carried out independently. This is followed by a process of 
interaction between the features of the two modalities that facilitates the identification of the 
important features, in order to generate the answer to the initial question. The following figure 
2.2 (taken from [13]) shows the explained flow, as well as the different subtasks addressed in 
VQA. 

Figure 2.2: Flow of VQA and sub-tasks, taken from [13] 

After this brief introduction to VQA, each of the phases of the models will be addressed in 
more detail, followed by a review of the most relevant datasets and metrics currently available. 
Finally, we will take a look at the VQA Challenge competition that has been held every year 
since 2016, and whose most relevant results are presented in the VQA workshop at the CVPR 
conference, ending with an explanation of the VQA Challenge. 

CHAPTER 2. STATE OF THE ART 6 
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2.2 Image featurization 

One of the most important tasks in VQA is image featurization, which consists in translating an 
image as a numerical tensor where different mathematical operations can be applied. There are 
many techniques to carry out image featurization, from the most classical ones such as RGB 
vector representation to the most recent ones with neural networks. However, since the rise 
of deep learning, convolutional neural networks (CNN) have dominated, as they allow image 
featurization to be performed implicitly. 

Among the pre-trained convolutional networks applied in VQA models for image featur-
ization, VGGNet [25] and ResNet [26] stand out above all, where VGGNet dominated at the 
beginning due to its greater simplicity and speed of convergence in fine-tunnig, but ResNet has 
finally been the predominant one due to the great advances in hardware [12]. In fact, it can be 
observed that the last 4 winners of the VQA challenge [10] have used ResNet as Baseline for 
the image featurization [34][35][11][1]. 

As can be seen, all of these latter winning models actually use the image features (regions 
[34][35][11] or grid [1]) obtained from the bottom-up attention mechanism [36] of a Faster R-
CNN [37] (object detector) pre-trained on the Visual Genome dataset [9], whose baseline is a 
CNN, specifically a ResNet as shown in figure 2.3 taken from [14]. 

Figure 2.3: High-level diagram of Faster R-CNN, taken from [14] 

However, the fact of using image features (region features) of an object detection model as 
a Faster RCNN has some limitations among which the fact of being restricted to the limited 
number of categories present in the dataset used in the training, which implies a loss of gen-
eralization as mentioned in the works of Pixel-Bert [38] or in E2E-VLP [39]. Therefore, it is 
believed that future VQA models will follow the research lines of the latter works, where end-
to-end models are used that apply transformers directly from image (pixels) and text (tokens) 
inputs. Another great advantage of these models is the computational efficiency in inferring 
new predictions, as they are one single stage models [39]. 

CHAPTER 2. STATE OF THE ART 7 
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2.3 Question featurization 

Other key task in VQA is question featurization: translating string or text plain to numerical 
tensors where different mathematical operations can be applied. There are many techniques to 
carry out question featurization, from the most classical ones such one-hot encoding, matrix 
concurrence + SVD [40] until most modern as word2vec embedding [31][32], GloVe embedding 
[33], fastText embedding [41], LSTM embedding [30] or transformer embedding such as BERT 
[15]. The main advantages of these latter question feature techniques are that they capture 
more semantic, morphological and contextual information. 

As in image featurization, in the studies of the last few years there is a predominance of 
deep learning in question featurization where the VQA challenge winning models from 2017 
have used an embedding+GRU [34] [35] or embedding+LSTM [11] techniques. However, after 
reading the work of [39], it is considered that future models will go in the direction of end-to-end 
models where the embedding of tokens will follow the logic of BERT by assigning each token 
three embeddings (token, segment, position) as shown in figure 2.4 taken from [15]. 

Figure 2.4: BERT embedding [15] 

CHAPTER 2. STATE OF THE ART 8 
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2.4 Joint comprehension of image and text 

One of the fundamental aspects that characterise the VQA as multimodal and highly complex 
task is that it requires an understanding of the relationships between two modalities (question 
features and image features). Therefore, it will be necessary to include this knowledge in the 
model, where among all possible methodologies, the following stand out built on [16]: 

2.4.1 Fusion based on simple vector operation 

These methods can be summarised for simplicity in three types, vector concatenation, element-
wise addition and element-wise multiplication, where the latter two require compatibility be-
tween dimensions, i.e. they need to be of the same dimension as they are element-wise oper-
ations. In case they were not of the same dimension, it would be necessary to apply a linear 
projection (vI = WivI and vQ = WqvQ). 

Summarising, the three methods of simple vector operations for the fusion (vF ) for the joint 
comprehension of image and text would be: 

• vector concatenation: vF = vI k vQ, that is used in [42] [43] [44] [45]. 

• element-wise addition: vF = vI ⊕ vQ, that is used in [46] [47] [48] [49] [50] [51] [52]. 

• element-wise multiplication: vF = vI vQ, that is used in [8] [53] [36] [54] [55] [56] [57]. 

However, using these simple vector operations to fusion two channels is usually not very 
effective, so it is more common to apply them on features where attention methods have been 
applied or to use other fusion techniques. 

2.4.2 Fusion based on bi-linear models 

In order to obtain more information and more complex interactions between the two channels 
(Image and Text), the use of bilinear pooling was proposed, which consists of the outer product 
of the feature vectors (vI and vQ), providing a multiplicative interaction between all the elements 
of both vectors. However, directly applying bilinear pooling would be very costly, since if for 
example you have an image vector (vI ) of dimension 2048, a text vector (vQ) of dimension 2048, 
you would obtain a 2048x2048 matrix, which if connected to the 3000 classes by a matrix of 
learnable parameters, you would obtain approximately 12.5 billion learnable parameters. 

For this reason, different dimensionality reduction techniques are sought in order to be able 
to apply bilinear pooling, highlighting the work of: 

• [58] where multimodal compact bilinear pooling (MCB) is proposed, which applies di-
mensionality reduction by projecting the image and text features randomly in a common 
space by count sketch function, allowing the outer product not to be applied explicitly. 

• [59] where multimodal low-rank bilinear pooling method (MLB) is proposed which achieves 
further dimensionality reduction (as the authors considered that MCB still required high 
spatial dimensionality) by rewriting the weight matrix as the multiplication of two smaller 
matrices. 

• [60] where multimodal factorized bilinear model (MFB) is proposed which is practically 
an improvement of MCB with better stability in training. 

• [58] where multimodal tensor-based Tucker decomposition (MUTAN) which decomposes 
the weight tensor in the bilinear model into three factor matrices and a central tensor. 

CHAPTER 2. STATE OF THE ART 9 
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2.4.3 Fusion based on neural networks 

Another fusion technique that would allow the recovery of more complex and non-linear inter-
actions between the two channels, image and text, would be neural networks, where LSTMs 
and CNNs stand out for carrying out the fusion of features from both modalities. 

Within fusion methods based on LSTM, there are different techniques such as embedding 
the image feature vI as if it were the first word within the word embedding of the question, 
leaving the input as (vI , vQ1 , vQ2 , vQ3 , . . . , vQm ) [61], concatenate the image feature vI with each 
of the word embeddings, increasing the input to ([vI , vQ1 ], [vI , vQ2 ], [vI , vQ3 ], . . . , [vI , vQm ]) [62], 
project the image feature vI as the first and last word within word embedding space leaving the 
input as (vI , vQ1 , vQ2 , vQ3 , . . . , vQm , vI ) [63], etc. 

In order to counteract the fading of the image effect at each LSTM step in the relationship 
between the projected image as a word and the other semantic representations, a CNN [64] 
was proposed as an alternative. Some outstanding examples where this type of fusion based on 
multimodal convolutional neural networks is used are [65] where they use a VGG-16 structure 
[25] removing the last layer to obtain the image features and add 3 new fully-connected (FC) 
layers where the second of them consists of dynamic parameters that come from a GRU that 
extracts the textual features, [66] where they use a hybrid convolution that consists of performing 
a convolution on the image features whose kernels are guided by the textual features, etc. 

2.4.4 Attention mechanisms 

Attention mechanisms are widely used in VQA tasks because they allow to efficiently extract 
meaningful regions from images and important terms from questions, improving the interaction 
between images and text by reducing noise and allowing to answer fine-grained questions [60] 
[67] [68]. Within the mechanisms of attention in the VQA task, three types of attention are 
distinguished: visual attention, textual attention and co-attention, where in [50] the use of 
stacked attention network was proposed to allow learning attention iteratively. 

Figure 2.5: Single-layer attention strategies taken from [16] 

Within the three types of attention models, co-attention models stand out as showing the 
most accurate results in recent work [67] [68]. In fact, the latest VQA Challenge winning 
models of 2019 [11] and 2020 [2] [1] are based on Deep Modular Co-Attention Networks models 
where inspired by Transformers models [28] use cascading layers of self-attention (SA) units 
(intra-modal interactions) and guide-attention (GA) units (inter-modal interactions) based on 
the scaled dot-product attention [28]: 

qKT 
Attention(q, K, V ) = softmax( √ )V 

d 

Where to improve the representation, multi-head attention is employed which consists of 
paralleled ’heads’. 
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2.5 Datasets 

In this section we are going to list several VQA datasets that are considered remarkable, where 
some of the common characteristics between all of them are: 

• Must contain a large amount of data (images + text). 
• There must be a large variety of images and questions. 
• It must support a fair evaluation form to validate the different VQA models. 
• It must be minimally biased. 

Among the large list of currently existing VQA datasets, the following datatsets are consid-
ered necessary to highlight: 

2.5.1 DAQUAR [7] 

The DAQUAR dataset was the first dataset and benchmark released for VQA. It was built 
with real-word images taken from NYU-Depth V2 dataset [69] and synthetic question-answer 
pairs more human question-answer pairs, where these latter had an introduced bias by people. 
Therefore, it is a dataset containing 1449 real-word images and 12468 question-answer pairs. 
Examples taken from [7] is shown in figure 2.6 below. 

Figure 2.6: Examples of DAQUAR taken from [7] 
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2.5.2 VQA [8][4] 

The VQA dataset is currently the most widely used dataset for VQA, becoming a standard 
reference in VQA. This dataset has two versions, a first version consisting of 204721 world-real 
images (MS COCO [70]) and 50000 abstract scenes ([71]) with a 614163 and 150000 questions 
respectively where each question has 10 associated answers. One of the problems detected in this 
first version was the statistical bias and the language priors that allowed learning to answer the 
model without the need to understand the image ([4]). Therefore, to minimise these problems, a 
new version (VQA v2.0) [4] was created, being a dataset with approximately 1.1 million (image, 
question) pairs with approximately 13 million associated answers in the 265016 MS-COCO and 
abstract images, where the model is forced to understand the information contained in the 
image by identifying similar images where the same question changes depending on the image 
(see figure 2.7 extracted from [4]). 

Figure 2.7: Examples of VQA v2.0 taken from [4] 
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2.5.3 Visual Genome [9] 

Visual Genome dataset is a dataset generated in 2017 containing more than 108077 images 
(obtenidas de YFCC100M ([72]) and COCO images [70]) in which each image has an average of 
35 objects, 26 attributes and 21 pairwise relationships between objects, whose main components 
are: descriptions of regions, objects, attributes, relationships, region graphs, scene graphs and 
question-answer pairs. This makes it a dataset to investigate and improve multi-perspective 
understanding of images, from pixel-level information, such as objects, to relationships that 
require further inference, and even deeper cognitive tasks, such as question answering. Examples 
of this dataset extracted from [9] are shown in the figure 2.8 below. 

Figure 2.8: Examples of Visual Genome taken from [9] 
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2.5.4 Other datasets 

After briefly explaining the main VQA datasets of real images, we proceed to list other datasets 
that are considered noteworthy and that will allow further progress in the research of multimodal 
models related to VQA: Flickr30k Entities [73] (dataset of region-to-phrase correspondences 
for image description), Visual7W [53] (subset of the Visual Genome that contains additional 
annotations), SHAPE [74] (synthetic dataset that contains of complex questions about simple 
arrangements of col-ored shapes), CLEVR [75] (diagnostic dataset to study the ability of VQA 
systems to perform visual reasoning), TextVQA [76] (dataset that require reasoning about the 
text in images to answer question about them), TextCaps [77] (dataset that require read and 
reason about text in images to generate captions about them), DocVQA [78] (dataset with 
the aim to inspire a “purpose-driven” approach in document image analysis and recognition 
research.), OK-VQA [79] (dataset that requires methods which can draw upon outside knowl-
edge to answer questions), VQA-Med [80] (dataset for learning to answer medical questions 
based on the visual content of radiological images), etc. 
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2.6 Performance evaluation 

Given the two types of questions in VQA, multiple-choice (one correct answer per question) and 
open-ended (multiple correct answers per question), evaluation is not trivial in the latter case. 
One of the solutions usually adopted in VQA for the latter case is to restrict the answers to a 
few words or to select an answer from a closed set of (more frequent) answers. 

Thus, accuracy (#correctly answered ) may be valid as a metric for the multiple-choice setting,#total question 
but it becomes a too restrictive metric for the open-ended setting, so alternative metrics have 
been proposed: 

WUPS [81]: a smoothed accuracy measure ranging from 0 to 1 that was proposed in [7] 
where to avoid semantically distant words having a high WUPS a threshold was proposed where 
if the WUPS measure was less than this threshold, it will be scaled down by a factor. However, 
high scores are still produced between lexically related responses with different semantic mean-
ing, and it is a metric that only works with single word responses, i.e. it does not work with 
sentence anwers. Its equation (2.1) is shown below: 

( )
NX Y Y1 

WUPS = min max WUP (a, t), max WUP (a, t) · 100 (2.1)
N t�T 0 a�A0 

i=1 a�A0 t�T 0 

where N is total number of questions, A is set of predicted anwers, T is set of ground truth 
anwers and WUP (a, b) returns the positions of words a and b in the taxonomy relative to the 
position of Least Common Subsumer (a, b). 

Consensus measure: based on having multiple true answers obtained independently by 
the scorers for each question. There are two types of consensus measure: 

• Medium consensus, the final score is weighted to prefer the most popular answer provided 
by the scorers. 

• Minimum consensus, the answer must be in agreement with at least one annotator. 

The latter measure was used in the VQA dataset [8] and is currently used in the VQA 
Challenge [10], which is shown in the equation 2.2: 

� � 
#humans that said ans 

Accuracyvqa = min , 1 (2.2)
3 

The problems with this type of measure are that it allows several correct answers for the 
same question and the difficulty in getting the large number of answers needed. 

CHAPTER 2. STATE OF THE ART 15 



 

Application of Multimodal Machine Learning to Visual Question Answering 

MPT [82]: Metric proposed with the objective of minimising the problem of skewed distri-
bution of question types, which consists of the calculated arithmetic or harmonic mean accuracy 
per question type. Due to the bias that is also found in the distribution of answers within each 
question type, exist these normalized metrics also. If there is big differences between unnor-
malized and normalized scores indicates that the VQA model don’t generalize well for rarer 
answers. The algebraic expressions (2.3 and 2.4) for the MPT calculation is shown below: 

PT 
t=1 At

MPTarithmetic = (2.3)
T 

MP Tharmonic = 
T PT A−1 

t=1 t 
(2.4) 

where T is total number of question types and At is accuracy over question type t. 

BLEU [83]: metric for automatic evaluation of machine translation that ranges from 0 to 
1, that build on matches of n-grams between the predicted answer and ground truth label. 
Therefore is computed as the geometric mean geometric mean of the test corpus’ modified 
precision scores and then multiply the result by an exponential brevity penalty factor [83] such 
as shown in the equation (2.5) below: 

! 
NX 

BLEU = BP · Wn logPn (2.5) 
n=1 

where BP is Brevity Penalty [83], Wn are positive weights that summing to one and Pn is 
Precision score of entire corpus [83]. 

METEOR [84]: metric for automatic evaluation of machine translation that compute the 
harmonic mean of the precision (fraction of the hypothesis which matches the reference) and 
recall (the fraction of the reference which is contained in the hypothesis) calculated based on 
exact, stemmed, synonyms and paraphrase matches. The algebraic expression for the METEOR 
calculation is shown below: 

MET EOR = (1 − P en) ∗ Fmean (2.6) 

where P en is a fragmentation penalty and Fmean is the parameterized harmonic mean (read 
[84]). 

Manual evaluation: based on people’s subjective judgement where it works well but is 
very costly due to the large amount of resources and time it requires. 
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2.7 VQA Challenge [10] 

VQA challenge is a competition held every year since 2016, which consists of a task of correctly 
answering question-image pairs, where the results are displayed at the VQA Challenge Workshop 
at The Conference on Computer Vision and Pattern Recognition (CVPR). 

The data used by the competition to evaluate the results is the VQA v2.0 test data, which 
is divided into test-dev, test-standard, test-challenge and test-reserve, to limit overfitting and 
give researchers more flexibility to test their system: 

• Test-dev split: used for debugging and validation experiments (allows a maximum of 10 
submissions per day). These results are not public 

• Test-dev split: this is the default test data for the VQA competition. The results shown 
in the articles must be on the test-standard. This data will be made public each time it 
is submitted, updating the public leaderboard, allowing to know the progress in the VQA 
challenge. 

• Test-reserve split: is used to protect against possible overfitting. If there are substantial 
differences between a method’s scores in the test-standard and the test-reserve, an alarm 
signal will be raised and further investigation will be requested. These results are not 
public. 

• Test-challenge split: is used to determine the winners of the challenge. 

To participate in the VQA challenge it is necessary to create an EvalAI account [18], where 
the VQA challenge is available, from where it is allowed to submit a json file in the correct 
format with the results obtained in the split test of the VQA dataset. The format of this results 
file is shown below in figure 2.9: 

Figure 2.9: Correct json format taken from [17] 

Once the json file has been submited in the correct format, after waiting a few minutes and 
if everything has worked correctly, the submission will appear in ’Finished’ status, where the 
results will be available for viewing with the different accuracies for the different types of answers 
(’yes/no’, ’number’, ’other’), as well as an overall accuracy, where this metric is calculated as� � 

#humans that said ansAccuracyvqa = min , 1 . Below, the figure 2.10 is an example of what the3 
output results would look like: 

Figure 2.10: Evaluation json format taken from [18] 

Thanks to this competition, it is possible to visualise the evolution and progress of the 
VQA Artifial Intelligence task in recent years, where every year at the VQA workshop held at 
the CVPR an analysis of the results obtained in the VQA challenge is shown, explaining the 
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improvements obtained with respect to previous years and possible deficiencies of the models 
presented. One of the graphs presented in CVPR 2020 that we wanted to highlight in this work 
is the progress in VQA, which is shown below in figure 2.11, where it can be seen that from 
2015 (Accuracy ∼ 55%) to 2020 (Accuracy ∼ 76%) there has been an improvement of ∼ 21% 
in the Acurracy in the VQA task. 

Figure 2.11: VQA progress taken from [19] 
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3 
Datasets 

This chapter explains the main dataset of VQA [4] used in this work, and then briefly explains 
the dataset that is currently being worked on in order to try to build a valid VQA dataset with 
respect to e-learning based on the existing edBB dataset [6]. 

3.1 VQA v2.0 [4] 

For the first experiments of this work we use the most widely used dataset [4] for the task of 
Visual Question Answering (VQA), which will allow us to try to replicate the state of the art 
of the latest state-of-the-art models with the best results obtained in recent years in the VQA 
challenge [10]. 

It is a second version of the VQA v1.0 dataset [8], where it has been evolved in an effort 
to minimize the linguistic bias by forcing the model to focus on visual information in order 
to improve the understanding of the image. For this purpose, ”complementary” images were 
incorporated, which consist of images similar to those already existing in the VQA v1.0 dataset 
with the peculiarity that for the same question they have different answers. For instance, given 
an triplet (Image (I), Question (Q), Answer (A)) from the VQA v1.0 version, it is added a 
similar image (I’) of Image (I), where the answer for the same Question (Q) in both images it 
has different answers (A for I and A’ for I’). This example is illustrated in the next figure 3.1 
with real cases: 

Figure 3.1: Examples of complementary images taken from [4] 
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The process of building this new version of the VQA dataset is composed of several stages 
[4], where the first one consisted in retrieving complementary images with respect to the images 
already existing in the first version of the VQA dataset. To do so, they created an interface 
to collect these complementary images on Amazon Mechanical Turk (AMT). In this interface, 
AMT workers were shown a list of the 24 most similar images of image I, where they had to 
choose an image I’ from the list in which the question Q (corresponding to the triplet (I, Q, 
A) of image I) made sense and whose answer A’ was different from A. And the second stage 
consisted of data annotation, where 10 new answers were collected for each question in the 
complementary images. 

Lastly, after finishing with the collection process all the new triplets (I’, Q’, A’) of the 
complementary images, left a new version of the VQA dataset where approximately 195K com-
plementary images had been collected for the training set, 93K complementary images for the 
val set and 191K complementary images for the test set, leaving a balanced dataset with approx-
imately more than 443K train, 214K val and 453K test question-image pairs, with an average 
of 10 answers per question. The large number of test data is due to the fact that the test is 
divided into 4 splits (test-dev, test-standard, test-challenge and test-reserve) as explained in 
detail in section 2.7. 

Therefore, the final dataset consists of MSCOCO images of different sizes in jpg format, 
input questions about the images stored in json format following the structure shown in figure 
3.2 and the labelling of the data (annotations) in json format with the structure shown in figure 
3.3. 

Figure 3.2: Input questions for-
Figure 3.3: Annotations formatmat taken from [20] 
taken from [20] 
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3.2 edBB Dataset [6] 

With the idea of investigating the application of the VQA models of this work in a new database, 
and given the great expansion of e-learning platforms (virtual education) in recent years driven 
by the situation of non-presence that has meant the COVID-19 , it has been decided to study 
VQA on a dataset with images of students recorded during e-learning sessions. To this end, 
work has begun on the construction of a new database with the help of the BiDA Lab of 
the Universidad Autonoma de Madrid, since they already have the edBB database [6], which 
consists of recordings of 20 students in controlled laboratory conditions during a session where 
several measurements are taken as shown in the following figure 3.4: 

Figure 3.4: Example of the information captured with the edBB platform taken from [6] 

Since the available data are in video format, and the models used in this work are based 
on images and text, it is necessary to transform the videos into images on which questions 
will be asked. Therefore, for the construction of the new e-learning database, we are currently 
working on the extraction of images from the videos as diverse as possible, trying to minimise 
the possible biases that may occur when asking the questions. That is to say, we are trying 
to choose images in such a way that the same question has different answers depending on the 
image, since otherwise the system could model only with the text without taking into account 
the image. 

With regard to the questions to be generated, with the aim of trying to obtain as many 
formulations of the same question as possible, it has been established that each person involved 
in the creation of the new database will make a list of simple questions so that in the end a 
final list with all the unique questions will be created in the correct format. 
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4 
VQA models 

This chapter explains the two VQA models used in this work, where the first one (MoViE+MCAN) 
was chosen because it was the winning model of the VQA Challenge 2020 and the second one 
(LXMERT) was chosen as an alternative to the first one due to the problems that arose during 
the experimentation of the first one when trying to replicate results. 

4.1 MoViE+MCAN [1] [2] 

This model is based on the MCAN model [11] (winner of the VQA challenge 2019) with two 
modifications: image grid features instead of region features [2] and incorporation of the MoVie 
method [1]. 

4.1.1 MCAN model [11] 

Inspired by the Transformers models [28], this model consists of Modular Co-attention (MCA) 
layers cascaded in depth, where each MCA layer is a modular composition of two basic attention 
units, the self-attention (SA) unit to capture the dense intra-modal interactions (word2words or 
region2region) and the guided-attention (GA) unit to capture the dense inter-modal interactions 
(word2region). 

These units are based on the scaled dot-product attention [28], whose inputs consist of 
queries and keys and values where the attention weights (α) are obtained from the query (q) 
and keys (K), which allow to compute the attended feature (f) by weighted summation over all 
values (V): 

qKT 
f = A(q, K, V ) = softmax( √ )V = α(q, K)V 

d 
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Where to improve the representability of the attended features, multi-head attention (in 
parallel) is introduced, where each head corresponds to a scaled dot-product attention: 

f = MA(q, K, V ) = [head1, head2, ..., headh]W o 

headj = A(qW Qj ,KW Kj , V W Vj ) 

Therefore, the self-attention unit (see figure 4.1) is composed of a multi-head attention 
layer and a point-wise feed-forward layer (2 fully connected layers with ReLU activation and 
dropout (FC-ReLU-Dropout-FC)) that take only one group of inputs corresponding to those 
of a modality. In addition a residual connection and normalization layer is applied to the two 
outputs. And the guide-attention unit (see figure 4.2) is composed of the same structure with 
the difference that it takes two groups of inputs corresponding to two modalities for one modality 
to guide the attention learning of the other modality. 

Figure 4.1: Self-Attention (SA) unit Figure 4.2: Guided-Attention (GA) unit 
taken from [11] taken from [11] 

Among the three variants presented in [11], the model used in this work uses the one that 
obtained the best results in the [11] experiments, i.e. SA(Y)-SGA(X,Y) (see figure 4.3) with an 
encoder-decoder strategy (see figure 4.4), where the output and input of each MCA layer has 
the same number of features allowing to perform a Deep Co-Attention Learnimg. 

Figure 4.3: MCA variant of SA-SGA(X,Y) 
taken from [11].(Y) and (X) denote the ques-

Figure 4.4: taken from [11]tion and image features respectively. 
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With that in mind, the architecture of the 2019 winning MCAN model (see figure 4.5), which 
is then modified by adding the MoViE module and changing the region of interest (RoI) features 
by grid features to achieve the winning model of the 2020 VQA Challenge, would consist of: 

Figure 4.5: Modular Co-Attetion Networks architecture taken from [11] 

• Inputs: Within the inputs two groups are distinguished, the input image which in the 
MCAN model of 2019 correspond to a set of region visual features extracted by bottom-
up attention [36] (Faster R-CNN) corresponding to a dynamic number of detected objects 
(m�[10, 100]). However, these region features were transformed to grid features [2] in the 
winning 2020 MoViE+MCAN model (model used in this work), explaining in the following 
section the advantages and modifications made in the Faster R-CNN. The other group of 
features are the question features, which are first tokenised and trimmed to a maximum of 
14 words, where each word is transformed to a vector using 300-D GloVe word embedding. 
The word embeddings are then passed through an LSTM layer. 

• Deep Co-Attention Learning: With the inputs in the format explained in the above section, 
deep co-attetntion learning is carried out by passing the inputs features through a deep 
co-attention model consisting of 6 MCA layers (MCA(1),MCA(2), ·,MCA(6)) of the type 
SA(Y)-SGA(X,Y), where the inputs feature (X, Y ) of each layer are the outputs of the 
previous layer, i.e. they are fed in a recursive way: 

[X(l), Y (l)] = MCA(l)([X(l−1), Y (l−1)]) 

Each SA and GA layer, consisting of 8-head multi-heads with a hidden dimensionality of 
1024, is staked following an encoder-decoder strategy, where the input feature Y (l) of each 
GA unit is the question feature of the last MCA layer (Y (6)) as shown in figure 4.4. 

• Multi-modal Fusion and Output Classifier: Once Deep Co-attention Learning has been 
carried out, the output of the image features (X(6)) and of the question features Y (6) 
already contain relevant information about the attention of question words and image 
features, Therefore, an attentional reduction model is carried out built with two multi-
layer perceptron (MLP) formed by two Fully Connected layers with ReLU activation and 
dropout (FC-ReLU-Dropout-FC) for both X(6) and Y (6), obtaining their attended fea-
tures (x̃ and ỹ). After obtaining the attended features, a linear fusion function is carried 
out: 

z = LayerNorm(W T x̃ + W T ỹ)x y 

Where the fused feature (z) is projected to a vector s of dimension 3129 (most frequent 
answers) to which a sigmoid function is applied. 

The modifications carried out on the MCAN model to transform it into the MoViE+MCAN 
model, winner of the 2020 VQA Challenge, are explained below: 
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4.1.2 In defense of Grid Features [2] 

Among the modifications carried out in the winning model of the 2019 VQA Challenge (MCAN) 
to transform it into the winning model was to change the inputs with respect to the images, 
changing from region of interest features to grid features where it was empirically demonstrated 
in [2] that similar results were obtained. 

The fact of changing to grid features in spite of achieving similar results was due to the 
advantages provided by these features such as the simplicity of the VQA model (avoiding region-
related computations), speed increase without loss of Accuracy, high recall when dealing with 
the whole image instead of sparse region of interest, giving the possibility of implementing an 
end2end model and earlier fusion for reasoning tasks such as counting. 

To take the step from region features to grid features, it was necessary to change the structure 
of the Faster R-CNN (see figure 4.6), going from a 14x14 RoIPool to a 1x1 RoIPool where it 
forced to move the C5 block to the backbone of the ResNet to optimize the performance of 
C5, where the stride-2 layers are replace with stride-1 layers and a factor 2 dilation was carried 
out to avoid loss of resolution during training. Therefore, as shown in figure 4.6 the entire 
ResNet backbone up to C5 is used for the shared feature computation and for the region-level 
computation 2 fully connected layers are placed on the top, which accept input vectors. 

Figure 4.6: From regions back to grids taken from [2] 

Finally, as seen on the right of the 4.6 image, the computations with respect to regions 
are removed during feature extraction, i.e., the grid feature extractor is kept untouched during 
inference. 
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4.1.3 MoVie: Modulated conVolutional bottlenecks [1] 

The other modification carried out on the MCAN model to achieve the MoViE+MCAN model, 
winner of the 2020 VQA Challenge, was the incorporation of the MoViE module (shorter for 
Modulated conVolutional bottlenecks) to improve the counting task, based on the fact that the 
local fusion scheme of modulated convolutions is preferable to other fusion schemes given the 
translation-equivariant nature of the counting task, and that the sparsely image region starts 
at a disadvantage with respect to the convolutional features that cover all image locations. The 
idea behind this module is to densely apply the modulation of the query representation over all 
locations. 

The architecture of this new module is shown in figure 4.7, where it is shown: 

Figure 4.7: Overview of MoViE Architecture taken from [1] 

• Overall pipeline: it is observed that the MoViE module is applied to the output convolu-
tional features of a CNN (e.g. ResNet), where finally an average-pooling and a two-layer 
MLP matcher are applied to predict the response. 

• Module: consists of four modulated convolutional bottlenecks, where each bottleneck 
receives the extra input from the query to modulate the feature map. 

• Bottleneck: very similar to the ResNet bottleneck [26], with the difference that before the 
first 1x1 convolutional layer, a modulation block is inserted. 

• Modulation block: this modulation block is defined as: 

v̄MoV iE = v ⊕ W T (v ⊗ Δγ) 

where v is a feature vector, W is a learneable weigth matrix and Δγ serves to scale the 
residual connection of the feature vector, which is conditioned on the query representation 
(q). 

Note that the fusion is not performed between query and global pooled vector, i.e., all interac-
tions between query and image occur in modulated bottlenecks locally. 
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Finally, it is worth mentioning that the incorporation of this module in VQA models (e.g. 
MCAN) has the peculiarity that 3 branches are used for training (see figure 4.8), where each 
branch is assigned the same loss weight: 

Figure 4.8: MoViE as counting module for VQA taken from [1] 

• Original branch consisting of the source VQA model, i.e., from an image representation 
(i) and a question representation to which a fusion scheme is applied to produce the final 
answer. 

• Joint branch consisting of adding the pooled feature (v) obtained from MoViE to i (image 
representation) and applying fusion scheme to predict the response. 

• Branch that consists of training a Movie nomral with pooled feature (v) and MLP. 

However, at the time of inference only the joint branch is used, which avoids losing inference 
speed. 
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4.2 LXMERT: Learning Cross-Modality Encoder Representa-
tions from Transformers [3] 

This pre-trained cross-modality language and vision framework consists of a large-scale transfor-
mation model consisting of three encoders (object relationship encoder, language encoder and 
cross-modality encoder) pre-trained on five tasks with a large number of image-sentence pairs 
to try to learn intra-modality and inter-modality interactions, allowing the model the ability 
to infer masked features from the modalities themselves (as unimodal models) or from other 
modalities. The five pre-training tasks (see figure 4.9) that incorporate generalisation into the 
model after which fine-tunnig of the pre-trained parameters will be used for the VQA task are: 

Figure 4.9: Pre-training in LXMERT taken from [3] 

• Language Task of Masked Cross-Modality Language Model: this task consists of 
randomly masking words with a probability of 15% for the model to predict these masked 
words. Since the model has inputs from two modalities, vision and language, it can infer 
the masked words from the rest of the unmasked words or from the features coming from 
the vision modality, allowing to clarify the prediction of the words. For instance, if the 
sentence is ”How many [mask] are there on the table?” it would be difficult to predict the 
masked word ”books” from the context of the other words, but looking at the image and 
seeing two books on the table would make it easier to predict the masked word ”books”. 

• Vision Task of Masked Object Prediction via RoI-Feature Regression: this task 
consists of randomly masking objects (i.e., masking RoI Features with zeros) with a prob-
ability of 15% so that the model predicts the object RoI feature fj . Since the model has 
inputs from two modalities, vision and language, it can infer objects from both modalities, 
allowing it to learn intra-modal and inter-modal relationships. This task regresses object 
RoI feature fj with L2 loss. 

• Vision Task of Masked Object Prediction via Detected-Label Classification: this 
task consists of randomly masking objects (i.e., masking RoI Features with zeros) with 
a probability of 15% so that the model predicts the labels of the masked objects. Since 
the model has inputs from two modalities, vision and language, it can infer objects from 
both modalities, allowing it to learn intra-modal and inter-modal relationships. This task 
allows learning to infer the labels of masked objects with cross-entropy loss, where the 
labels from the output of the Faster RCNN are used. 

• Cross-Modality Task of Cross-Modality Matching: This task consists of randomly 
replacing with a 50% probability a sentence corresponding to an image with another 
missmatched sentence so that the model can learn to predict whether an image and a 
sentence match each other (similar to the ’Next Sentence Prediction’ task of BERT [15]). 

• Cross-Modality Task of Image Question Answering: This task consists of predicting 
the answer to a question when the image and the question are correctly matched, i.e. the 
Cross-Modality Matching task replacement has not been applied. 
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Regarding the architecture of the model (see figure 4.10), it is built with self-attention and 
cross-attention layers based on the recent work of transformers [28], where the inputs of this 
model are an image and a question, which are pre-processed to be projected in the right space 
so that the model can learn correctly: 

Figure 4.10: Architecture of LXMERT taken from [3] 

• Input Representations: a distinction is made between those corresponding to the visual 
modality and those corresponding to the textual modality. 

– Within the textual modality, Word-Level Sentence Embeddings are used, which con-
sists of representing each sentence as a sequence of words with length n that have 
been obtained by means of the same WordPiece tokenizer used in BERT [15]. Where 
once the words wi and their absolute position indices in the i sentences are obtained, 
these are projected by embedding sub-layers, allowing to learn the index-aware word 
embedding hi as shown in figure 4.10: 

ŵi = WordEmbed(wi) 

ûi = IdxEmbed(i) 

hi = LayerNorm( ̂wi + ûi) 

– Within the visual modality, Object-Level Image Embeddings is used, which consists 
of representing each image as m objects (obtained by Faster RCNNN from [36]) 
where each of them is represented by its position feature (bounding box coordinates) 
pj and its 2048-dimensional region-of-interest (RoI) feature fj , using the sum of the 

outputs of the two fully-connected layers (p̂j and f̂j ) to get the model to learn a 
position-aware embedding vj as shown in figure 4.10: 

f̂j = LayerNorm(WF fj + bF ) 

p̂j = LayerNorm(WP pj + bP ) 

vj = (f̂j + p̂j)/2 
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• Encoders:The LXMERT model is built by three encoders, the language encoder, the 
object-relationship encoder and the cross-modality encoder, which are based on self-
attention layers and cross-attention layers, so before going into detail about the encoders 
of the model, we will briefly explain how the attention layers work. 
Attention layers aim to retrieve information from a set of context vectors (yj ) related to 
a query vector (X). The attention mechanism is based on the scaled dot-product, where 
first the calculation of the matching score (ai) between x and each yj is carried out by 
normalising it by softmax. Where finally the output of an attention layer would be the 
weighted sum of the context vectors and the normalised score: 

aj = score(x, yj ) 
αj = Softmax(aj ) X 
AttX→Y (x, {yj }) = αj yj 

j 

A layer is called self-attention when the query vector (x) and the set of context vectors 
({yi}) are the same. As with Transformer models [28] in LXMERT multi-head attention 
is used in order to obtain better representations. 
Having explained how the attention mechanisms work, we proceed to explain the types of 
encoders implemented in LXMERT: 

– Single-Modality Encoders: As shown in figure 4.10, after performing the embeddings 
(Word-Level Sentence Embeddings and Object-Level Image Embeddings), two en-
coders are applied, where each of them is oriented for textual modality (language 
encoder) and visual modality (object-relationship encoder) respectively. The model 
used in this work is formed by NL = 9 stacked language encoders and NR = 5 object-
relationship encoders, where each of these encoders is composed of a self-attention 
sub-layer and a feed-forward sub-layer composed of two fully-connected sub-layers. 
As seen in figure 4.10, a residual connection and normalization layer is added after 
each sub-layer (represented by ⊕). 

– Cross-Modality Encoder: As shown in figure 4.10, after of NL language encoders 
and NR object-relationship encoders, one additional encoder is applied, where it is 
oriented to learn joint cross-modality representations. The model used in this work 
is formed by NX = 5 staked cross-modality encoders, where each of these encoders 
is composed of two self-attention sub-layers, one bi-directional cross-attention sub-
layer and two feed-forward sub-layers. As can be seen in the figure 4.10 the order 
of the sub-layers in each of the cross-modality encoders is, first the cross-attention 
sub-layers are applied (one from language to vision and one from vision to language), 
where the query and context vectors correspond to the outputs of the (k-1)-th layer: 

ĥk k−1 k−1 = CrossAttL→R(hk−1 , {v , . . . , v })i i 1 m 
k k−1 v̂ = CrossAttR→L(v , {hk−1 , . . . , hk−1})j j 1 n 

After applying the cross-attention sub-layers, a self-attention layer is applied to con-
tinue building internal connections to finally produce the outputs by applying the 
feed-forward sub-layers: 

h̃k hk hk k = SelfAttL→L(ˆ 
i , {ˆ 

1, . . . , v̂ })i n 
k k−1 k k ṽ = SelfAttR→R(v̂ , {v̂1 , . . . , v̂ })j j m 

As in the previous encoders, a residual connection and normalization layer is also 
applied after each sub-layer (represented by ⊕). 
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• Output Representations: LXMERT model returns three outputs for vision, language 
and cross-modality respectively, where the vision and language outputs are two feature 
sequences, and the cross-modality output is a special token [CLS] corresponding to the 
first element of the sequence returned in language feature sequence (similar functionality 
that in [15]) as shown in figure 4.10. 

Therefore, the LXMERT model used in this work consists of three stack of encoders, where 
the first two are oriented for each of the individual modalities (textual-modality and visual-
modality) separately followed by the third encoder focused on exchanging information and 
aligning the entities between the two modalities: 

• Stack of NL = 9 Language Encoders. 

• Stack of NR = 5 Object-Relationship Encoders. 

• Stack of NX = 5 Cross-Modality Encoders. 

Where the model used in this work has been inherited from [3], which was pre-trained with 
data from several vision-and-language datasets, where all images come from MS-COCOCO 
or Visual Genome, and whose captions and questions come from the original MS-COCO and 
Visual Genome datasets (for captions), and VQA v2. 0, GQA balanced version and VG-QA (for 
questions), where none of the test data from any dataset is used for pre-training. A summary 
table (table 4.1) with the data used for the pre-training of the model is shown below: 

Image Split Images 
COCO-Cap 

Sentences (or Questions) 
VG-Cap VQA GQA VG-QA All 

MS COCO - VG 72K 361K - 387K - - 0.75M 
MS COCO ∩ VG 51K 256K 2.54M 271K 515K 724K 4.30M 
VG - MS COCO 57K - 2.85M - 556K 718K 4.13M 

All 180K 617K 5.39M 658K 1.07M 1.44M 9.18M 

Table 4.1: Data used for pre-training in LXMERT taken from [3]. 

Once the pre-trained LXMERT model was obtained and loaded, it only remained to carry 
out the fine-tunnig for the VQA task of Multiclass classification (3129 most frequent answers), 
where the data used corresponded to those of the VQA v2.0 dataset [4], where it is necessary 
to pre-process the original data: 

• To obtain the pre-trained LXMERT model-compatible representations with respect to 
the Visual modality, a pre-trained Faster R-CNN in Visual Genome Dataset was used to 
detect 36 objects representing each of them as their 2048-dimensional region of interest 
and their four bounding box coordinates. 

• To obtain the representations compatible with the pre-trained LXMERT model with re-
spect to the Textual modality, BERT’s WordPiece tokenizer was used, where the format 
of the original annotations has been modified to the format shown in figure 4.11: 

Figure 4.11: Annotation format for LXMERT 
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5 
Experiments and results 

5.1 Experimental Protocol 

To carry out the experiments we used an OMEN 30L Desktop GT13-0043ns (figure 5.1), whose 
main features are: 

• Intel(R) Core(TM) i9-10850K CPU @ 3.60GHz CPU 

• 64GB RAM 

• GeForce RTX 3090 24GB GPU 

• 1TB SSD + 2TB HDD of storage space 

The operating system used has been Ubuntu 20.04 LTS, where it was necessary to install 
Python 3.8.10 along with the libraries used, and to apply Pytorch it was necessary to install and 
configure the drivers and libraries compatible with the RTX 3090 GPU. For the configuration 
and installation of the Python work environment, a virtual environment was used, where the 
code editor used was Visual Studio Code, which allowed debugging and experimenting with the 
model repositories. 

Figure 5.1: Hardware and software used in this work 
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Once the equipment was configured, we moved on to the experimental phase, where we tried 
to replicate the results of the state of the art. To do this, we started experimenting with the 
MMF framework [85] (whose code is available in the github repository [86]) where the winner 
of the VQA Challenge 2020 is available. When we experimented with this framework trying to 
replicate results, it gave problems both in terms of resources and image features retrieval using 
[21]. Therefore, after encountering these problems, we opted for a model that did not require 
so many resources and that could obtain the image features with a view to being able to apply 
the model to other different datasets, finally choosing LXMERT as the model, whose code both 
for obtaining the image features and for executing the fine-tunnig of the model is available in 
github repositories ([87] and [5] respectively). 

The protocol for carrying out the experiments on each model is explained below: 

5.1.1 MoViE+MCAN model 

First, different VQA models were investigated until the winning VQA Challenge 2020 (MoVie+MCAN) 
was found, which is implemented in the MMF framework [85], whose code is available in the 
GitHub project [86]. 

Once this model was chosen, the MMF repository [86] was cloned, which allowed experi-
menting and understanding the structure and functionality of the framework, and thus creating 
the necessary environment variables in the equipment, for example, to indicate the path where 
the data will be stored when downloaded by the framework. 

Once the environment was configured, the following experiments were carried out: 

• Replicating results from the MoVie+MCAN model with the grid features provided by the 
MMF framework [86]. 

• Replicating results of the MoVie+MCAN model with the grid features extracted with 
the GitHub project [21] and attempt to train the MoViE+MCAN model with these last 
extracted image grid features. 

After these experiments, we came to the conclusion that it was not feasible to use the 
MoVie+MCAN model, so we returned to investigate VQA models that required less time and 
resources, which led us to the LXMERT model. 

5.1.2 LXMERT model 

As discussed in Chapter 4 (VQA models), this is a pre-trained model in 5 tasks that allows 
to subsequently perform a fine-tunnig in the VQA task obtaining similar results in less time 
starting from the pre-trained model in the 5 subtasks. 

To carry out the experiments with this last model, it was necessary to use the LXMERT 
repository [5] to reproduce the results, as well as to use the GitHub repository [87] to obtain 
the RoI features as well as the bounding box coordinates. Therefore, the experiments carried 
out with this model were: 

• Replicate results of the LXMERT model in VQA task with the RoI features and bounding 
box coordinates provided by the same repository of LXMERT [5]. 

• Replicate results of the LXMERT model in VQA task with the RoI features and bounding 
box coordinates obtained with the GitHub repository [87]. 

• Fine-tunnig of the LXMERT model in VQA task with the RoI features and bounding box 
coordinates obtained with the GitHub repository [87]. 
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5.2 Results 

5.2.1 MoViE+MCAN model 

5.2.1.1 Experiment 1 - Execute trained MoVie+MCAN model provided by MMF 
with data provided by own MMF 

Once the MMF repository was installed and the environment variables were configured in the 
system, we started with the process of trying to replicate the results of the MoVie+MCAN 
model directly with the data that the MMF framework automatically downloads. 

To do this, we proceeded to run the ”predict.py” script (located in the repository path 
”/mmf/mmf cli/predict.py”) from Visual Studio Code (VS Code) adding the necessary config-
uration parameters (see table 5.1), where a storage space problem appeared when decompressing 
the data due to the large amount that is automatically downloaded (more than 1 TB). 

Argument Value 

config projects/movie mcan/configs/vqa2/defaults.yaml 
model movie mcan 
dataset vqa2 
run type test 

checkpoint.resume zoo movie mcan.grid.vqa2 vg 

Table 5.1: Configuration arguments of MMF execution for testing. 

Since the MMF framework creates and stores a json file as the data is first downloaded 
(compressed in ”.tar. gz” format), which indicates that the data have been downloaded correctly 
so that the next time the model is run the download and decompression of the data is not 
performed again, we proceeded with the automatic download of the compressed data together 
with the creation of the json files, but the decompression of the data was performed manually 
using two hard disks, one of 1 TB where the compressed data were stored, and another of 2 TB 
where the decompressed data were stored. 

Once the data was correctly decompressed, the evaluation of the MoVie+MCAN model was 
carried out on the test data, taking approximately 2 hours and obtaining a json with the results 
in the appropriate format to be evaluated by uploading it to evalAI [18]. Where the following 
results were obtained and shown in the table 5.2 

VQA Model Data Eval. Phase 
Results (Accuracy )V QA 

Yes/No Number Other Overall 

MoViE+MCAN MMF Repository test-dev 89.13% 58.31% 64.49% 73.94% 

Table 5.2: Results obtained by running MoViE+MCAN model with data from the MMF 
repository. 

Observing that the results of the MoVie+MCAN model winner of the 2020 VQA Challenge 
are reproduced. 
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5.2.1.2 Experiment 2 - Execute trained MoVie+MCAN model provided by MMF 
with data extract with GitHub repository [21] 

With a view to being able to test the same model on other datasets (e.g.: the edBB dataset), 
the experiment of evaluating the MoViE+MCAN model with the image grid features extracted 
with the help of the GitHub repository [21] (referenced from MMF as the repository that was 
used to obtain the image grid features used by the 2020 winning MoViE+MCAN model) was 
carried out. 

For this, it was necessary to clone and install this repository, which needed to be used 
from a linux operating system (e.g.: Ubuntu), since this repository uses the Detectron2 library 
[88]. Once the working environment was configured, the script ”extract grid feature.py” located 
in the path ”/grid-feats-vqa/extract grid feature.py” was executed with the configuration of 
”/grid-feats-vqa/configs/X-152-challenge.yaml” to obtain the image grid features from the test 
image data. 

To validate that the execution had worked correctly, the image grid features of some ran-
domly chosen images were compared with the image grid features that could be downloaded 
directly from the GitHub repository [21], observing that the dimensions of the image grid fea-
tures were the same. 

Therefore, once the image grid features were obtained, we proceeded to evaluate the model 
of MoViE+MCAN from MMF with the new data, obtaining the following results shown in the 
table 5.3: 

VQA Model Data Eval. Phase 
Results (Accuracy )V QA 

Yes/No Number Other Overall 

MoViE+MCAN Extrated with [21] test-dev 83.06% 34.09% 56.86% 65.07% 

Table 5.3: Results obtained by running MoViE+MCAN model with extracted data from 
GitHub repository [21]. 

It is observed that the results obtained are worse than with the image grid features that 
were automatically downloaded from MMF. So we compared the image grid feature from MMF 
with those extracted from the GitHub repository [21], observing that both the values and the 
dimensions of the image grid features were different. 

Due to the poor results obtained because the extracted image grid features were different, 
it was decided to try to re-train the model with the features extracted with the code from the 
GitHub repository [21], to see what results could be achieved, and if it was possible to obtain 
similar results. Therefore, we executed the script ”run.py” located in ”/mmf/mmf cli/run.py” 
from Visual Studio Code setting the parameters shown in the table 5.4, appearing a problem 
due to lack of memory in GPU due to the calculations with the gradient, which was solved 
using the accumulated gradient with a reduction of the batch size. However, once the training 
started, it was observed that it took more than 100 days to train, so it was beyond the scope 
of the work, both in terms of time and resources. 

Argument Value 

config projects/movie mcan/configs/vqa2/defaults.yaml 
model movie mcan 
dataset vqa2 
run type train val 

Table 5.4: Configuration arguments of MMF execution for training. 
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Therefore, a new search was started for a VQA model that had available both the imple-
mentation of the model and the obtaining of the image features, which could be executed in 
reasonable times with the available resources. The model that was finally chosen was LXMERT 
[3]. 

5.2.2 LXMERT model 

5.2.2.1 Experiment 3 - Fine-tuning in the VQA task of pre-trained LXMERT 
model with the data that provide LXMERT repository 

Once the LXMERT repository is installed and configured on the system, we begin the process of 
trying to replicate the results of the LXMERT model directly with the data that the LXMERT 
repository provides for download, skipping the step of applying the bottom-up attention model 
(Faster R-CNN) [36] on raw images. 

To do this, we proceeded to run a custom script from Visual Studio Code (VS Code) that sim-
ulate execute ”vqa finetune.bash” script (located in the repository path ”/run/vqa finetune.bash”) 
with the configuration parameters shown in table 5.5 where it was necessary download the pre-
trained model that is provided by LXMERT repository for fine-tunning in the VQA task. 

Argument Value 

train train,nominival 
valid minival 
llayers 9 
xlayers 5 
rlayers 5 

loadLXMERTQA <path where model pre-trained was saved > 
batchSize 32 
optim bert 
lr 5e-5 

epochs 4 
tqdm True 
output <path where results are saved > 

Table 5.5: Configuration arguments of LXMERT fine-tunnig for VQA task. 

Performed fine-tunning on the VQA task, we proceeded to evaluate the fine-tuned model 
on the VQA test data, managing to replicate the results of the paper [3] shown in the table 5.6 
below: 

VQA Model Data Eval. Phase 
Results (Accuracy )V QA 

Yes/No Number Other Overall 

LXMERT LXMERT Repository test-dev 88.34% 54.55% 63.29% 72.62% 

Table 5.6: Results obtained by running LXMERT model with data from the LXMERT repos-
itory. 

Following the same strategy as with the previous model, MoViE+MCAN, of autonomously 
extracting the image features (in this case RoI features and bounding box coordinates) in order 
to test the same model, LXMERT, on other datasets (for example: the edBB dataset), two 
GitHub repositories were tested to carry out the extraction of the image features. 
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5.2.2.2 Experiment 4 - Fine-tuning in the VQA task of pre-trained LXMERT 
model with the data extracted by the bottom-up attention model imple-
mented in Pytorch [87] 

The repositories tested for image feature extraction were: 

• Repository [89]: consists of a Pytorch implementation of the bottom-up attention model 
(original bottom-up attetion model is implemented in Caffe [36]) using Detectron2 [88]. 
This repository was chosen as the first choice because the author is the same as the 
LXMERT repository [3] and the output format of the image features is compatible with 
the LXMERT model. However, when extracting the features and comparing them with 
those that can be downloaded directly from the LXMERT repository corresponding to 
those obtained by the original bottom-up attetion model on Caffe, it was observed that 
they were different, so it was decided to use the second repository [87]. 

• Repository [87]: consists of a Pytorch implementation of the bottom-up attention model 
using Detectron2 based on the original bottom-up attetion model implemented on Caffe. 
When carrying out the extraction of image features, it was observed that the same objects 
were detected with image features practically the same as those obtained with the original 
Caffe implementation (deviation less than 0.01), where it was necessary to modify the 
output format so that the image features were stored in the format compatible with 
LXMERT. Note that having the implementation in Detectron2 (Pytorch) will make it 
easier to test image feature extractions with new Faster R-CNN structures for future 
experiments. 

Therefore, once the image features were extracted with the [87] repository, we proceeded to run 
the fine-tunnig of the pre-trained LXMERT model in the VQA task with the last extracted 
features and the same parameters used as in the previous experiment (see table 5.5), as well as 
its evaluation with the test data, obtaining the results shown in the table 5.7: 

VQA Model Data Eval. Phase 
Results (Accuracy )V QA 

Yes/No Number Other Overall 

LXMERT Extrated with [87] test-dev 88.19% 54.52% 63.05% 72.44% 

Table 5.7: Results obtained by running LXMERT model with data extracted with bottom-up 
attention model. 

Looking at the results in the table, it is concluded that the objective of reproducing the state 
of the art results of the LXMERT model with the image features extracted autonomously has 
been achieved, since the results with both image features have very similar accuracies, where it 
is assumed that the difference is due to that deviation of less than 0.01 in the image features. 
Therefore, once the new e-learning database based on edBB is built, it will be possible to test 
running the LXMERT model on it to analyze how it behaves in this new database. 

Finally, a fine-tunnig was carried out in the VQA task of the pre-trained LXMERT model 
by varying hyper-parameters, with the intention of finding a better configuration than the one 
provided by the LXMERT repository [5]. 
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5.2.2.3 Experiment 5 - Fine-tuning in the VQA task of pre-trained LXMERT 
model with the data extracted by the bottom-up attention model imple-
mented in Pytorch [87] testing different hyper-parameters 

For this purpose, the following hyper-parameter variations were carried out, where all hyper-
parameters were left the same as in the LXMERT repository (epochs = 4, learning rate = 
5 · 10−5 and batch size = 32), except for one of them which was varied. Where finally the 
results were compared by applying the best fine-tuned models (according to minival dataset, a 
small subset of the valid dataset that is not used for training) on the test data: 

• Varying hyper-parameter batch size: To perform this experiment, we kept the hyper-
parameters of ”epochs” at ”4” and ”learning rate” at ”5 · 10−5” fixed, and tested with 3 
different ”batch size” (32, 64 and 128), where the results obtained in train and test are 
shown in figure 5.2. 
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Figure 5.2: Training and mini-validation results with different batch sizes 

Observing that the best results in the minival split in all the batch size variations are 
obtained in the last epoch (4 in all), it is decided to evaluate them in the test split in 
evalAI [18] obtaining the following results shown in table 5.8: 

VQA Model Hyper-parameters Eval. Phase 
Results (Accuracy )V QA 

Yes/No Number Other Overall 

LXMERT 
epochs = 4 
lr = 5 · 10−5 test-dev 88.19% 54.52% 63.05% 72.44% 

batchSize = 32 

LXMERT 
epochs = 4 
lr = 5 · 10−5 test-dev 88.23% 55.00% 63.16% 72.56% 

batchSize = 64 

LXMERT 
epochs = 4 
lr = 5 · 10−5 test-dev 88.02% 54.81,% 63.19% 72.47% 

batchSize = 128 

Table 5.8: Results obtained on test data with fine-tuned LXMERT model with data extracted 
with bottom-up attention model. 
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• Varying hyper-parameter epochs: To carry out this experiment, the hyper-parameters 
of ”learning rate” at ”5 · 10−5” and ”batch size” at ”32” were kept fixed, and tested with 
3 different number of ”epochs” (4, 6 and 8), where the results obtained in train and test 
are shown in Figure 5.3. 
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Figure 5.3: Training and mini-validation results with different epochs 

Observing that the best results in the minival split in all the epoch variations are obtained 
in the last epoch (4, 6 and 8 respectively), it is decided to evaluate them in the test split 
in evalAI [18] obtaining the following results shown in table 5.9: 

VQA Model Hyper-parameters Eval. Phase 
Results (Accuracy )V QA 

Yes/No Number Other Overall 

LXMERT 
epochs = 4 
lr = 5 · 10−5 test-dev 88.19% 54.52% 63.05% 72.44% 

batchSize = 32 

LXMERT 
epochs = 6 
lr = 5 · 10−5 test-dev 88.36% 54.25% 62.74% 72.33% 

batchSize = 32 

LXMERT 
epochs = 8 
lr = 5 · 10−5 test-dev 88.21% 54.22% 62.45% 72.13% 

batchSize = 32 

Table 5.9: Results obtained on test data with fine-tuned LXMERT model with data extracted 
with bottom-up attention model. 
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• Varying hyper-parameter learning rate: To carry out this experiment, the hyper-
parameters of ”epochs” at ”4” and ”batch size” at ”32” were kept fixed, and 3 different 
”learning rate” (1 · 10−5 , 2.5 · 10−5 and 5 · 10−5) were tested, where the results obtained 
in train and test are shown in figure 5.4. 
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Figure 5.4: Training and mini-validation results with different learning rates 

Observing that the best results in the minival split in all the learning rate variations are 
obtained in the last epoch (4 in all), it is decided to evaluate them in the test split in 
evalAI [18] obtaining the following results shown in table 5.10: 

VQA Model Hyper-parameters Eval. Phase 
Results (Accuracy )V QA 

Yes/No Number Other Overall 

LXMERT 
epochs = 4 
lr = 5 · 10−5 test-dev 88.19% 54.52% 63.05% 72.44% 

batchSize = 32 

LXMERT 
epochs = 4 

lr = 2.5 · 10−5 test-dev 87.94% 54.52% 63.06% 72.34% 
batchSize = 32 

LXMERT 
epochs = 4 
lr = 1 · 10−5 test-dev 87.54% 54.64% 62.93% 72.13% 

batchSize = 32 

Table 5.10: Results obtained on test data with fine-tuned LXMERT model with data extracted 
with bottom-up attention model. 
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To conclude the experiments, observing the best results in the minival data set, a combi-
nation of the best performing hyper-parameters by ”separated” (epochs = 4, lr = 1 · 10−5 and 
batchSize = 128) is tested, which a priori would not necessarily provide better results, since the 
hyper-parameters are dependent on each other. Therefore, testing this combination yielded the 
results shown in Figure 5.5, being in the fourth epoch where better results are obtained in the 
minival split, which are worse than those obtained with other previously tested combinations 
(e.g. epochs = 4, learning rate = 1 · 10−5 and batch size = 32). 
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Figure 5.5: Training and mini-validation results with a combination hyper-parameters 

And testing to evaluate the data in the test split evalAI [18] we get the results shown in 
table 5.11, which are still worse than with other combinations. 

VQA Model Hyper-parameters Eval. Phase 
Results (Accuracy )V QA 

Yes/No Number Other Overall 

LXMERT 
epochs = 4 
lr = 1 · 10−5 test-dev 87.26% 54.46% 62.92% 71.98% 

batchSize = 128 

Table 5.11: Results obtained on test data with fine-tuned LXMERT model with data extracted 
with bottom-up attention model. 
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6 
Conclusions and future challenges 

6.1 Conclusions 

After the completion of this master’s thesis, we can conclude that currently the multimodal 
task of VQA is of great interest due largely to the great advances in deep learning. One of 
the key points in recent years has been the attention mechanisms to obtain better results, as 
well as the VQA v2.0 dataset that has allowed in recent years to hold the VQA Challenge 
whose winners present their solution at the VQA Workshop of CVPR, where the winner of 2020 
(MoViE+MCAN) obtained a 76.19% of Accuracy on test-dev. 

Regarding the models used in this work, we can conclude that the winning model of the 
2020 VQA Challenge, MoViE+MCAN, is beyond the scope of the work due to lack of resources 
needed to properly train and run it. We were anyway able to replicate its results based on 
the image grid features provided by MMF. However, it was not possible to replicate the full 
results of MoViE+MCAN (grid features) with the repository that was supposed to have been 
used as cited by MMF. Therefore, we switched to the LXMERT model, which allowed us to 
replicate the results with a slight difference due to the solution used to extract the feature image 
(region of interest and bounding box coordinates), where in our case we used the bottom-up 
attention model using the detectron2 library (implemented in Pytorch) instead of the original 
model (same model but implemented in Caffe). 

Regarding the results obtained with LXMERT, especially those that reproduce the results 
of the state of the art, it is observed that in the VQA task the questions with ”Yes/No” answers 
are those with the highest Accuracy (∼ 88 − 89%) followed by the questions with answers called 
”Other” (∼ 63 − 64%), i.e., different answers of numbers (”Number”) and binary (”Yes/No”), 
and in last place would be the questions with answers of a ”Number” (∼ 54 − 58%). So it 
seems that there is still a great evolution in answering ”Number” and ”Other” questions, which 
currently may be affected by the fact that in the end the open-response VQA models tend to 
transform into Multi-class Classification problems, restricting the answers to the most frequent 
ones. 

Finally, when testing LXMERT with several combinations of hyper-parameters (epochs, 
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learing rate and batch size), the best results with respect to overall accuracy in dev-test are 
obtained with epochs = 4, learing rate = 5 · 10−5 and batch size = 64 obtaining an Overall 
Accuracy of 72.56%. 

Therefore, after obtaining these results, we can consider that we have reached the state of 
the art, which will allow us to apply the LXMERT model to other datasets, such as the one we 
are currently working on focused in e-learning based on the edBB dataset. 

6.2 Future challenges 

As future lines that arise as a result of this work with a view to continuing research in the field 
of VQA we identify the following ones: 

• The main line of work would consist of continuing and finalising the creation of the new 
dataset for studying the application of VQA methods to improving e-learning audiovisual 
sessions based on the edBB database with the help of the BiDA Lab at UAM. The final 
purpose there will be applying the LXMERT model developed in this thesis to observe how 
it works in e-learning, and fine-tune it to that particular application scenario. Within this 
line of research, at first the LXMERT model trained with the VQA data would be applied 
directly on the new database, and then continue with the fine-tunning of the LXMERT 
model using the newly created e-learning dataset. 

• Try to use other structures of object detection models to obtain the Region of Interest 
features, observing how it affects the results. 

• Try to improve the LXMERT model by applying modifications to use more input data 
(e.g.: add grid features), add new pre-training sub-tasks, etc. 
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