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Abstract
The World Wide Web has become a common platform for interactive software develop-
ment. Most web applications feature custom user interfaces used by millions of people 
every day. Information architecture addresses the structural design of information to build 
quality web applications with improved usability of content, navigation, and findability. 
One of the most frequently utilized information architecture methods is card sorting—an 
affordable, user-centered approach for eliciting and evaluating categories and navigable 
items. Card sorting facilitates decision-making during the development process based 
on users’ mental models of a given application domain. However, although the qualita-
tive analysis of card sorts has become common practice in information architecture, the 
quantitative analysis of card sorting is less widely applied. The reason for this gap is that 
quantitative analysis often requires the use of customized techniques to extract meaningful 
information for decision-making. To facilitate this process and support the structuring of 
information, we propose a methodology for the quantitative analysis of card-sorting results 
in this paper. The suggested approach can be systematically applied to provide clues and 
support for decisions. These might significantly impact the design and, thus, the final qual-
ity of the web application. Therefore, the approach includes proper goodness values that 
enable comparisons among the results of the methods and techniques used and ensure the 
suitability of the analyses performed. Two publicly available datasets were used to demon-
strate the key issues related to the interpretation of card sorting results and the overall suit-
ability and validity of the proposed methodology.
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1 Introduction

The World Wide Web has become the main platform on which interactive applications 
are developed [1–4]. Initially, most web applications were produced as content blocks 
without consideration for specific quality issues. However, as the field of human–com-
puter interaction (HCI) has moved toward user experience [5, 6], interactive web appli-
cation design has changed to include a user-centered and experiential perspective [7]. 
Content, structure, and navigation are all considered crucial to a website’s success [8]. 
Therefore, a positive user experience with web browsing is essential since efficient navi-
gation and ease of access to good content increases perceived satisfaction and helps 
users find information that is of interest to them [9]. In contrast, deficiencies in content 
or navigation design negatively affect the user experience and may also affect the intelli-
gent extraction algorithms that automatically produce knowledge [10] from content and 
page structure [9, 11].

Information architecture [9] is a discipline that focuses on the structural design of 
both content and navigation in web application development [6], aiming to provide posi-
tive user experiences with web applications. The latter implies a user-centered approach 
in which different methods, tools, and techniques are utilized to address usability issues 
[11]. In this environment, card sorting is a common and easy-to-use method [12]. It 
facilitates design decisions that align with users’ mental models of an application area 
[13], thus increasing the possibility of creating positive experiences with the web appli-
cation. In information architecture, card sorting is used to build and evaluate the navi-
gation structure of a website [14] and to elicit the most convenient content categories, 
concepts, and information labeling [15]. The approach is particularly advantageous in 
the early design phases of a web development project [16]. However, card sorting is also 
utilized in other phases, for example, for summative evaluation and for evaluating and 
improving the quality of existing web applications [11].

Once the sorting of cards is complete, analysis is performed to gain insights relevant 
to the information structuring and navigation. While qualitative analysis of card sorting 
has become commonplace in information architecture, quantitative analysis requires fur-
ther attention. The reason for this is that quantitative analysis often requires additional 
means of analysis, for example, clustering and scaling, which are very dependent on the 
way the data is understood [16]. Usually, quantitative analysis of a card sorts is more 
complex than qualitative, and care in applying it is essential for obtaining meaningful 
results that lead to good design. Therefore, in practice, most card sorts are still analyzed 
using custom spreadsheets to obtain only basic information about raw data [13]. This 
leaves room for increasing the understanding of the key issues related to interpreting 
card sorting results and creating a systematic approach, a methodology that supports 
quantitative analysis of card sorting results.

Even though many commercial tools have been made to facilitate the quantitative 
analysis of card sorting, the decision-making process still needs improvement. The 
existing tools often include visualizations that show the main outcomes and facilitate 
reasoning, enabling evaluators and participants to successfully carry out card-sorting 
tasks in different application domains, providing mechanisms that simplify the process. 
However, most such tools produce only basic quantitative results, addressing mainly 
hierarchical clustering and co-occurrence, which greatly predetermines the param-
eters and statistical techniques to be used and restricts the outcomes and the good-
ness observed. In addition, without adequate knowledge and correct initial analysis, a 
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wrong selection of statistical techniques might be made when using commercial tools, 
for example, when proceeding without evaluating the validity of different conditions 
[17].

The above arguments allow the framing of the main research question discussed in 
this paper: Is it possible to define a systematic method for carrying out a quantitative 
analysis of card-sorting data that provides instruments and goodness indicators for 
decision-making in web application development?

A methodology for quantitative analysis of data obtained from card sorting is pro-
posed to answer the above question. It is based on a top-down approach and consists 
of guidelines regarding the use of statistical techniques, visualizations, and goodness 
indicators to guide evaluators through the analysis process. Several existing statistics 
and algorithms from other disciplines have been selected, customized for card sorting, 
and integrated into the proposed approach. The methodology utilizes a range of meth-
ods and techniques, some that are essential and others that are complementary and can 
be used on-demand to provide better information for decision-making.

The proposed methodology contributes to information architecture by systematizing 
quantitative card-sorting into a comprehensive approach. Furthermore, the methodol-
ogy aims to make quantitative card sorting available to a broader range of evaluators in 
other fields like design thinking, HCI, or service design, who currently use qualitative 
analysis because the techniques in quantitative analyses are too complex. Specifically, 
the methodology contributes by providing:

• Summary tables with main indicators and statistics for characterizing card-sorting 
variables based on the available raw data.

• Comprehensive modeling of the main data structures to be used as input for differ-
ent techniques and algorithms, and the corresponding transformations needed to 
get the appropriate data structures.

• Summary tables with recommendations on algorithms and metrics to apply, includ-
ing optimal configurations and parameters for a specific card-sorting design, 
depending on the variables involved.

• Visualizations to study and compare data density, categories that received more 
attention from participants in terms of sorts, the correlation among categories and 
cards, similarities using a graph-based representation, different multidimensional 
scaling configurations, and clustering solutions.

• Specific charts to evaluate goodness indicators, such as Shepard, Stress-Per-Point, 
and Average Silhouette diagrams. Also, appropriate values for goodness evaluation 
such as Stress, Silhouette, and Cophenetic Correlation coefficients are provided.

• Summary lists provided in each step to guide about the methods and techniques 
proposed, indicating which ones are essential, recommended, or optional.

The paper is structured as follows: Sect. 2 reports on related work, state of the art, 
and further information about card sorting and specific approaches; Sect. 3 describes 
the proposed methodology, including guidelines, statistics, and visualizations to apply 
in each case; Sect. 4 presents a discussion, including limitations and threats to valid-
ity related to the proposed methods, allowing us to answer the main research question 
in the affirmative. Finally, Sect.  5 provides conclusions and suggests possible future 
extensions of the work.
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2  State of the art

The early practice of card sorting for research purposes can be traced to the field of social 
science, and especially, psychology [18, 19] where researchers frequently utilized the 
method as a psychological tool [20] in experiments involving the study of mental capacity 
and reaction time [21] or when making comparisons, for example, comparing the devel-
opmental states of individuals with cognitive challenges [20]. Card sorting has also been 
applied in linguistics to understand semantics [22], in marketing to understand the consum-
er’s perspective [23] and to achieve pairwise similarity judgments [24], and also in crimi-
nology and other areas of the social sciences [25, 26]. In short, card sorting has been used 
in a plethora of research settings where participants are invited to perform tasks involving 
cards in which they must group, name, or categorize the objects represented by the cards. 
The use of card sorting has seen a steady increase, especially since the emergence of the 
World Wide Web [27].

Currently, card-sorting practices are mainly found in the fields of software engineering 
and HCI, and more specifically, in the fields of information architecture and user experi-
ence [9, 13, 28]. Card sorting gained prominence in the organization and evaluation of 
content and navigation in web design and in a range of other application areas where the 
understanding and experience of users within a situated context are central. As mentioned, 
card sorting can be useful in eliciting users’ mental models or even for evaluating already 
existing information compositions according to the users’ criteria [12, 13], especially in the 
early phases of a web development project.

However, there are many examples of a quite different usage. For instance, interaction 
design methods might be used to evaluate the usability of mobile applications concern-
ing the experiences of blind people with those applications [29]. Moreover, within newer 
fields, such as design thinking [30, 31] and service design [32, 33], which are based on 
user- and human-centered principles, card sets and card sorting are often used to support 
design processes. The card sets might offer support by describing alternative methods to 
use in a process, providing images related to possible user experiences within a particular 
context, or suggesting choices of technologies [34]. Their intent is to stimulate creativity 
and innovative thinking, or else to focus on users’ experiences and behavior in relation 
to products or services [35, 36]. A recent paper [37] used card sorting to categorize the 
first impressions of design card sets in relation to different formal qualities and content of 
sets. In addition, card sorting is often used to provide important clues to user experience 
researchers concerning brand alignments, emotions, goals, and workflows [38]. As dis-
cussed later in this paper, such categorizations might help to further the use of quantitative 
card sorting and analysis in areas where it is still underused as a methodology, for example, 
in design thinking, interaction design, or service design.

Despite differences in application domains and disciplines where card sorting is 
used, the practice of card-sorting is normally carried out similarly, using card-sorting 
studies. A card-sorting study comprises a set of sorting tasks proposed and evaluated 
by an expert (referred to as the evaluator), who also recruits participants for the study. 
Card-sorting tasks are then performed by those participants, face-to-face or online, 
where different stimuli (the cards) must be classified, based on the participants’ sub-
jective criteria, into different categories. The perceived relationships among the cards 
and their likelihood of being placed in the same category play an essential role in the 
participants’ decisions when categorizing. Once the card-sorting tasks are finished, the 
evaluator carries out an analysis using the information obtained. At different stages of 
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the study, and depending on the kind of study, the evaluator might wish to gather further 
information by using additional methods, for instance, by interviews or additional card-
sorting tasks. The study’s outcomes are then used to make decisions concerning, for 
example, structuring a website’s content and navigation or city planning [39].

A card-sorting study (and its most important step—the analysis of card-sorts) typi-
cally utilizes one of the two different but complementary perspectives, the qualitative 
or the quantitative [13, 26]. Qualitative studies are frequently used to obtain informa-
tion from participants’ behavior in face-to-face card sorts. In contrast, quantitative stud-
ies analyze card-sorting data to obtain numerical evidence through different statistical 
techniques. Since the approaches are complementary and provide different sets of evi-
dence, they can be combined to reinforce the conclusions of a study. In general, quan-
titative analysis requires a larger number of card sorts, and it fits well with online and 
tool-based card sorting, whereas qualitative analysis is useful for extracting on-site par-
ticipants’ opinions and feelings and for observing first-hand how participants perform 
their card sorts. Although quantitative studies have many advantages, such as the ease 
of performing online card-sorting at participants’ convenience, the increased number of 
cards and tasks that could be used, and the existence of tools to facilitate the analysis, 
the main barrier to the broader use of the quantitative approach still lies in the difficulty 
of correctly implementing a quantitative analysis [16], as discussed in the Introduction.

In addition to choosing either a qualitative, quantitative, or mixed-methods study, 
other choices need to be made concerning card-sorting tasks [13]. Careful decisions 
concerning the sorting tasks are essential since they predetermine the selection of 
analytic tools that might lead to meaningful results. The main choices regarding the 
tasks are whether they are open or closed [13] and whether they are single or multi-
ple card sorts [40], which might require pre-processing for normalization [12]. Further-
more, there are considerations regarding the use of single or nested categories that are 
important for the analysis. They might require pre-processing to identify dependencies 
between categories and subcategories [41].

Several commercial software tools aim to support non-skilled evaluators in perform-
ing card-sorting analyses. However, as discussed, they can over-simplify and create 
errors through the choice of techniques. Some of the more advanced tools, such as Card-
sorting.net [42], provide graphical interactions for card-sorting tasks and allow for the 
export of information in different formats for further processing involving different tools 
and statistical packages. Finally, some commercial tools aim to facilitate more complex 
quantitative analyses, for example, Syntagm [43], XSort [44], UserZoom [45], Proven 
by Users [46], UsabiliTest [47], and OptimalSort [48]. These come with varying price 
tags and free reduced versions. These existing tools are highly functional approaches, 
with elaborate user interfaces that support the whole card-sorting process and facilitate 
the work of both evaluators and participants. However, most such tools provide specific 
data representations and run standard algorithms with customized parameters and set-
tings, which intrinsically limit the utilization of alternative techniques and the gather-
ing of enriched statistical outcomes, thus reducing the expressivity of the quantitative 
analysis.

Compared with the proposed methodology, described in the next section, most exist-
ing commercially available tools provide only basic analyses such as general statistics 
by sort and participant, dendrograms, frequency, and card-based classification matrix 
analyses. Advanced statistical and data mining techniques, such as the ones used in our 
comprehensive methodology, are rare and hard to find in the commercial tools men-
tioned above.
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• Most of the existing tools are based on a card analysis. However, it is also important to 
conduct category analysis in normalization—i.e., detecting redundancy to simplify the 
set of categories. It is also interesting to analyze relationships among existing catego-
ries and see which received more attention from participants.

• Very few commercially available tools utilize more advanced analytical methods, like 
custom multi-dimensional scaling (MDS). Most existing tools use dendrograms as a 
clustering technique. However, dendrograms are based on an agglomerative clustering 
representation that needs to be analyzed with care, and the analysis depends on one 
important parameter called height. Some existing tools provide customized versions 
of dendrograms, which must be interpreted by the user (with the height parameter to 
consider the number of clusters), leading potentially to incorrect decisions. Also, when 
the number of items is large, dendrograms become cumbersome to work with, making 
other options such as k-means and principal component analysis (PCA) more conveni-
ent to use. While none of the existing tools offer such advanced alternatives, our meth-
odology suggests alternatives, sometimes multiple.

• Heatmaps and graph-based visualizations are not found in any of the existing tools, 
even though they provide the big picture for the classification and the immediate visual 
feedback on relationships between cards and categories.

• None of the existing tools provide correlation analysis to consider linear relation-
ships among variables. These can be useful for detecting items that may be related, not 
related, or even inversely related, enriching the relationship analysis.

• None of the existing tools provide advanced goodness indicators to evaluate the suit-
ability of the techniques proposed.

In conclusion, the quality of the quantitative card-sorting analysis depends strongly on 
the number of card sorts [49, 50] and the nature of the data analyzed, but also on the meth-
ods, parameters, and algorithms selected in the context of a specific data type. A wrong 
selection and parametrization might produce inaccurate or misleading results [51], guiding 
the evaluator to make incorrect decisions [17]. While commercial tools to support card-
sorting processes exist, they lack a comprehensive approach to the quantitative analysis of 
card sorting that might enhance decision-making significantly. A comprehensive approach 
suggested in this paper facilitates both the initial analysis of the card-sorting data (ena-
bling selection of techniques and parameters leading to optimal results) and the determina-
tion and inclusion of principal goodness indicators for the benefit of decision-makers when 
interpreting the card-sorting results. Thus, a comprehensive approach facilitates these pro-
cesses to a more significant extent than is possible with any existing tool.

3  Proposed methodology

A comprehensive methodology for the quantitative analysis of card-sorting data is pro-
posed, aiming to mitigate the challenges mentioned in the previous section. The solution 
can be considered as a top-down approach. The analysis unfolds in four phases: (1) the 
initial analysis of raw data obtained from the card sorts, (2) data preparation for statisti-
cal analysis, (3) dissimilarity analysis proposing different metrics depending on the card-
sorting data, and (4) multivariate analysis and calculation of the optimal number of clus-
ters to consider. Figure 1 illustrates the steps of the proposed approach and main activities 
involved—the rectangles at the right indicate the main outputs (statistics and graphical 
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representations) generated. This way, for each step, the output (dotted line) represents the 
input (solid line) for the next step. The outputs are accumulative from one step to the fol-
lowing ones, as it might be necessary to re-visit the generated outputs in all steps.

Depending on the card-sorting data, specific parameters, goodness evaluation, and fur-
ther recommendations are provided in all steps. Furthermore, it is worth mentioning that 
not all the recommended statistics and representations are strictly necessary for the major-
ity of card-sorting analyses. Most techniques are complementary and, depending on the 
complexity of the data, might be used for further analysis. Therefore, to facilitate decision-
making concerning the use of various techniques, selection criteria are provided at the end 
of each step. In general, the statistics and guidelines comprise broader support than neces-
sary for most card sorting analyses. They provide a comprehensive approach generalizable 
to other practical situations and domains related to card sorting.

We start this section by briefly describing the datasets used to illustrate our approach 
and continue by discussing each of the steps of our approach in a separate subsection. To 
provide an easy summary in each step, we conclude the latter subsections with a list of dis-
cussed options and explicate which ones are essential, recommended, or optional.

3.1  Datasets

Two different datasets, briefly described below, were utilized to showcase the methodology 
and provide evidence and recommendations in each step. Both datasets are publicly avail-
able and can be downloaded from the source repository.

• Dataset 1 (DS1): This is Donna Spencer’s dataset [52], where card sorting was carried 
out to classify papers summited to the Information Architecture conference IA Summit 
into different topics [13] and create the web page for the conference. The card sorting 

Fig. 1  The figure shows the steps of the proposed approach for quantitative analysis of card-sorting data in 
sequential execution order. Solid lines represent inputs, whereas dotted lines represent outputs
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used was open, single card sort, where 19 participants attempted to classify 99 cards, 
each into a single category. The participants created a total of 240 categories. Through 
a topic normalization process, Spencer reduced the number of categories to 57, thus 
raw data represented the relationship between each card and the number of times that it 
was classified into a particular normalized category.

• Dataset 2 (DS2): This is a dataset published on the web page Cardsorting.net [53] as 
part of a tutorial [40]. The card-sorting task consisted of the classification of various 
food items into categories. In this open, single card sorting, 24 participants attempted 
to classify 40 cards into a single category. The participants created 240 categories, but 
no normalization process was carried out in this case. Thus, raw data represented the 
relationship between each card and the categories into which it was classified.

3.2  Initial raw data analysis

The raw data analysis of the card-sorting dataset as a whole is a necessary initial step to 
determine the type of raw data and identify principal variables (corresponding to cards and 
categories) and their characteristics to enable further analysis using advanced techniques. 
To this end, descriptive statistics based on the number of cards, categories, and possible 
card-category combinations are used.

It is worth mentioning that while in social-science-related card-sorting studies cards are 
considered stimuli (p) whereas categories are considered observations (n), in the present 
context p and n can represent both cards and categories. We consider p as the number of 
variables to analyze, and n as the number of observations of a variable. Table 1 shows the 
information extracted by exploring the raw datasets DS1 and DS2 described above.

As Table  1 shows, datasets are very different from each other in terms of raw data. 
While DS1’s normalized categories have between 0 and 16 sorts observed per card, DS2 
has 0 or 1. Neither dataset includes not available (NA) values (null or blank values related 
to non-usage). In general, it recommended that evaluators create only the cards necessary 
for a card sorting at hand and that participants use all the proposed cards. This simplifies 
the process and avoids NA values that can jeopardize the validity of statistics. When NA 
values are found, it is preferable to remove them from the data.

Table 1  Statistics for datasets DS1 and DS2

Statistics DS1 DS2

Number of stimuli/cards (p) 99 40
Number of observations/categories (n) 57 240
Dataset size (card-category combinations) 5643 9600
Min value 0 0
Max value 16 1
Mean 0.33 0.09
SD 1.16 0.29
Variance 1.36 0.08
Median 0 0
NA (not available, null) values 0 0
Normality test at 95% p-value < 0.05 p-value < 0.05

2106 World Wide Web (2021) 24:2099–2137



1 3

Both datasets contain a high number of 0 (zero) values, representing 84% and 90% of 
the data distribution for DS1 and DS2, respectively. This is a widespread occurrence in 
card-sorting raw data, especially when binary data is involved like in DS2, where each 0 
represents the fact that a card has not been assigned to a concrete category.

In general, it is essential to choose a sufficient number of participants in quantitative 
card sorting studies. A higher number of participants usually yields more significant results 
and increases the power of the study. For DS1 and DS2, 19 and 24 participants (respec-
tively) were recruited, which are acceptable sizes according to the literature [49, 50]. Also, 
the number of card sorts can be considered representative enough in both cases (i.e., 240 
sorts normalized to 57 for DS1, and 240 sorts for DS2), generating a total of 5,643 and 
9,600 card-category combinations for DS1 and DS2, respectively.

Furthermore, the normality of data needs to be verified. As Table  1 shows, univari-
ate normality tests were carried out using the Shapiro–Wilk normality test for each vari-
able and then the Anderson–Darling normality test for the whole dataset. The latter test 
is suitable for larger datasets (> 5,000). Since the normality tests for D1 and D2 returned 
p-value < 0.05, the results imply that data are not normally distributed. Therefore, non-par-
ametric techniques should be utilized in further analysis.

A complementary analysis that might be done is to study the distribution of the data 
using kernel density charts, a non-parametric technique that does not assume any specific 
distribution for the data. Figure 2 shows the kernel density charts for DS1 and DS2, where 
data from each dataset have been analyzed as a univariate distribution. The data distribu-
tion demonstrates the non-normality of data and corroborates the previous analysis point-
ing to a high number of 0 values in both datasets compared with the frequency of the rest 
of the values. In addition, in DS2, the binary nature of the data is revelated, as the ‘bumps’ 
are specifically centered over 0 and 1.

Fig. 2  Kernel density charts showing data distribution in datasets DS1 and DS2

2107World Wide Web (2021) 24:2099–2137



1 3

Table  2 provides the summary of how different card-sorting designs (discussed in 
Sect.  2, such as open or closed sorts, single or multiple) provide clues that characterize 
the expected data. This information should be confirmed by the initial analysis of data and 
used in the subsequent steps of the analysis to select the suitable statistical techniques and 
their configurations.

It is easy to see from Table 2 that the expected data type greatly depends on the initial 
card sorting design. While closed card sorts mainly produce natural numbers (i.e., pos-
itive integers), open card sorts produce binary values (as long as the categories are not 
normalized).

As previously commented, normalization aims to remove duplicate categories or even 
merge similar ones to simplify and aggregate data. In such cases, positive integers rather 
than binary values are the expected data type. Since open card sorts are used much more 
frequently than closed ones, the data representation has very relevant implications on quan-
titative analysis.

Data based on positive integer values produce interval-scaled variables, as defined in the 
literature [54]. In the case of card sorting, this kind of data comes from the aggregation of 
binary matrices. The binary data produce two kinds of variables: symmetric and asymmet-
ric (see Table 2). Symmetric binary variables codify two different states (e.g., member or 
non-member) having the same weight and preference (invariant characteristics). For such 
variables, the states are mutually exclusive. Thus, if a specific card is a member of a cat-
egory, it is not a member of any other category. Symmetric binary variables are expected 
in open and single-category card sorts where categories have not been normalized. In con-
trast, asymmetric binary variables can codify more complex memberships since variables 
have different weights. In such a case, the lack of membership in a category is not the 
opposite of membership. Asymmetric binary variables can be found in open and nested-
category card sorts, where a membership hierarchy is considered (e.g., a card classified 
into a subcategory belongs to both the subcategory and the parent category).

Furthermore, as Table 2 indicates, when open sort categories are normalized, variables 
represent aggregated values resulting in the same kinds of variables as closed card sorts. 
However, the distinction between symmetric and asymmetric variables is important, as 
asymmetric variables require non-invariant similarity measures [54] as detailed later on. 
For example, asymmetric positive integers resulting from the aggregation of asymmetric 
binary variables should be processed in a particular way to yield meaningful and compa-
rable results. This might imply assigning specific weights or creating customized contin-
gency tables and indexes for proximity values.

When card sort results in positive integers and larger values are identified, it might be 
advantageous to utilize z-scores (defined as z = (x–μ)/σ, where x is the data, and μ and σ 
represent the mean and standard deviation) instead of the original data values to re-scale 

Table 2  The table summarizes the expected data depending on the card-sorting design

*Hybrid card sorts usually produce data comparable to open card sorts

Closed/open (*) 
card sort

Single/multiple card sorts Single/nested 
category

Expected data

Closed Single or multiple Single Positive integers
Closed Multiple Nested Positive integers (asymmetric)
Open Single or multiple Single Symmetric binary values
Open Multiple Nested Asymmetric binary values
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the dataset. This helps to smooth outliers and dominant values, which might affect the 
algorithms for multivariate analysis. However, the use of z-scores is not always necessary, 
as variables are usually expressed in the same units and have similar values within the 
same dataset. Therefore, data should be viewed comprehensively to decide on the advis-
ability of using z-scores.

All the techniques mentioned above help carry out initial raw data analysis to under-
stand the nature of card-sorting data. However, as previously commented, not all the tech-
niques are strictly necessary. The likely selection criteria are:

• Essential: Statistics on raw data, which implies considering all the statistics presented 
in Table 1, except for the last row (normality test), to study and describe the card-sort-
ing data.

• Essential: Identification of the main variables (cards and categories), their correspond-
ing characteristics, and data types to carry out further analysis according to the guide-
lines shown in Table 2.

• Recommended: Normality analysis (the last row in Table  1) and, if needed, Ander-
son–Darling normality test, to use parametric or non-parametric statistics later on. This 
would be useful for the analysis of correlations if desired.

• Optional: Data distribution representation, such as kernel density charts (see Fig. 2), to 
observe the data density. This is complementary to the information shown in Table 1, 
and provides visual cues concerning the characteristics of the data.

3.3  Data preparation and transformation

As a rule, card sorting datasets have a similar appearance. The relationship between cards 
and categories is typically represented by one of the following matrix types:

• Card-by-Participant Matrix  (Mcp) represents the categories assigned by participants to 
each card. Rows of the matrix represent cards as observations (n) and columns partici-
pants’ sorts (p), where  Mcp(i,j) = c indicates that the card i has been classified into the 
category c by the participant j.  Mcp is the most common representation used during the 
closed, single-category card sorting processes, or even when they are finished, as this 
representation makes the results easy to store, manipulate, and it helps when analyzing 
agreements among participants.

• Participant-by-Card Matrix  (Mpc) represents the same information as  Mcp, but it pro-
vides more flexibility if the same participant can appear more than once, for exam-
ple, when representing data from multiple or nested-category sorts. In this matrix, 
rows represent participants as observation variables (n) and columns cards (p), where 
 Mpc(i,j) = c indicates that the participant i classified the card j into the category c.

• Card-by-Category Matrix  (Mccat) represents the classification of cards into catego-
ries. Rows represent cards as observations (n) and columns categories (p), where 
 Mccat(i,j) = n indicates that the card i was placed into the category j by n participants. 
This representation is usually the result of the transformation of  Mcp or  Mpc matrices 
when sorting is done and in preparation for statistical analysis. Data from all card-
sorting designs can be represented by this matrix. Note that when card-sorting vari-
ables are binary, it might be convenient to carry out the normalization of categories 
before creating the  Mccat matrix. This minimizes the number of categories and helps 
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the analysis. The representation is also suitable for analyzing the classification fre-
quency, i.e., the categories in which a card has been classified most often.

• Category-by-Card Matrix  (Mcatc) is the transpose of the matrix  Mccat, that is, 
 Mcatc =  MT

ccat. It represents the classification of cards into categories, but in this 
case, rows represent categories as observations (n), and columns cards (p). The 
matrix entry  Mcatc (i,j) = n indicates that the card j has been classified by n partici-
pants into the category i. The properties and the use cases described for the  Mccat 
matrix also apply to  Mcatc.

• Card-by-Card Matrix  (Mcc) represents the classification relationship among cards. 
This is a symmetric, square c x c matrix, where c is the number of cards. The entry 
 Mcc (i,j) = n indicates that cards i and j have been classified n times into the same 
category. This kind of matrix is useful to study co-occurrences among cards, and it 
can be obtained from  Mcp.

• Category-by-Category Matrix  (Mcatcat) represents the classification relationship 
among categories. This is a symmetric, square cat x cat matrix, where cat is the 
number of categories. The entry  Mcatcat (i,j) = n indicates that the same n cards have 
been classified into categories i and j. This kind of matrix is useful to study co-
occurrences among categories, locating similar ones that might be merged to reduce 
the total number of categories.  Mcatcat can be obtained from  Mcatc.

Also, there are other matrices, less often used, that can be created on-demand for dif-
ferent analyses, for example, category-by-participant and participant-by-category matri-
ces. However, for these matrices, categories are more readily represented than cards 
(which usually have longer labels) and results are more complex to use than when using 
the other matrices discussed above.

In general,  Mccat and  Mcatc comprise the more common input matrices for most statisti-
cal techniques, where cards and categories are clearly identified as variables for applying 
multivariate analysis. Nevertheless,  Mcp and  Mpc represent the most common structures 
to store the card sorting data, so a transformation step is necessary to create the referred 
matrices. An example of the procedure to transform  Mcp into  Mccat can be algorithmically 
represented as follows (c is the number of cards and pn is the number of participants): 

Initialize Mccat to 0

For i = 1 to c 

For j = 1 to pn

Mccat[i,Mcp[i,j]] = Mccat[i,Mcp[i,j]] + 1

The new matrix  Mccat is a c x cat matrix, where cat is the number of categories 
(cat = max(Mcp)). It is possible to obtain  Mcatc by calculating the transpose of  Mccat, as 
commented previously.

As for DS1 and DS2 datasets, no specific transformations on raw data are needed. DS1 
is readily represented by  Mccat matrix, with interval-scaled variables and normalized cat-
egories, and  Mcatc represents the dataset DS2, where categories are not normalized, and 
data consists of symmetric binary values. It is easy to transpose their respective matrices to 
carry out different statistical calculations on cards and categories in both cases.

Mccat and  Mcatc matrices might be used to generate a heatmap for an initial over-
view of the classification and observe the number of cards classified by the participants 
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into each category. Figure  3 depicts such a heatmap for DS1, derived from its  Mcatc 
matrix. As the figure shows, the bottom half of the categories in the heatmap represen-
tation seem to contain higher numbers of classified cards (where 16 is the maximum 
value represented by the lightest color), whereas the top half of the categories seem to 
contain fewer cards. As DS2 contains only binary data, its heatmap is likely to be less 
meaningful.

Mcatc matrices might be used for other complementary analyses. For example, as in 
Fig.  4, to show the number of participants’ sorts per category. Categories have been 
arranged by the number of sorts, in decreasing order. Accumulative percentages (25, 50, 
75, and 95%) are shown to ease reasoning around the numbers of sorts, categories, and 
cards.

In the case of DS1, one category (numbered 1) includes all 240 sorts. Furthermore, 
one can easily see that categories 1, 2, 3, 4, 5, 8, 9, and 20 comprise 50% of partici-
pants’ sorts, while the categories to the right of the dashed 95% line represent less than 
5% of sorts (starting with categories 41, 44, and further on the right). In the case of 
DS2, the figure shows that binary data produces a different chart. Here, category 143 
represents a total of 14 sorts, which is the maximum number. Categories appearing on 
the left, from 143 to 125, represent 25% of participants’ sorts, while categories from 60 
onwards represent less than 5%. In both cases, the analysis helps to find the categories 
that have received more attention, higher engagement, and motivation from participants.

Furthermore, there is a correspondence between the number of sorts and the number 
of different cards classified into each category, which is especially useful when datasets 
are interval-scaled. For instance, for DS1, category 1 includes the highest number of 
sorts (240) and one of the higher numbers of distinct classified cards (50). The high-
est number of distinct classified cards (57) corresponds to category 4, which also had 

Fig. 3  Classification heatmap for DS1 obtained from its  Mccat matrix. Categories and cards have been 
assigned numerical values for the sake of the clarity of visualization
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a high number of sorts. This indicates that the analysis helps identify categories into 
which high or low numbers of distinct cards were placed.

By contrast, for DS2, categories with higher numbers of participants’ sorts have a 
one-to-one correspondence to categories with higher numbers of distinct cards due to 
the binary nature of relationship between cards and categories.

Another example of complementary analysis uses  Mcc and  Mcatcat matrices (com-
monly known as item-by-item matrices) to analyze direct relationships among two vari-
ables of the same type. As previously commented,  Mcc and  Mcatcat are symmetric matri-
ces representing, respectively, the number of times that two cards have been classified 
into the same category and the number of times when the same cards were classified 
into two categories. These matrices might be obtained from  Mcp and  Mcatc. However, a 
comparable relationship analysis can be achieved using correlation and proximity matri-
ces obtained from  Mccat and  Mcatc. While proximity matrices are addressed in the fol-
lowing subsection, we focus on correlation matrices to look into relationships among 
cards and categories.

Correlation matrices are used to analyze dependencies between different variables 
simultaneously (i.e., cards or categories). A correlation matrix is a symmetric matrix 
containing correlation coefficients, which are real numbers between −1 and 1 (where 
−1 indicates a negative relationship, 0 no linear relationship, and 1 a positive relation-
ship among variables). There are different techniques, both parametric (e.g., Pearson) and 
non-parametric (e.g., Spearman and Kendall), for finding correlation coefficients. As dis-
cussed earlier, variables in DS1 and DS2 are not normally distributed, so non-parametric 
techniques should be applied to calculate their corresponding correlation matrices. One 
of the most frequently used is the Spearman correlation. Figure 5 shows the correlation 
matrix, obtained from  Mccat, for different category variables in DS1, based on Spearman 

Fig. 4  Sorts per category for datasets DS1 (left) and DS2 (right). Category names have been shortened and 
assigned numerical values for the sake of the clarity of visualization
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correlation coefficients at 95%. Colored circles show degrees of correlation between cate-
gories in DS1, where the color bar gives a visual clue as to whether the correlation is posi-
tive, negative, or no correlation. Only significant correlations (p-value < 0.05) are shown. 
The figure shows strong linear correlations, for example, between categories 2 and 29, 5 
and 19, 16 and 32, as well as cards classified into those categories. This analysis helps 
detect categories that classify the same cards or even the opposite ones (e.g., categories 1 
and 47). The correlation could also be applied to card variables using the  Mcatc matrix.

The techniques described above are intended to prepare and transform card-sorting data 
into representations best suited for analysis. Again, not all of the mentioned techniques are 
strictly necessary. The following describes selection criteria at this step:

• Essential: Create (the most frequently used) Card-by-Category  (Mccat) and Category-
by-Card  (Mcatc) matrices, suitable for most statistical techniques.

Fig. 5  Spearman correlation matrix at 95% obtained from  Mccat and representing relationships among cat-
egories in DS1. Only significant correlations (p-value < 0.05) are shown. Category names have been short-
ened and assigned numerical values for the sake of the clarity of visualization
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• Optional: Create Card-by-Participant  (Mcp), Participant-by-Card  (Mpc), Card-by-Card 
 (Mcc), and Category-by-Category  (Mcatcat) matrices. These matrices are optional; how-
ever,  Mcp and  Mpc are common structures to store the card sorting data, and the trans-
formation described above might be necessary to create the working matrices  Mccat and 
 Mcatc.

• Essential: Heatmap representation of the cards classified by participants in each category. 
This information is useful to study the classification’s big picture, and see, at a glance, dis-
tribution and gradient of cards in various categories (as shown for DS1 in Fig. 3).

• Recommended: Create sorts by category representation (as in Fig. 4) to identify catego-
ries that received more attention from participants involving a higher number of attempts 
to classify the cards and indicating more motivation from participants, as previously dis-
cussed.

• Optional: Represent correlation among categories or cards. This is complementary to the 
heatmap representation and implies creating a visualization such as the one depicted in 
Fig. 5, analyzing dependencies between cards or categories simultaneously.

3.4  Dissimilarity analysis

A dissimilarity analysis focuses on understanding how far two variables are from each other. It 
uses a dissimilarity matrix, which can be defined as a square matrix where each cell contains 
information about the differences between two variables. Dissimilarity and similarity matrices 
are commonly known as proximity matrices, also referred to as resemblance matrices [54]. 
Such matrices are calculated from pairwise judgments based on similarities or dissimilarities.

In the specific case of card-sorting analysis, dissimilarity matrices, usually known as dis-
tance matrices, become more relevant, as they are commonly utilized as input for multivariate 
techniques. In general, the type of variable to analyze is relevant to determine the suitable 
metric for the distance calculation, which mainly depends on the data type, as commented in 
previous subsections.

As shown in Table 3, the choice of the metrics for distance calculations depends on the 
data type of the variables (see also Table 2). For example, while interval-scaled and symmetric 
binary variables require invariant measures, asymmetric binary variables require non-invariant 
ones to calculate the corresponding distance matrices.

For interval-scaled variables, it is common to use Manhattan and Euclidean metrics, where 
the Euclidean distance is the one that is most frequently used in card sorting. The Euclidian 
distance generates a metric space where the distance among two variables can be measured by 
the length of a straight line between them, that is, the minimum distance between two points. 
Although other metrics, such as Gower, could be applied in the case of symmetric binary vari-
ables, the Euclidean metric can also be used for such variables.

On the other hand, Jaccard metric can be used for asymmetric binary variables. One of 
the most utilized methods to calculate distances for asymmetric binary variables is based 
on the Jaccard coefficient (i.e., S-coefficient), which is best suited for card-sorting variables 

Table 3  Recommended metrics 
for distance calculation in card 
sorting depending on the type of 
the variables involved

Variable type Recommended metric 
for distance calcula-
tion

Interval-scaled / Symmetric Binary Euclidean
Asymmetric Binary Jaccard Coefficient
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representing duplicated and nested categories [40]. As for symmetric binary variables, it is 
possible to work with binary variables as if they were interval-scaled [53]. This happens when 
data come from aggregated matrices, where a topic normalization process is carried out. For 
card-sorting analysis, this decision does not explicitly affect the distance calculations based on 
Euclidean distances. Although card sorting usually generates binary data, aggregated matrices 
that result from topic normalization processes can, to some extent, be considered as distance 
matrices.

Other ways to calculate dissimilarities are possible. For example, correlation matrices 
might be used. As previously discussed, bivariate correlations measure the degree of relat-
edness between two variables. The correlation coefficients can be transformed into dissim-
ilarities using the formula: d(v1, v2) = (1–R(v1, v2))/2, where d(v1, v2) represents the dis-
similarity between variables v1 and v2, and R(v1, v2) represents the correlation coefficient 
(parametric or non-parametric) for variables v1 and v2. The formula shows that variables 
with a high positive correlation coefficient are considered to be very similar (dissimilarity 
value close to 0), whereas variables with a very negative correlation coefficient are consid-
ered dissimilar (dissimilarity value close to 1).

Dataset DS1 contains symmetric aggregated data. Thus, variables can be treated as sym-
metric interval-scaled variables. However, DS2 has non-aggregated data, implying sym-
metric binary variables. In general, aggregated matrices approximate distance matrices, but 
binary matrices might not fully capture the distance among variables. This drawback can 
be mitigated by having a representative number of participants [49], then geometrical dis-
tances can be calculated using Euclidean distance in both cases.

Dissimilarity matrices can also be represented using graphs. Such representations are 
helpful to visually analyze similarities and dissimilarities between variables (i.e., cards and 
categories). For example, Fig. 6 shows a graph where nodes represent card variables from 

Fig. 6  Graph representing similarities among cards in DS2. Card names have been shortened and assigned 
numerical values for the sake of the clarity of visualization
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dataset DS2  (Mccat matrix). There, thicker lines (edges) represent higher similarities among 
nodes that, in this context, indicate that such cards are classified into similar categories. For 
instance, cards C2 (apple), C3 (banana), C23 (orange), C26 (pineapple), and C39 (water-
melon) are considered to be very similar, as they have been classified into similar catego-
ries such as fruit_and_veggie, fruits, and similar.

The techniques presented in this sub-section are aimed at performing dissimilarity stud-
ies, which are useful for the multivariate analyses discussed later on. As previously com-
mented, not all the techniques are strictly necessary. The likely selection criteria, in this 
case, can be the following:

• Essential: Select the metric for distance calculation. This implies determining the suit-
able metric for the distance calculation, which mainly depends on the data type. To this 
end, the information shown in Table 3 has to be considered.

• Recommended: Graph representation of similarities between cards. This can be useful 
to represent the dissimilarly matrices using a graph to visually analyze similarities and 
dissimilarities among cards, which can be complementary to the correlation and heat-
map commented above. The graph depicted in Fig. 6 can be used for this purpose. In 
this case, relations are easy to detect, as thicker lines (edges) represent higher similari-
ties among cards in this case.

3.5  Multivariate analysis

Multivariate analysis helps to identify structures and relations between different variables 
comprising the data and might include applications like dimensionality reduction, cluster-
ing, or multidimensional scaling, to name just a few.

For card sorting, the most common multivariate analysis methods are the principal com-
ponent analysis [55], factorial analysis [56], multidimensional scaling [16, 57, 58], cluster-
ing methods such as hierarchical agglomerative clustering [15, 54, 59–61] and k-means 
[12, 54, 62]. The dendrogram [54, 63], derived from hierarchical agglomerative cluster-
ing, is probably the most popular agglomerative chart used to analyze card sorting results. 
Other multivariate techniques, such as multidimensional scaling and k-means, are increas-
ingly used to study structural dependencies among variables (for example, categories) and 
topic normalization. In contrast, principal component analysis and factor analysis are used 
less due to their sensitivity to the input data. Sometimes, they suffer from singularity prob-
lems due to linear dependencies among variables, which often occur due to the nature of 
card-sorting data. Most of these statistical techniques are complementary; however, it is 
recommended to use more than one [13] since the result comparisons enrich the card-sort-
ing analysis and help gain further evidence.

The subsections that follow provide guidance on how to apply multivariate techniques, 
together with the configuration of parameters and graphical representations that are suit-
able and frequently used in card-sorting analysis.

3.5.1  Multidimensional Scaling

Multidimensional scaling (MDS) is a multivariate technique that transforms a proximity 
matrix into a configuration of points (a map of coordinates) in an  n-dimensional space, 
where distances among points maximize similarities among variables to the largest degree 
possible. The result is an n-dimensional classification, where all combinations of analyzed 
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variables are considered. MDS helps uncover hidden structures among variables that are 
difficult to find using simple statistics and visualizations.

In the context of card sorting, MDS can be used to analyze similarities among card 
or category variables in an n-dimensional space, where n  is usually 2 or 3 (that is, a two 
or three-dimensional configuration space). For this task, MDS implements algorithms that 
find the optimal representation of analyzed variables in the n-dimensional space, using a 
minimization function to evaluate different configurations and maximize the goodness of 
fit. In general, the graphical representation obtained from an MSD analysis provides the 
interrelation of the involved variables; the closer two variables are in the n-dimensional 
space, the higher correlation they have. These features make MDS a valuable tool to study 
the topology of the variables in the dataset and represent the results in a geometric space 
visually.

In general, the correct application of MDS greatly depends on the metric used to cal-
culate the dissimilarity matrix and the precision of the configuration of parameters that 
different MDS approaches provide. Thus, a proper setup is necessary for obtaining relevant 
results. A range of MDS approaches might be used. For example, Torgerson represents the 
classical approach. However, Smacof, PROXCAL, and INDSCAL [57] are used more fre-
quently. In particular, Smacof has been improved over time, providing interesting utilities 
to work with different metric and non-metric versions and distances computation. It is now 
likely the most frequently used approach. PROXCAL, based on an early consolidated ver-
sion of Smacof, attempts to find the least-squares representation combined with an itera-
tive majorization in a low-dimensional Euclidean space [64]. INDSCAL is a dimensional, 
weighted approach suitable for modeling individual differences in MDS, allowing evalua-
tors to explore differences between groups of participants [65].

An indicator of goodness of fit, called Stress [66], might be used to determine the suit-
ability of an MDS solution. It can be considered as a loss function (objective function). A 
perfect MDS solution is expected to have a Stress value of 0, that is to say when the dis-
tances in the n-dimensional space depict the data with no representation errors. Stress can 
be used to compare the goodness of fit for different MDS solutions. Stress is affected by the 
number of points—distances in MDS solutions grow as its function. The dimensionality of 
the MDS space also affects the Stress value: higher dimensionality results in lower Stress. 
Outliers also affect Stress, so it is preferable to eliminate them to reduce the total Stress. In 
general, the Stress should be evaluated according to the particular MDS accomplished.

The goodness of MDS can be represented graphically using a Shepard diagram [57]. 
A Shepard diagram is a scatter plot that shows how far apart are the data points before 
and after the transformation, indicating how well are the actual relations among variables 
reflected in the plot. In a Shepard diagram, dissimilarities are shown on the x-axis, and 
the fitted MDS distances are on the  y-axis. Also, information about how dissimilarities 
and disparities (i.e.,  d-hats) are related to each other is added using an optimal scaling 
transformation that is usually a monotone regression in ordinal MDS and a linear transfor-
mation in interval MDS. In general, when evaluating an MDS fit, it is worth noting that a 
lower Stress does not always imply the best solution. Instead, it is necessary to analyze the 
Shepard diagram and even the Stress-Per-Point (SPP) chart [66], to simplify the model or 
select the one with a weaker dissimilarity-distance fit.

Unfolding is a related method that is better suited for dealing with ordinal data (e.g., rat-
ings or preferences). While MDS deals with variable-based dissimilarities, unfolding can 
represent both observations and variables in a joint space. In the context of card sorting, 
unfolding can be directly applied by utilizing the  Mcp matrix, which contains each partici-
pant’s ratings (categories) for each card.
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As Table  4 shows, MDS configuration depends on the card-sorting data. As men-
tioned, the Smacof approach is highly recommended for card sorting since it provides 
configuration facilities for different data types. Although some authors point out that 
ordinal and interval MDS often lead to similar results, interval MDS is preferred for 
interval-scaled data, as it provides more robust results than ordinal MDS that tends to 
over-fit the data. By contrast, ordinal MDS is best suited for symmetric binary vari-
ables. Euclidean distances are recommended since they guarantee the geometry of the 
information used as input for MDS (for example, Manhattan distance increases the 
risk of finding the false minimum). Some authors point out that the distance metric is 
sometimes irrelevant as long as the measures are linearly related. Also, for better com-
putation, distances should be symmetric. Otherwise, it is recommended to use other 
approaches, such as the drift vector model where data is decomposed into separate sym-
metric and asymmetric data [57]. For high dimensional data, it is recommended to use 
other approaches, such as t-SNE (Distributed Stochastic Neighbor Embedding), a non-
linear algorithm that reduces the dimensionality to tackle a high number of variables 
[67]. In general,  Mccat and  Mcatc matrices can be used for analyzing cards or categories, 
respectively. As commented before, unfolding can be also used to analyze data directly 
from the  Mcp matrix (no distance matrix is needed), which provides information about 
the sorts carried out by each participant.

For DS1 and DS2 datasets, the two-dimensional Smacof (MDS) technique was 
applied to  Mccat or  Mcatc. First, dissimilarities matrices were calculated using Euclidean 
distances, then an MDS analysis on categories chosen to identify conceptual groupings. 

Fig. 7  Non-metric (ordinal) and metric (interval) MDS configurations for DS1 (top) and DS2 (bottom) 
datasets based on category variables. Category names have been assigned numerical values for the sake of 
the clarity of visualization
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Figure 7 shows the resulting MDS configuration for DS1 (on the top) and DS2 (on the 
bottom), based on category variables  (Mcatc matrix) and using different MDS configura-
tions (ordinal and interval). The Stress value is shown at the bottom of each chart.

As shown in Fig. 7, ordinal and interval MDS configurations provide similar results 
for DS2. However, the Stress in the ordinal MDS is lower (0.174). As for DS1, the ordi-
nal MDS produces a degenerate solution (i.e., although having a rather lower Stress, the 
data seem dense and do not show properly in the chart), as is evidenced by the gross 
step in the chart.

To facilitate further analysis, Shepard diagrams (for the configurations shown in 
Fig. 7) are depicted in Fig. 8.

As Fig. 8 shows, the ordinal MDS for DS1 represents an overfit, whereas the interval 
MDS produces a more natural behavior over the linear transformation, which suggests that 
an interval MDS results in a better choice, with a Stress value of 0.146.

The last analysis consists of observing the Stress-Per-Point diagrams, shown in Fig. 9. 
SPP diagrams are generated from the MDS configurations and indicate the percentage 
of Stress contributed by each category.

(i.e., how they contribute to the misfit). Thus, the categories with a higher percentage 
should be studied, as they might provide evidence of mistakes or discrepancies with the 
remaining categories) and possibly lead to their removal to obtain a better configuration.

In the case of DS1, categories 2, 3, 4, and 5 seem to be outliers and misfit the model. 
Analyzing such categories, it is noted that most of them have higher mean and average val-
ues. After removing such categories and refitting the model, an improved Stress of 0.129 is 
obtained. For DS2, category 134 represents an outlier and also misfits the model according 
to the SPP chart. Removing such a category and refitting the model, the Stress is slightly 

Fig. 8  Shepard diagrams for non-metric (ordinal) and metric (interval) MDS configurations for DS1 (top) 
and DS2 (bottom) datasets based on category variables
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improved to 0.172. In conclusion, using an interval configuration for DS1 and an ordinal 
configuration for DS2 seems to be the best choice, as recommended in Table 4.

The MDS configurations for DS1 and DS2 provide some recognizable groupings (see 
Fig. 7 showing interval categories for DS1 and ordinal for DS2). For instance, in DS2 data-
set, categories 54 (breads), 106 (baked_goods_breakfast), 125 (breakfast_foods), and 96 
(break_fast_items) have been placed closer to each another. After finding the MDS config-
uration, the next step is to look into scaling by giving the appropriate meaning to the two-
dimensional partition, which generates four different quadrants that group different catego-
ries according to the MDS configuration obtained. This conceptual division is represented 
in upper-left to bottom-right separate spaces, thus generating the quadrants Q1 – Q4. The 
categories included in each quadrant can be analyzed according to the domain of each data-
set. In the case of the DS1 dataset, Q1 might represent fundamental and state-of-the-art 
categories related to IA, Q2 those related to a professional vision of the IA, Q3 specific 
and advanced IA research topics, and Q4 categories related to synergies among IA and the 
user (here, provisional names of categories are italicized). This means that the Dimension 
1 (D1) may represent the variation among theoretical (-D1) and practical (+ D1) IA con-
cerns, whereas Dimension 2 (D2) may represent the variation among IA topics that have a 
more impact on user and research (-D2) and those that can be meant as more contextual 
(+ D2). For DS2 dataset, Q1 might represents categories related to beverages and drinks, 
Q2 to dairy and healthy food, Q3 breakfast and pastries categories, and Q4 includes cat-
egories that can be grouped as snacks and sides. This means that Dimension 1 (D1) may 
represent the variation among fatty (-D1) and healthy (+ D1) food, whereas Dimension 2 
(D2) may represent the variation among the food that should be eaten less often (-D2) and 
more frequently (+ D2) consumed.

Fig. 9  Stress-Per-Point diagrams for non-metric (ordinal) and metric (interval) MDS configurations for DS1 
(top) and DS2 (bottom) datasets based on category variables. Category names have been transformed into 
numbers for the sake of the clarity of visualization
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3.5.2  Finding the optimal number of clusters

MDS allows for scaling the data to two or three dimensions and represents a broad cluster-
ing mechanism that can be used to analyze the topology of the data and establish concep-
tual relationships among them. However, it is frequently necessary to find smaller groups 
to bring to light small or medium size relationships among the data. This mechanism is 
known as clustering, that is, gathering data (i.e., variables) with similar characteristics into 
groups.

As before, the selection of an appropriate clustering approach depends on the type 
of the variables and on the purpose of the clustering itself. Therefore, a configuration of 
parameters should be considered in advance [51, 54]. Most clustering approaches require 
an optimal number of clusters as input, and thus, this number should be determined first. 
Finding the right number of clusters is an optimization problem where the objective is to 
get a minimal k value that maximizes the clustering solution for a given dataset. The cluster 
validity should be considered to ensure goodness.

There are different approaches for determining the optimal number of clusters. The 
three most common ones are elbow, average silhouette, and gap statistic [54, 68]. Elbow is 
a heuristic based on the graphical representation of the explained variation (e.g., the total 
within-cluster sum of squares) as a function of the number of clusters (i.e., k), trying to find 
the elbow (or the knee) of the curve as the optimal k. The gap statistic method can also be 
applied to any clustering approach. It utilizes Monte Carlo simulations to generate an 
appropriate null reference distribution that is compared to the total within-cluster variation 
for different k values. The average silhouette method is the most frequently used one to 
analyze the cluster validity. Silhouette evaluates the partition of data regardless of the clus-
tering approach utilized, thus being useful for comparing different clustering solutions 
obtained from different algorithms. A high average silhouette represents good clustering. 
Thus, the way to find the optimal number of clusters is based on obtaining the value k that 
maximizes the average silhouette. A silhouette index s(i) indicates how similar the observa-
tion i is to others belonging to the same cluster. Commonly, s(i) ranges from 1 to -1, where 
1 indicates that observation i is well clustered and -1 that is poorly clustered (i.e., it should 
be moved to another cluster to improve the clustering solution). To find k, the average of 
silhouettes s(k) is used. This value is commonly used to measure the overall cluster validity 
through the silhouette coefficient, which is defined as the largest one of all over k 
( SC = max

k

s(k)).
The average silhouette method can be applied to DS1 and DS2 datasets using the  Mccat 

matrices, as the objective is to find clusters of cards. For DS1, z-scores for cards were used 
instead of the original data. Z-scores were a better option due to the variation in values 
included in the dataset DS1 (as discussed in Sect. 3.2) that affects the clustering algorithms 
and estimate of the optimal number of clusters k.

Figure 10 shows the s(k) scores for different k values ranging from 2 to 40. As shown, 
the maximum average silhouette value is obtained at k = 15 ( SC = 0.30) for DS1. For DS2, 
the maximum average silhouette is at k = 12 ( SC = 0.39).

Furthermore, the validity of the clustering should be analyzed, along with the oppor-
tunities for further improvements. Figure 11 shows the silhouette cluster validity for the 
optimal number of clusters for DS1 and DS2, k = 15 and k = 12, respectively. For DS1, 
15 clusters of different sizes were found, containing (from left to right) a total of 9, 6, 
2, 12, 5, 5, 10, 7, 9, 5, 4, 4, 4, 8 and 9 cards (which represented conference papers in 
this dataset). All silhouette values s(i) (i = 1, …, 99) were positive except for one card, 
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Fig. 10  Based on the average silhouette method, DS1 has the optimal number of clusters at k = 15 and DS2 
at k = 12 (shown by dashed vertical lines)

Fig. 11  Silhouette cluster validity for k = 15 (left) and k = 12 (right) based on the optimal number of clusters 
for DS1 and DS2, respectively. s(k) values are represented with a horizontal dashed line
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89, which had a negative value of s(89) = − 0.02. Although the negative value is small 
(close to zero), it might indicate that this card should be moved to another cluster to 
improve the overall clustering solution. Analyzing the clusters in more detail is needed 
to see if this would be an improvement—in this case, the card is best left in the same 
cluster, so no change is recommended. For DS2, 12 clusters were obtained, containing 
(from left to right) a total of 2, 4, 1, 2, 3, 6, 2, 5, 3, 4, 3, and 5 cards (representing foods 
in this dataset). Some clusters, as the number 8 (containing 5 cards), have high average 
s(i) scores, indicating higher cohesion. Almost all s(i) scores ∀ i = 1, …, 40 are posi-
tive, with two exceptions, cards 8 (cereal) and 14 (doughnuts), where s(8) = − 0.050 
and s(14) = − 0.009, respectively. As in DS1, both scores have small negative values, 
but it still might indicate that these cards should be moved to other clusters to improve 
the overall clustering solution. Analyzing the clusters closer, card 8 should stay in its 
cluster (classified together with cards 4 (bread) and 32 (rice)). However, if the card 14 
(doughnuts) is moved together with the card 20 (muffin) to cluster 4, with cards 24 (pan-
cakes) and 37 (waffle), the optimal number of clusters becomes 11 and gives a better 
overall clustering solution.

Considering the number of clusters obtained, probably some of them might be 
merged and others split up. This implies that the proposed values for k are only estima-
tions that should be reinforced by studying the characteristics of each dataset. In gen-
eral, it can be concluded that a suitable number of clusters for DS1 would be in the 
range 14–16. As for DS2, a number in the range 10 to 12 makes sense. To be more 
specific, and taking into account the aforementioned analysis, k = 15 for DS1 and k = 11 
for DS2 could be considered as acceptable clustering solutions according to the cluster 
validity values obtained. Graphic representations of clusters, discussed in the follow-
ing subsection, might help to confirm the validity of the analysis visually. In general, 
this kind of analysis helps reduce the original number of categories to a smaller num-
ber, which is an extraordinary gain in open card sorts. For instance, in DS2 a total of 
240 categories were originally included in the dataset. Nevertheless, this number can be 
drastically reduced to 11 categories to classify a total of 40 cards. Concerning DS1, the 
dataset was previously normalized to already represent a reduced number of categories. 
However, and according to the analysis presented in this section, even the 57 categories 
can be conceptually reduced to a smaller number (e.g., 15) to classify the 99 cards.

3.5.3  Cluster analysis

Different techniques to carry out cluster analysis usually involve selecting an appropri-
ate unsupervised algorithm based on the type of data and the purpose of clustering [54]. 
Indeed, it is recommended to use more than one technique and compare the results, taking 
the goodness of different solutions into account. The two main clustering approaches used 
for card sorting are data partitioning and hierarchical clustering.

K-means is probably the most widely utilized method for data partitioning. It is based 
on creating clusters by minimizing the average square distances among observations and 
finding centroids to group objects around them. K-means requires a k-value to generate 
the corresponding number of clusters. The standard and most commonly used k-means 
approach is Hartigan-Wong [54], which is based on the sum of squared Euclidean distances 
between items and the corresponding centroid to define the within-cluster variations. How-
ever, other approaches exist, such as k-medoid, which is based on minimizing the average 
dissimilarity of objects. This is an alternative to the standardization of the variables, and 
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results might be more robust than those based on k-means due to the sensitivity to outli-
ers that the latter techniques have [54]. For card sorting, k-means usually works well when 
clustering cards, and can be used to compare categories and reduce them in topic normali-
zation [12].

Based on grouping observations as a hierarchy of clusters, hierarchical clustering 
mainly utilizes one of the two approaches: agglomerative or divisive [63]. Agglomerative 
approaches entail bottom-up algorithms where observations start in individual clusters and 
are combined as the algorithm moves up. By contrast, divisive algorithms are based on a 
top-down strategy, where there is an initial big cluster including all the observations, and 
this cluster is recursively split up as the algorithm moves down in the hierarchy. Hierarchi-
cal agglomerative clustering (HAC) is the most common approach. HAC does not require 
an initial value for k. Instead, it builds on the relationships among individual items, produc-
ing trees where each item is classified accordingly. The output is an agglomerative tree 
called a dendrogram. Different linkage criteria can be used when determining the tree, such 
as  single-linkage,  complete-linkage,  centroid-method, Ward, etc. Previous studies have 
compared various HAC linkage criteria [17], and Ward’s linkage criterion behaved better 
than others, being more sensitive to outliers and data bias. Thus, Ward is the most fre-
quently used linkage for card sorting. It is worth mentioning that the dendrogram produced 
may not always fit the expected conceptual division due to the artificiality of the taxono-
mies involved [59]. Thus, keeping track of the process, interpreting and adjusting the infor-
mation according to the domain, and the clustering purpose, is needed.

Other approaches exist for treating binary data specifically, for example, monothetic 
clustering that is based on analyzing only one variable at a time. A single-variable analysis, 
which can be particularly useful for asymmetric binary data, is commonly applied. How-
ever, in card-sorting analyses, all variables are often analyzed simultaneously, thus, a poly-
thetic approach is more common to figure out the card or categories clusters based on all 
available observations.

The summary of clues discussed above is shown in Table 5. Depending on the types of 
variables, the table indicates the recommended configuration to carry out clustering strate-
gies. For example, k-means, with Euclidean distances, work well for interval-scaled data, 
and also for symmetric binary data and Ward linkage for dendrograms is recommended. 
However, as explained in the previous section, the normalization of variables is necessary 
for interval-scaled card-sorting data to avoid biases due to data aggregation.

For asymmetric binary data, Jaccard distances might be used and then the previously 
commented clustering configurations. However, it is often advisable to utilize monothetic 
algorithms such as DIVCLUS-T [69] or MONA [54], using the asymmetric binary matrix 
directly as input.

The approaches discussed in the previous section can be used to evaluate and validate 
the clustering solutions. In general, a good cluster solution implies that between-cluster 
dissimilarities become much larger than the within-cluster ones [54]. The total within-
cluster sum of squares indicates the compactness of the cluster and should be as smaller 
as possible (i.e., goodness indicator). Average silhouette can be applied to both k-means 
and HAC to analyze the goodness of clustering obtained for a certain k. Also, for HAC, the 
cophenetic correlation coefficient (CCC) can be used to analyze the goodness of a dendro-
gram solution [17]. CCC can be defined as the linear correlation between the dissimilarities 
of each pair of observations and their corresponding cophenetic distances. The cophenetic 
distance is an intergroup dissimilarity measure of two objects that were merged in the same 
cluster. This method has been used in biostatistics for a long time to measure how faithfully 
a dendrogram preserves the pairwise distances among the original unmodeled data points. 
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It can be used to analyze whether a dendrogram represents an appropriate solution or not. 
Furthermore, a high correlation between the original distances and the cophenetic ones 
indicates high goodness for a given dendrogram, whereas a low value indicates that the 
dendrogram only represents a description of the output of the clustering algorithm.

For both DS1 and DS2 datasets, according to the parameters and configurations dis-
cussed in previous sections, k-means based on Hertingan-Wong’s approach and Euclidean 
distances are good choices to use. Furthermore, both HAC with Ward’s linkage can be uti-
lized (with z-scores for DS1 to minimize the effect of aggregated data).  Mccat matrices have 
been used for both datasets since the idea was to analyze the clustering of observations 
(cards). In general, graphical representations for k-means results are quite complex when 
a high number of variables are involved. However, some approaches allow k-means to be 
also used in such cases. One of the most frequently used ones is the principal component 
analysis (PCA) approach mentioned in Sect. 2, where clusters are graphically depicted in 
two dimensions representing the two principal components that explain the majority of the 
variance [70]. Also, another possibility is to plot the MDS configuration and mark clusters 
calculated with k-means.

Figure 12 shows a PCA-based representation of k-means for DS1, including different 
k values and their corresponding s(k) scores for each k ranging from 13 to 16. As shown, 
k = 15 represents the optimal solution based on the average silhouette ( s(15) = 0.313), as 
discussed in the previous section. As Fig.  12 shows, there has been a transformation of 
clusters from k = 13 to k = 15. For example, in k = 13 case, cluster 1 (in light red, containing 

Fig. 12  PCA-based representation of DS1 k-means for different k values: 13 (top-left), 14 (top-right), 15 
(bottom-left) and 15 (bottom-right), together with their corresponding s(k) scores for each k. Card names 
have been transformed into numbers for the sake of the clarity of visualization
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14 cards, 3, 41, 13, etc.) was split up into two clusters: cluster 2 and cluster 15. These clus-
ters appear on the bottom-left chart of Fig. 12, k = 15, where some conceptual groupings 
can be identified. For instance, while cluster 15 contains 5 cards representing papers that 
discuss facet issues, cluster 2 contains 9 cards representing papers that report on taxono-
mies and controlled vocabularies.

Similarly, Fig. 13 shows a PCA-based representation of k-means for DS2, including dif-
ferent k values and their corresponding s(k) scores for k ranging from 9 to 12. As shown, 
k = 12 represents the optimal solution based on the average silhouette ( s(12) = 0.387). 
However, as discussed in the previous section, k = 11 can also be considered as a success-
ful clustering. Figure 13 shows that there has been a transformation of clusters from k = 9 
to k = 12, where for k = 9, cluster 4 (containing 6 cards: bread, cereal, muffin, pancakes, 
rice, and waffle) was split up into three different clusters: cluster 9 (pancakes, and waffle), 
cluster 2 (doughnuts and muffin) and cluster 6 (bread, cereal, and rice), shown in the figure 
for k = 12. In addition, on Fig. 13 (k = 12), some conceptual groupings appear. For instance, 
clusters 3 and 11, located on the top-left, represent fruits and vegetables, respectively. Clus-
ter 11 contains cards such as 2 (apple), 3 (banana), 23 (orange), 26 (pineapple), and 39 
(watermelon). On the other hand, cluster 3 includes cards such as 1 (carrots), 5 (broccoli), 
13 (corn), 17 (lettuce), 22 (onions), and 30 (potatoes).

Figure  14 depicts the agglomerative dendrogram for dataset DS1. The dendro-
gram shows how similar cards were combined into branches, with the  height  of the 
tree growing along the x-axis. The height value is useful for analyzing how similar or 

Fig. 13  PCA-based representation of DS2 k-means for different k values: 9 (top-left), 10 (top-right), 11 
(bottom-left) and 12 (bottom-right), together with their corresponding s(k) scores for each k. Card names 
have been transformed into numbers for the sake of the clarity of visualization
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not two observations are and finding the point of fusion of the two. Specifically, the 
higher the  height  of the fusion, the less similar observations. However, this parame-
ter also provides clues about the number of clusters that might be obtained at a cer-
tain height (called height cut). As indicated in Fig. 14, a CCC value of 0.7 was obtained, 
ensuring an acceptable goodness value for DS1 dendrogram. The intersections with 
branches are shown for different k values (13, 14, 15, and 16), similar to the previously 
analyzed k-means solutions. In this case, colors specify the configuration for k = 15. As 
can be seen,  k = 14 and  k = 15 represent similar outcomes; nevertheless,  k = 15 might 
represent a better conceptual clustering since it facilitates the split of cluster 2 into two 
different conceptual ones (i.e., a cluster more related to  facets  and another one more 
related to  taxonomies  and controlled vocabularies), as discussed previously. For DS2, 
shown in Fig. 15, a value of 0.83 was obtained for CCC, ensuring an acceptable good-
ness value for this dendrogram. Figure 15 shows different k  values (9–12) to indicate 
intersections with branches, like with DS1. As shown, k = 11 and k = 12 represent simi-
lar outcomes, but k = 11 may represent a better conceptual solution as it avoids the split 
of the bakery-related cards (i.e., muffin, doughnuts, cookies, pie, and cake) into two dif-
ferent branches.

Fig. 14  Dendrogram based on cards clustering for DS1. Different k = 13, 14, 15 and 16 are represented as 
vertical dotted lines. The overall CCC is also provided. Card names have been transformed into numbers for 
the sake of the clarity of visualization
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The techniques presented in this sub-section describe how to carry out a multivari-
ate analysis, using different statistics and goodness indicators to identify structures and 
relations of different card or category variables. Here too, not all the discussed tech-
niques are strictly necessary for card-sorting analysis. The selection criteria for the tech-
niques can be the following:

• Essential: MDS configuration is necessary to find the best configuration for the multi-
dimensional scaling. The information shown in Table 4 has to be considered.

• Essential: Smacof MDS configuration to identify structural relations between cat-
egories. This identifies conceptual category groupings. Visualizations, like the one 
described in Fig. 7, should be used.

• Recommended: Stress might be computed, as well as the Shepard diagram and Stress-
Per-Point charts (Figs. 8, 9) that are used as goodness indicators, in particular when 
further analysis is desired.

• Recommended: Optimal number of clusters for k-means and HAC might be desirable. 
This can be used to determine an exact number of clusters, instead of tying with dif-
ferent values to see how they fit, which is essential in HAC (dendrograms) representa-
tions, as they are more difficult to interpret without a proper k value.

Fig. 15  Dendrogram based on cards clustering for DS2. Different k = 9, 10, 11 and 12 are represented as 
vertical dotted lines. The overall CCC is also provided
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• Recommended: Average silhouette for different k values should be determined. This 
helps to find a more accurate number of clusters. Visualizations, like the ones that 
shown in Figs. 10, 11, are useful for such purpose.

• Essential: Representation of the k-means solution to identify clusters of cards. As 
explained, MDS is suitable to analyze the topology of the data and establish concep-
tual relationships among items. However, most often, it is necessary to obtain smaller 
groups to bring to light small or medium size relationships among the data. To this end, 
k-means can be also used to compare both approaches and find other kinds of relations. 
Also, it is useful for comparing categories to reduce them (topic normalization). The 
information shown in Table  5 has to be considered for a better configuration. Also, 
the graphics shown in Figs.  12, 13 are convenient representations for clusters using 
k-means and PCA, which allows to graphically depict the clusters in two dimensions 
representing the two principal components that explain the majority of the variance, 
helping observe other kinds of clusters hard to find in the MDS approach.

• Recommended: HAC solution should be found to identify clusters of cards, and the cor-
responding dendrograms determined. Although convenient, dendrograms should be 
complemented with other representations, such as MDS and k-means, where clusters 
can be visually identified, providing the immediate feedback. In addition, dendrograms 
results are hard to interpret without a specific value of k, thus, evaluators should con-
sider the height parameter to identify different clusters. If the number of items is high, 
the visualizations are even more complex. Figures 14, 15 can be considered as exam-
ples to follow in terms of suitable HAC representations of card-sorting results.

• Optional: CCC can be determined as a goodness indicator. It can be used with HAC to 
analyze the goodness of a dendrogram solution, if desired.

4  Discussion

The approach proposed in this paper comprises a set of steps for the systematic quantitative 
analysis of data obtained from card sorting. As suggested in the introduction, quantitative 
card sorting seldom realizes its full potential because it is often too complex for those not 
experienced in statistical analysis and visualization methods. As demonstrated through the 
analyses of datasets DS1 and DS2, a great variety of clues, statistics, and visual representa-
tions of data should be examined if decision-making processes are to be adequately sup-
ported in quantitative analysis of card sorts.

We have strived to include the best choices of methods and techniques relevant to these 
datasets and discuss their implications. As mentioned, card sorting often produces similar 
data to the ones in sets discussed. Thus, although a broader range of statistical and data-
mining techniques could be used, the reasoning behind choices was carefully presented. 
The pathway to include other relevant methods and techniques was left open—which is 
one of the reasons for calling the approach a methodology. This comprehensive approach 
extends beyond applying prescribed steps in a liner-fashion, offering instead a way to cre-
ate novel research designs for qualitative card sorting studies while maintaining the rigor in 
thinking and allowing for justifications and validations of different choices toward optimal 
analyses results.

One of the intents of this paper was to make the quantitative analysis of card sorting 
available to a broader range of researchers, including those in disciplines where exten-
sive knowledge of statistical analysis is not necessarily expected (like experience design, 
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service design, or design thinking). The explanations provided in this paper were given 
to rationalize choices rather than to provide the abundance of technical details, which are 
available in various articles cited throughout this paper. The visualizations and goodness 
indicators provided were to help guide researchers through options and possible pitfalls of 
the analysis.

Still, there were some limitations and threats to validity that need to be addressed.

4.1  Limitations

We highlight two issues concerning the limitations and how they might be resolved or miti-
gated. The first issue relates to the completeness of the suggested guidelines, clues, statisti-
cal methods, techniques, and visualizations used in the paper. While this could be seen as 
a limitation since not all possible combinations, even for the two datasets discussed, could 
be included, for the sake of brevity, the most frequently used ones were addressed, and the 
extent of information should be sufficient to try the approach successfully.

Moreover, a comprehensive analysis should utilize both cards and categories. Thus, 
instead of the analysis focusing on either cards or categories, we illustrate particular con-
cerns that might arise in situations similar to the ones described. For instance, a specific 
kind of variable might be more appropriate than others in a particular sort. Then, we aimed 
to examine the corresponding details of decision-making. However, the analysis of cards 
and categories presented in this paper utilized only the  Mccat or the  Mcatc matrices. When 
using such an analysis, evaluators are encouraged to generate a larger number of visualiza-
tions, as these would increase opportunities to find evidence that might facilitate optimal 
decision-making.

Furthermore, the case of asymmetric binary variables has not been illustrated at the 
same level of detail as the case involving symmetric ones. This is because asymmetric 
binary datasets are seldom available. However, in the case of less common asymmetric 
card-sorting data, whether binary or numerically aggregated, the data are usually trans-
formed into symmetric binary or aggregated variables by considering each nested category 
independently (i.e., like a multiple card-sorting design), where the same card can be clas-
sified into more than one individual category (linearizing the hierarchy). Thus, we paid 
greater attention to the analysis of prevalent, interval-scaled, and symmetric binary vari-
ables. However, all the necessary clues have been provided, including the main configura-
tions, proposed techniques, algorithms, and parameters to guide the analysis in the case of 
asymmetric binary variables.

4.2  Threats to Validity

Regarding threats to validity, because the approach is illustrated by two distinct datasets, 
only a few external threats to validity might still apply. The chosen datasets have repre-
sentative sample sizes, as previously justified, in terms of observations, variables, and the 
number of participants. The presented approach allows for a range of different possibilities 
and configurations, and attention has been paid to careful elaboration on how decisions 
were made at each step when applying the methods and techniques to the sample datasets. 
As card-sorting datasets do not usually vary too much from one another, the same process 
is readily applicable to other datasets. Thus, different combinations of data, techniques, 
parameters, and algorithms have been conveniently covered for other datasets also, thus 
minimizing the replication factor.
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Another issue that might occur relates to the possibility that a particular feature of a 
dataset might be responsible for the effects obtained by the analysis and lead to limited 
generalizability of the findings. To mitigate this threat, the proposed method suggests the 
need for data characterization in the initial steps, as discussed in Sect. 3.2 and illustrated in 
sample datasets DS1 and DS2. Furthermore, recommendations for different data character-
istics have been provided, including the normalization, or an alternative, of different data 
types. In addition, goodness indicators for all the statistical techniques suggested have been 
provided. Jointly, these features of the approach minimized the referred threat.

In summary, the presented approach produces results that minimize the threats to 
validity and are generalizable, enabling it to be applied in other domains. Thus, the main 
research question “Is it possible to define a systematic method for carrying out a quantita-
tive analysis of card-sorting data that provides instruments and goodness indicators for the 
decision-making in web application development?” could be answered in the affirmative.

5  Conclusion

Modern web application development involves ensuring quality issues relating to content, 
structure, and navigation from a user-centered perspective [71]. To achieve the desired 
quality, it is crucial to have adequate methods, tools, and techniques that support design 
and evaluation during the engineering of web-based applications. Card sorting is a fre-
quently used method to collect and analyze information from any domain, and it is helpful 
for understanding users’ mental models concerning how information can be categorized 
and related. It has been successfully applied, for example, to find the optimal categories of 
items [13] when developing a web application or when creating menu items for navigating 
the application.

While card sorting has been applied in different research domains, information architec-
ture is the field in which the method has been the most widely applied to categorize content 
and to develop navigational structures for web applications [5, 72], thereby ensuring the 
usability [11, 71] of applications and their overall quality [73, 74].

Since card sorting is easy to design and implement, it has become a common research 
practice in user experience and design thinking, among other fields [30]. It is one of the 
most suitable ways to elicit requirements in the early phases of web-based user-centered 
projects [75, 76], but it can also be used as an evaluation technique to test and refine 
advanced design solutions.

However, a quantitative analysis of card sorting results is not a simple process. It 
requires specific knowledge about the best statistical practices and their interpretation if 
meaningful results are to be obtained that can lead to making good decisions. Most card 
sorts are still analyzed utilizing custom spreadsheets that contain only the most basic infor-
mation about the raw data. Admittedly, some commercial tools might cover both the imple-
mentation and analysis of card sorting, but most of them produce customized results and 
visualizations without proper goodness indicators. Especially with large datasets and com-
plex sorts, these results are inadequate. In such cases, statistical packages might be used to 
provide more advanced visualizations and analyses. However, these are often difficult for 
unskilled users to interpret and could fail to assist with making appropriate choices [17]. 
In contrast, a precise understanding of the techniques, parameters, and algorithms imple-
mented could result in complex but necessary steps to ensure the quality of the results [13].
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This research proposes a methodology for the quantitative analysis of data obtained from 
card sorting, based on various statistics and visualizations. Although the statistical methods 
and techniques presented have been applied previously in other domains, this work brings 
them together to support better decision-making in the process of the quantitative analysis of 
card sorts.

The proposed approach utilizes a top-down process and unfolds in four sequential steps 
to systematically analyze card sorting data, identify key issues, and make informed decisions 
regarding the next step. In the first step, the raw data is comprehensively analyzed to charac-
terize variables and their types. This step is crucial, as selecting the proper statistical tech-
niques later strongly depends on the card sorting data. Next, specific data models are proposed 
(the working matrices) as inputs for the subsequent algorithms. Finally, in the further steps, 
technical details about dissimilarity analysis and multivariate statistics are provided, indicating 
how to obtain the optimal number of clusters from the data and how to represent the infor-
mation using meaningful charts and visualizations to facilitate decision-making. Furthermore, 
several tables containing recommended parameters, configurations, and goodness indicators 
are provided to systematize the approach as far as possible and make it extensible to other card 
sorting problems. The entire process is carefully illustrated using two existing and publicly 
available datasets.

The approach is intended to guide both experienced and non-experienced evaluators 
through the process. Most of the presented techniques are complementary and not strictly nec-
essary, but might be used for further analysis, depending on the complexity of the card sorting 
data. Of particular importance is the provision of recommendations and explanations of the 
most important algorithms and parameters, visualizations and principal goodness indicators to 
guide optimal choices when decision-making. Jointly, these are intended to make the quantita-
tive analysis of card sorting more accessible to a broad range of evaluators, analysts, and usa-
bility engineers, among others. Consequently, the increased usability of the approach should 
help expand its use in fields such as user experience design, design thinking, and service 
design. In conclusion, the proposed approach makes it possible to answer the main research 
question in the affirmative.

Regarding future work, creating a supporting tool to implement this more systematic 
approach to card-sorting analysis and cover the interactive tasks in card sorting would be an 
appropriate next step. Such a tool would represent a more holistic solution that would support 
card sorting and its analysis, possibly including qualitative information from the card sorting 
sessions to enhance the overall analysis. It would be interesting to find more efficient solutions 
for extensive datasets than the matrices used in this work to pursue a different line of thought.
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