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PREAMBLE 

Many new phenomena have emerged since the end of the 20th century as a result of 

the technological revolution first brought about by the infrastructure of the internet, and 

later enhanced by the arrival of the internet itself and smart mobile devices. These 

phenomena include the growth of data and content, the faster transformation of this 

content (and demand for content from society), the need to share knowledge 

instantaneously and globally (especially accentuated by the COVID-19 pandemic, as 

something that affected all of society), the reduced cost of effective long distance 

communication, the digital transformation of organisations, the global demographic and 

immigration challenge, specific attention to gender and diversity issues, the increase in 

energy consumption in a context of climate change, and the increase in fraud and the 

threat of cybersecurity, among many other issues of contemporary concern, wherein 

academic and research activity play a fundamental role. 

 

This has led to many changes in the higher education sector, affecting the strategic 

vision, resulting in or requiring changes in policy and funding of Higher Education 

Institutions (HEIs), and particularly affecting the future of innovation and research in 

European universities (European Commission, 2020). 

 

Teaching has undergone drastic changes, with the inclusion of more creative and 

learning-centred teaching methods, advanced asynchronous communication with 

students and the use of new technologies in the generation of teaching material. Recent 

reports from international organisations, companies, consultancies and think tanks 

regarding the future of universities suggest that, following a period of successive crises, 

new challenges appear with regards the collective and individual value of university 

education, including not only traditional student learning, but also the establishment of 

social networks and opportunities, and new educational content (Schleicher, 2020). With 

the reinvention of teaching-learning environments following increased digitisation, 

teacher-learner relationships have developed. Assessment of teaching activity must be 

brought in line with new global challenges, for instance, by evaluating the integration of 

climate change and the Sustainable Development Goals (SDGs) into learning 

(UNESCO, 2021).  

 

Transfer activities have grown in quantity and variety, seeking greater added value and 

no longer restricting the concept of “transfer” to patents, industrial protection and other 
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market indicators, but opening up to the idea of a global service to society, which is the 

approach that is applied in other academic cultures. New methodologies also make it 

possible to quantify and assess the impact of these new social transfer activities (De la 

Torre et al. 2018). 

 

In the case of research activity, there has been a shift in the way knowledge is 

communicated and shared (open science), with clear consequences for the evaluation 

of science and scientific research at all levels: university systems, institutions, groups, 

research centres and institutes, teaching and research staff, and finally research 

projects, which ended up imploding worldwide with the publication of the San Francisco 

Declaration on Research Assessment (more commonly known as the DORA 

Declaration) (see section 2). 

 

Taking into account the social role of universities (especially public universities), as well 

as the ultimate aim of scientific research (to broaden our knowledge), the rights and 

responsibilities of teaching and research staff (Ministry of Universities, 2022) and the 

growing demand for more social responsibility in science (using new knowledge to solve 

societal and individual citizen’s problems), evaluations of both research findings and the 

actors producing these findings (research staff) should be considered as an eminently 

public activity with enormous economic, scientific and social repercussions. It is therefore 

an activity that should not be left exclusively in the hands of companies, organisations or 

individuals that are unqualified or that suffer various conflicts of interest, especially 

considering the sensitivity of the evaluation methods and metrics and the significant 

impact that evaluation results have on the people and institutions being evaluated. 

 

For this reason, from higher education policies to university strategies, it is critical to 

establish new forms of evaluation and assessment of research and research staff that 

are up to date and aligned with findings obtained by the disciplines and fields linked to 

the study of science itself (including research evaluation, science policy, science 

communication, scientometrics, meta-research, science studies, and research on 

research). It must take into account the new requirements and demands of society and 

new technologies and metrics, both quantitative and qualitative. In addition, gender 

equity, diversity and equality must be ensured throughout this process. 

 

New evaluation models must be able to go beyond the mere assessment of merits, and 

take into account the attitudes and skills of candidates in the generation and transfer of 

knowledge, recognising research staff dedication to leadership, communication and 



      

6 
 

social transfer activities (LERU, 2022). This implies not only a new vision of teaching and 

research staff, but also of universities. 

 

According to European philosophy and the European Commission, acting as facilitators, 

emphasis should be placed on the relevance of the scientific, economic and social value 

of all teaching and research staff activity, wherein different activities to transmit and 

disseminate knowledge (dissemination, exploitation, communication) play an 

increasingly relevant role. With this in mind, current assessment models are a barrier to 

natural change, as people are forced to adapt the way they work in order to pass 

assessments that are based on the numerical simplification of academic merit. This may 

be a pragmatic approach that facilitates and speeds up the evaluation process, but it 

artificially modifies the functioning and progress of the system. 

 

Context of the Spanish university system 

Since the 1990s, and under the umbrella of the University Reform Law in 1983 (Organic 

Law 11/1983), with the creation of the National Commission for the Evaluation of 

Research Activity (CNEAI) in 1989 (Royal Decree 1086/1989) which was tasked with 

evaluating the new salary bonuses for university teaching staff for six-year periods 

(sexenios), the Spanish Government introduced a system of individual incentives for civil 

servant professors to evaluate their research activity over six-year periods. This initiative, 

which was launched in 1989 and rewards individual research, gave an unprecedented 

boost to research in Spain at the end of the 20th century. 

 

When the six-year research period was introduced, only a very small minority of 

professors chose to volunteer themselves for an evaluation of their scientific activity. 

Even so, in the 1990s this system of incentives led to considerable growth in scientific 

publications (scientific production in Spain had been very low) and greater 

internationalisation. However, at the beginning of the 21st century, the behaviour of 

(permanent) teaching and research staff changed. A greater number opted to 

periodically evaluate their research, seeking not only greater financial remuneration in 

the form of the corresponding salary bonus, but also more prestige and reputation among 

their peers. It also opened up the possibility of gaining research projects, thesis 

supervisor positions and participation in doctoral programmes, the chance to sit on 

boards (two six-year periods were recommended for associate professor positions and 

three six-year periods for full professor), and offered extra merit when applying for 

permanent positions. It can be said, therefore, that in its early stages the six-year 
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research period helped to avoid the "hand-picked" appointment of board members and, 

to a certain extent, increased professionalism within academia. While this measure did 

not entirely prevent academic inbreeding, it is fair to say that it helped to moderate it. 

 

Since the Organic Law 8/2013, of 9 December, for the improvement of educational 

quality (LOMCE) there was also a reduction in teaching compared to research accredited 

through six-year periods, which led to a greater number of professors requesting 

individual assessment of their research. Although this could be interpreted as a first 

distorting effect, it is understandable given that a full professor position entails a 

particularly high level of responsibility in scientific and leadership work, which may in 

some cases be incompatible with dedication to teaching and university management. 

 

However, the evaluation of research activity in six-year periods did bring about other 

negative effects. Some professors "abandoned" their research careers due to a lack of 

motivation and self-esteem. The rewards for obtaining a six-year term turned out to be 

just as significant as the penalties for not obtaining one. This pressure sparked a reaction 

among part of university teaching staff, with both intended and unintended 

consequences, as will be discussed later. Furthermore, the current system (pass or fail) 

creates a so-called "boundary resentment", whereby applicants with an impressive, yet 

insufficient, background in research are regarded as equal to those who do no research 

at all. 

 

As a result of this, we can observe opportunistic activity taking place among academic 

staff who are able to carry out research, but who prefer to use shortcuts and speed up 

the process. Examples include CV engineering (modifying the natural course of an 

academic career in order to focus only on aspects that can be assessed, paying less 

attention to the subject of research and more to obtaining these achievements with 

minimal effort) and focusing research on fashionable or what are hoped to be more 

publishable subjects. At the same time we can also observe other, blatantly fraudulent 

activity. This generally occurs among academic staff who are unable to carry out 

research for a variety of reasons (personal and professional). One such example is false 

authorship (signing a piece of work without having participated in its completion). This is 

often achieved by putting pressure on doctoral students or junior academic staff in 

exchange for assisting them in their career progression, or by mutual agreement with 

others in exchange for academic or financial favours, thus resulting in all kinds of 

academic debts. 
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Therefore, as is often the case with staff incentive schemes that are maintained over 

time, these measures have begun to lose their effectiveness, their objectives have 

become distorted to the point of generating unexpected and unintended consequences, 

and they appear to be flailing. Anomalous and unnatural behaviour (Oviedo-García, 

Casillas Bueno; González Rodríguez, 2021; Delgado López-Cózar and Martín-Martín, 

2022) that is starting to obscure the original intention of the six-year research period is 

now being detected. We are being faced with clear examples of what is known as 

Campbell's law: when a quantitative indicator is used, the more rewards that are 

assigned according to the results of the indicator, the more corrupt the social process 

being evaluated becomes (Campbell, 1976; Sidorkin, 2016). 

 

It is in this context that the creation and evaluation of Knowledge Transfer and Innovation 

in 2018 (Resolution of 28 November 2018), the only call for applications at present for 

the so-called six-year transfer period, represents a further advancement in the individual 

evaluation of research careers. This new incentive explicitly recognises (in the event of 

a positive evaluation) the social impact made by teaching and research staff from 

Spanish universities, and also offers individual financial remuneration. Therefore, albeit 

on a pilot basis, rewards do not depend only on research but also recognise other 

activities. However, as pointed out by Repiso et al. (2020), the six-year transfer period 

needs to eliminate or reduce important shortcomings, such as marking inconsistencies 

and significant biases, for example gender bias. 

 

The philosophy behind these two types of nationally regulated incentive schemes is to 

distribute scarce supplementary funds for research, knowledge transfer and innovation 

to those who will make the best use of them. In fact, at least one six-year research period 

is required to be eligible to volunteer for a six-year transfer period. A very different issue 

is the need for a third individual incentive scheme to reward excellence in teaching, the 

so-called six-year teaching period. This new scheme would be distinct from the so-called 

five-year teaching period, which is another individual incentive scheme that rewards 

teaching. However, this internal evaluation is carried out in a rather automated way by 

the universities themselves, and there are clear indications of a lack of real evaluation of 

the teaching performance of academic staff (Delgado López-Cózar and Martín-Martín, 

2022). 

 

However, despite the fact that the creation of six-year teaching and transfer periods 

reflects a certain openness in individual evaluation processes, the system of 

accreditation for civil servants (associate professors and full professors) continues to 



      

9 
 

depend a great deal on obtaining individual research incentives. As accountability for 

public resources and the dissuasion of academic inbreeding have become priorities, 

other criteria and indicators have taken on relevance in the evaluation of academic work 

as part of the accreditation processes for different types of teaching positions. Despite 

this, there is still a long way to go to achieve a more flexible, fair, inclusive model, adapted 

to suit the current context and individual evaluation methodologies, which can capture 

all facets of teaching and research staff. 

 

The proposal contained in the Draft Organic Law on the University System (APLOSU) 

(Ministry of Universities, 2022) for positions comparable to associate professor (profesor 

titular) and full professor (catedrático) at autonomous community level, represents an 

opportunity to establish a set of criteria that meets the needs of teaching and research 

staff in the Spanish university system and in the 17 university systems of its different 

autonomous communities.  

 

In those autonomous communities that have a regional evaluation agency, as is the case 

for the Canarian Agency for University Quality Assessment and Accreditation in 

Education (ACCUEE), local insight should always guide the design of tools, methods 

and criteria, that, while respecting national criteria and institutions, harness familiarity 

with the local setting in order to foresee the need to accredit these new positions, not 

only in the academic and scientific, but also economic and social contexts of each 

territory.1 

 

Lastly, yet no less important, is the observation that a large majority of research 

evaluation criteria and instruments include indicators, sources or analyses that have 

been heavily questioned by scientific literature, or simply do not follow the principles and 

recommendations offered by experts in the field. Consequently, the impact factor and 

citations from indexed publications have a disproportionate effect, there are no 

normalised indicators, unusable indicators are included (impact factor and h-index 

averages that aren’t normalised), and there is poor understanding of the differences in 

scientific traditions in production and citation-based impact between different disciplines. 

 

The goal of this study (consisting of two complementary reports) is twofold. On the one 

hand, there is a need for a re-evaluation of accreditation processes, in order to bring 

them in line with the varied contributions expected from university research staff 

 
1 http://www.aneca.es/Agencias-de-las-Comunidades-Autonomas  

http://www.aneca.es/Agencias-de-las-Comunidades-Autonomas
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nowadays and in the new academic environments that have appeared in line with global 

trends. On the other hand, new evaluation models must be implemented that combine 

the best of the different approaches to the evaluation of science (traditional and modern), 

in order to avoid anomalous (or artificial) behaviours that interrupt accreditation 

processes. All of this must be done while taking into consideration local contexts, both 

that of Spain in general and the Canary Islands in particular, as well as the scientific 

epistemological framework. 

 

The aim is therefore to provide ideas and recommendations that will iron out ambiguities 

and gaps in assessments, and to point out shortcomings in current assessment 

processes in the new context of open science and the current debate on assessment 

system reform, all within the framework of the results that science itself is providing. That 

is, the empirical results of those scientific fields related to the study of science and the 

evaluation of scientific activity. 

 

This will be done by describing how accreditation (teaching assessments and 

standardised research) has changed the nature of academic activity in its various 

attempts to objectively quantify the value of research and teaching. Similarly, the 

question will be posed as to whether the organisation of evaluations by discipline should 

be maintained, without taking into account the "frontier" fields, or whether, on the 

contrary, mechanisms should be introduced to encourage and reward interdisciplinarity, 

multidisciplinarity and transdisciplinarity. 

 

Finally, by offering a proposal for a holistic, flexible, inclusive and customisable 

evaluation model, this study aims to avoid the effects of "homogenisation" and loss of 

diversity in research, teaching and transfer activities. 

 

 

 

 

 

 

 

Objectives  

The main objectives of the study (consisting of two reports) are described below: 
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• CONDUCT a study of the context of new international trends in 
science evaluation, reviewing the most relevant manifestos and declarations 

over time. 

• CONDUCT a review of the scientific literature on research activity 

that compiles the main issues of contention in research evaluation, in order to 

know whether or not current evaluation practices are aligned with scientific 

results and with the most innovative new guidelines and recommendations. 

• IDENTIFY the evaluation practices carried out by Spanish evaluation 
agencies, in order to know their requirements, the sources and indicators they 

use, and the general criteria applied by each agency (at national and regional 

level). 

• IDENTIFY, DESCRIBE and DISCUSS the effects of evaluation 
processes on research staff, which include artificial practices aimed at 

minimising the effort required to pass an evaluation process or obtain more 

prestige, distinguishing between those practices that are artificial but that respect 

the rules of the game and the law (CV engineering), and those that do not (fraud). 

• PROPOSE a new framework for a holistic, flexible, inclusive and 
customisable evaluation model for university teaching staff in line with new 

trends, for future application, in order to correct the unintended and unforeseen 

consequences and effects of the current model in Spain. 

 

The study consists of two reports, which are described below: 

 

The first report focuses on the practices of scientific evaluation2 as a scientific discipline 

in its own right. To this end, it includes four different areas of analysis. First, a look at the 

evaluation of research activity, in particular the production of technical reports, and 

proposals from different associations, as well as the reaction of the scientific community 

to changes in evaluation models. Second, a scientific literature review in order to detect 

the main focal points and topics of discussion. Third, a description of abusive activity in 

evaluation processes, including indicators and metrics that are used inappropriately. 

Finally, an outline of the most common negative effects of evaluation, which are 

worsened by current evaluation models. 

 

 
2 It should be noted that there is sometimes confusion between science evaluation and research 
evaluation, the latter of which is a specific activity in the evaluation of (university) research 
careers. Thus they are two different but interrelated topics. 
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The second report (Orduña-Malea, Bautista-Puig and Perez-Esparrells, 2022) focuses 

on the design of an evaluation proposal for university teaching and research staff that 

attempts to integrate new findings in scientific literature, as well as guidelines from those 

international associations and organisations that refer to the subject, while attempting to 

avoid the potential adverse effects of an academic staff evaluation model that is 

sustained over time. To this end, it is divided into two analyses. First, a comparative 

analysis of the evaluation practices of the different evaluation agencies in Spain (both 

ANECA and the various regional agencies). Second, a novel framework for teacher 

evaluation is proposed which aims to incorporate all the good practices emerging from 

the various working groups that have developed recommendations for evaluation, as 

well as evidence from scientific literature. The model3 is presented in a generic and 

conceptual manner at the macro level, thus it can be fully adapted to the requirements 

of each agency and academic position, by defining a series of items within each 

evaluation category and a weighting system. 

 

Each report will conclude with a series of recommendations and proposals for concrete 

actions that could be implemented in the future to design evaluation approaches that are 

more appropriate to the current day. The aim is to broaden the ways in which an 

evaluation of research careers can be carried out, from a multidimensional perspective, 

to minimise malpractice, and to comply with standards and recommendations from 

scientific literature.  

 

Thus, the ultimate goal is to outline a comprehensive proposal of maximums that 

includes quantitative and qualitative criteria, in an effort to challenge the "inequality" 

rooted in certain criteria among scientists of the hard sciences (natural and physical 

sciences) and soft sciences (social sciences and humanities), taking into account global 

(open Science) and local considerations within the Canarian University System (gender 

issues, immigration, exiles, etc., which is necessary in order to meet the needs of 

ACCUEE evaluation settings. This, without losing sight of the possibility that it may be 

applied to other evaluation settings and to other new academic positions arising from the 

future Organic Law of the University System. 

 
3 One issue is how research activity is measured, for instance, by applying bibliometric techniques 
and indicators, offering a greater assessment of both the inputs (effort made in many activities 
that do not involve publications with an impact factor) and the outputs (social and economic) that 
the research activity has generated (transfer). A different issue, although related to the second 
report, is the importance that research should be given in the comprehensive assessment of the 
teaching and research staff, that carry out many other activities (teaching, management, expert 
opinion, etc.). 
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Proposing a new form of individual evaluation for teaching, research and transfer is not 

an easy task, as it impacts people and ultimately involves passing judgement. Therefore, 

following these two reports on the public evaluation of research and a proposal for an 

evaluation model for university teaching staff, the ACCUEE must reflect strategically 

together with the Directorate General for Universities and Canarian universities, and 

develop a new evaluation framework for the teaching, research and knowledge transfer 

of young academics. This framework will evolve in the coming years with the new 

academic positions that will open up in Spanish public universities and, of course, in the 

Canary Islands. This will require time, space and resources for experimentation.  

 

This report also hopes to encourage Canarian public university governing bodies and 

policymakers in the Canarian government to support this process, and provide space 

and resources for experimentation (trial and error) in order to maximise the performance 

of academic staff during individual evaluation processes, as it is vital that Canarian 

universities offer support to the best teachers and researchers early on in their academic 

careers. 
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1. Introduction 
The purpose of this first report is to conduct a study on research evaluation, highlighting 

current possibilities and limitations, with the ultimate aim of detecting the main areas of 

debate (both scientific and professional) and, with this, helping to lay the foundations for 

the improvement of public evaluation of research in general, and of the Canarian 

University System in particular. 

 

This goal is in line with both the cultural transformation of scientific evaluation, of which 

the open science movement is a fundamental part, as well as various initiatives, both 

supranational (such as that promoted by the European Commission) and national, 

related to rewards for and recognition of research activity, that enhance its social impact 

and its effect on the environment, strengthening the value of the intangible. 

 

To this end, this report is divided into the following sections: 

 

• Identification of the most important milestones and initiatives to do with 
research evaluation at international level, especially in Europe. 

• Review of the scientific literature on research evaluation, in order to 

contextualise and identify the most important conceptual aspects and relevant 

theories. 

• Compilation of bibliometric indicators used in research evaluation, 

highlighting their advantages and disadvantages. 

• Identification and description of the main adverse effects on science 
communication caused by evaluation systems. 

• As a conclusion, a presentation of the possibilities and limitations of 
research evaluation, some concluding remarks and aspects to be taken into 

account for future evaluations. 
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2. Research evaluation: new horizons in the 
international context 
Research evaluation systems aim to measure the academic excellence of research 

conducted both by researchers and by different research organisations. They therefore 

influence the recruitment, promotion and recognition of research staff. 
 

Bibliometric indicators became popular in the 1960s as an option for evaluating research 

performance, based on quantitative publication and citation data (Garfield, 1963). 

Although citation indexes were not developed for the purpose of evaluating individuals 

but to assist libraries in selection processes for their collections, they gradually took on 

a central role in the evaluation of scientific performance. This was accentuated when the 

various tools created by Eugene Garfield (notably the Science Citation Index, Social 

Science Citation Index and the Journal Citation Reports) went from being printed on 

paper to being made available online (which is incidentally where the name Web of 

Science is derived), thus making it possible to access and consult them on a global scale. 

 

These databases began to be used for purposes other than those initially intended, 

despite Garfield's own warnings (1979) about the detrimental effects of using these 

products for evaluations. For example, the use of inappropriate indicators that place a 

greater emphasis on the quantity of research findings rather than their quality has 

fostered a culture of publish or perish, a widely used term describing the pressure that 

academics are under to publish scientific articles as a condition for employment, 

promotion and success throughout their academic careers. 

 

The use of these databases by evaluation agencies as a basis for their evaluation 

models, together with the emergence of other similar databases (Scopus), led to the 

creation of an ecosystem based on the application of certain bibliometric indicators when 

assessing individuals. The speed (the data are prepared in the database itself) and the 

supposed objectivity of these data (more easily comparable at international level than 

other evidence, such as teaching) boosted their use to the point of making them, in some 

cases, the only parameters considered for evaluation purposes. This was especially true 

in some disciplines and certain agencies, research centres and institutes. The supply 

and demand of bibliometric indicators led the system towards an impactolatry (Camí, 

1997), boosted by the existence of intermediary online platforms capable of connecting 
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researchers and metrics on a large scale (Ma, 2022), thus fostering all kinds of 

"addictions" among academic staff (Orduña-Malea, Martín-Martín and Delgado López-

Cózar, 2017). 

 

However, over the last decade multiple initiatives have emerged (e.g. DORA or the 

Leiden Manifesto) that no longer consider traditional metrics (and the sources that 

provide them) to be appropriate (or sufficient) tools to quantify and evaluate the 

performance of academics, highlighting the need to reformulate these systems. These 

initiatives have come to reveal the growing dissatisfaction that exists among the scientific 

community with the current evaluation system and its damaging effects, having 

encouraged not only inappropriate behaviour (publish at all costs) but a whole publishing 

business based on payment for publication, rather than payment for subscription 

(Delgado López-Cózar, 2018). In addition, it has worsened the "crowding out" of scientific 

staff with different, but no lesser quality, publication practices, habits and cultures. In 

some cases, it has forced researchers to change their publication habits, especially in 

certain social, technical and humanistic disciplines, and researchers belonging to certain 

groups, especially those in the early stages of their research careers. 

 

By reformulating these systems, the goal is to assess the quality, performance and 

impact of researchers, and achieve a more qualitative (not subjective) judgement and 

more responsible use of bibliometric indicators (in connection with the Responsible 

Research Metrics movement). This requires a series of cultural and systemic shifts 

towards a system that promotes both qualitative and quantitative assessment. A system 

that also recognises the multidimensional aspect of the evaluation system, involving both 

intrinsic merits and achievements in performance (e.g. taking into account sponsorship 

activities, leadership roles, dissemination of scientific findings to the community, etc.) in 

order to achieve excellence and impact. A system that will further strengthen society's 

confidence in the research and innovation system and its findings, otherwise known as 

"social transfer" or "transfer and society". 

 

The need for a multidimensional assessment has already been highlighted in the CAM 

(Career Assessment Matrix) (O'Carroll et al., 2017). It was also reflected in the Dutch 

initiative "Room for everyone's talent" and in the Framework for the Assessment of 

Researchers of the LERU university network (League of European Research 

Universities) in January 2022, following the report A Pathway towards Multidimensional 

Academic Careers. A LERU Framework for the Assessment of Researchers (LERU, 

2022). 
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The escalation of research evaluation processes (especially at the beginning of the 21st 

century) sparked a wide-ranging debate about its possible effects at the individual level, 

such as the artificial increase in publications (Jiménez-Contreras et al. 2003) and the 

internationalisation of research (Den Besselaar, Heyman and Sandström, 2017), as well 

as the intensification of malpractices deriving from the need to publish (e.g. the salami 

slice). Despite this, some studies question whether this is really a direct consequence of 

the assessment system (Osuna et al, 2011). 

  

As a result, great effort is being invested in the idea of responsible research assessments 

by key stakeholders such as the European Commission, who are committed to 

"evaluation approaches that incentivise, reflect and reward the pluralistic characteristics 

of high-quality research, in support of diverse and inclusive research" (European 

Commission, 2021).  

 

One example of this interest is the reform of research evaluation being led by the 

European Commission (2021), which is also included as a priority on the policy agenda 

of the European Research Area (ERA). The European Commission published the report 

Towards a Reform of the Research Assessment System (2021) with the aim of 

establishing a reference framework and a process of co-creation to reform the current 

research assessment system. The report presents the findings of a series of in-depth 

consultations conducted from March to November 2021 with 130 stakeholders (both 

European and international), following which a coordinated approach through a coalition 

of committed research and/or funding organisations was proposed, in order to facilitate 

and accelerate this transition. The document includes not only the commitment of these 

actors but also identifies objectives and outlines basic principles (the European Code of 

Conduct of Research Integrity and recommendations such as those of DORA), as well 

as an implementation plan with proposed actions from research and/or funding 

organisations to transform this knowledge into effective change. 

 

In this new momentum in which there is growing recognition among the scientific 

community for open science research practices (publication of research data, methods, 

software, etc.), these practices are being hampered by current evaluation systems that 

do not generally consider these types of achievements. To accelerate the process of 

open science and new assessment procedures, a practical commitment to 

implementation is also needed from all actors involved (Méndez, 2021). 
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Research evaluation systems (RES) based primarily on bibliometric indicators were 

implemented decades ago in Spain, Italy, the UK, China and many other countries. In 

addition, in the case of certain universities and organisations, external evaluation 

agencies carry out accreditations (e.g. France, Italy, Spain). However, there are some 

countries where research evaluation is being approached differently, such as the 

Netherlands, where all of its universities have introduced the Strategy Evaluation 

Protocol (SEP 2021-2027)4. 

 

Given the urgent need to improve the way in which funding bodies, academic institutions 

and other actors evaluate scientific research findings, a group of editors from different 

academic journals met together during the annual meeting of the American Society for 

Cell Biology (ASCB) in San Francisco, California, on 16 December 2012. This group 

developed a set of recommendations, known as the San Francisco Declaration on 

Research Assessment (DORA, 2012), which marked the beginning of a series of 

initiatives, declarations, manifestos, and position papers that aim primarily to call for 

responsible research assessment, and reward evaluation integrity in researcher 

evaluation processes. 

 

This approach is also supported by university networks, for example the League of 

European Research Universities (LERU, 2022) and the Young European Research 

Universities Network (YERUN, 2021), which highlight the need to consider other 

elements in research evaluation, beyond the impact factor of journals or other 

bibliometric indicators. These university networks have contributed to this debate from a 

much more positive perspective, showing that the future of research staff evaluation 

could open up towards a general evaluation framework of multidimensional academic 

careers, combining quantitative and qualitative criteria. 

 

In recent years, different actors (movers and shapers) have also emerged, such as the 

International Network of Research Management Societies (INORMS), Global Young 

Academy, Human Metrics Initiative (HuMetricsHSS), European University Association 

and Science Europe, which promote the initiatives that have responded to these 

challenges, to reduce the negative effects of research evaluation and to improve the 

robustness of evaluation systems. 

 

 
4  https://www.universiteitenvannederland.nl/files/documenten/Domeinen/Onderzoek/SEP_2021-
2027.pdf  

https://www.universiteitenvannederland.nl/files/documenten/Domeinen/Onderzoek/SEP_2021-2027.pdf
https://www.universiteitenvannederland.nl/files/documenten/Domeinen/Onderzoek/SEP_2021-2027.pdf
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Since the publication of DORA, there have been a series of very important manifestos 

along the same lines. What stands out, however, is the high number of declarations 

between the years 2021 and 2022. Of particular note is the recent Agreement on 

Reforming Research Assessment, promoted by the Coalition for Advancing Research 

Assessment (COARA) (European Commission et al., 2022) and signed recently by the 

European Commission5, which advocates for qualitative assessment, in contrast to the 

evaluation practices carried out in Spain (Ràfols and Molas-Gallart, 2022). 

 

This is therefore a debate that is growing in intensity at the international level. Some 

statements are less far-reaching, some are more structural and some more ideological, 

but the movement as a whole is progressing towards a change. 

 

Table 1 lists all of the initiatives related to research assessment models and systems to 

have been published since the launch of the DORA Declaration (2012) and up to the 

most recent in 2022 by the Coalition on Reforming Research Assessment (COARA), 

driven by Science Europe and the European University Association (EUA), together with 

the support of the European Commission. The year of publication and the source (web 

pages), as well as the main points of discussion and the relevance of each of these 

documents, are listed below. 

 

 

 

 

 

 

Table 1. 

Alternative science evaluation initiatives and their implications for future evaluation 

systems 

 
5 https://research-and-innovation.ec.europa.eu/news/all-research-and-innovation-
news/commission-signs-agreement-reforming-research-assessment-and-endorses-san-
francisco-declaration-2022-11-08_en    

https://research-and-innovation.ec.europa.eu/news/all-research-and-innovation-news/commission-signs-agreement-reforming-research-assessment-and-endorses-san-francisco-declaration-2022-11-08_en
https://research-and-innovation.ec.europa.eu/news/all-research-and-innovation-news/commission-signs-agreement-reforming-research-assessment-and-endorses-san-francisco-declaration-2022-11-08_en
https://research-and-innovation.ec.europa.eu/news/all-research-and-innovation-news/commission-signs-agreement-reforming-research-assessment-and-endorses-san-francisco-declaration-2022-11-08_en
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Document Year Relevance 

San Francisco Declaration on 
Research Assessment (DORA) 
https://sfdora.org  

2012 The first global initiative, developed at the 

annual meeting of the American Society for 

Cell Biology (ASCB) in San Francisco. It 

consists of a set of recommendations for 

funding agencies, institutions, publishers and 

organisations that provide metrics and 

researchers, in order to change the 

evaluation system. 

Recommendations include: the need to 

eliminate the use of journal-based metrics 

(Journal Impact Factor, JIF) in calls for 

proposals for funding and promotion; to 

evaluate research on its own merits (rather 

than the journal in which it is published); and 

to capitalise on the opportunities provided by 

online publications (e.g. to explore new 

impact indicators). 

At the time of writing (September, 2022), 

22,080 individuals and organisations in 159 

countries have signed this declaration. 

https://sfdora.org/


 

21 
 

LERU Report on Research 
Universities and Research 
Assessment 
https://www.leru.org/files/Research-

Universities-and-Research-

Assessment-Full-paper.pdf  

2012 This report highlights the boom in types of 

research evaluations for a wide variety of 

users and purposes, issuing a warning of the 

growing obsession with measurement and 

monitoring ("counting" culture) as opposed to 

a culture of research quality, and the limitless 

search for new knowledge. 

It came about as a response from LERU 

universities given that university research is 

largely financed by public money, often 

allocated competitively in Europe, thus its 

regular assessment is to be expected as a 

matter of accountability. 

It states that the objectives, processes and 

criteria used should be clearly and 

transparently defined. Special attention is 

given to bibliometrics as a cost-effective 

alternative to peer review, but that also has 

considerable drawbacks. For this reason, the 

use of bibliometrics is recommended as 

complementary to peer reviews. Both 

methods must be applied with wisdom, 

discretion and the rigorous application of 

human judgement. A good evaluation is likely 

to require a different set of methodologies 

and, of course, effective data management.  

Universities must stand firm in defending the 

long-term value of their research activities, 

which is not easy to evaluate in a culture that 

measures return on investment over very 

short periods of time. 

https://www.leru.org/files/Research-Universities-and-Research-Assessment-Full-paper.pdf
https://www.leru.org/files/Research-Universities-and-Research-Assessment-Full-paper.pdf
https://www.leru.org/files/Research-Universities-and-Research-Assessment-Full-paper.pdf
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Independent Peer Review Manifesto 
https://www.openscholar.org.uk/indepe

ndent-peer-review-manifesto  

2014 Manifesto produced by Open Scholar C.I.C. 

(a non-profit organisation) which stresses that 

research evaluation is controlled by academic 

journals which, in turn, are responsible for 

access to scientific knowledge. A more 

objective form of research evaluation is 

proposed through different recommendations 

such as immediate free public access; 

independent peer review; and open 

evaluation, among others. 

At the time of writing, this declaration has 

been signed by 340 people. 

https://www.openscholar.org.uk/independent-peer-review-manifesto
https://www.openscholar.org.uk/independent-peer-review-manifesto
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Leiden Manifesto for Research 
Metrics 
http://www.leidenmanifesto.org  

https://www.nature.com/articles/52042

9a  

2015 The Leiden Manifesto is a list of "ten 

principles to guide research evaluation", 

published as a comment in Nature on 22 April 

2015. 

Specifically, the manifesto argues that (1) 

quantitative evaluation should support 

qualitative expert assessment; (2) 

performance should be measured against the 

research goals of the institution, group or 

researcher; (3) excellence in locally relevant 

research should be protected; (4) data 

collection and analytical processes should 

remain open, transparent and simple; (5) 

evaluated individuals should be allowed to 

verify data and analysis; (6) variations in 

publication and citation practices between 

different fields should be taken into account; 

(7) the evaluation of individual researchers 

should be based on a qualitative judgement 

of their careers; (8) misplaced specificity and 

false precision should be avoided; (9) the 

systemic effects of evaluation and indicators 

should be recognised; and (10) indicators 

should be periodically reviewed and updated. 

This report has been implemented in many 

universities in the Netherlands and is 

included in the Strategy Evaluation Protocol 

(SEP 2021-2027). 

The Metric Tide 
https://www.ukri.org/publications/revie

w-of-metrics-in-research-assessment-

and-management/   

https://responsiblemetrics.org/2022/08/

11/the-metric-tide-revisited/  

2015 Independent report coordinated by James 

Wilsdon in which, through a comprehensive 

literature review, he proposes a framework 

for responsible metrics as well as twenty 

specific recommendations. 

This report has been used to apply 

accountable metrics in research 

management, e.g. in the REF (Research 

Excellence Framework), the research quality 

assessment system used in the UK. 

The report is currently being updated. 

http://www.leidenmanifesto.org/
https://www.nature.com/articles/520429a
https://www.nature.com/articles/520429a
https://www.ukri.org/publications/review-of-metrics-in-research-assessment-and-management/
https://www.ukri.org/publications/review-of-metrics-in-research-assessment-and-management/
https://www.ukri.org/publications/review-of-metrics-in-research-assessment-and-management/
https://responsiblemetrics.org/2022/08/11/the-metric-tide-revisited/
https://responsiblemetrics.org/2022/08/11/the-metric-tide-revisited/
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Next Generation Metrics 
https://data.europa.eu/doi/10.2777/337

729  

 

2017 Report produced by a group of experts in 

altmetrics, describing the use, potential and 

limitations of so-called Next Generation 

Metrics (NGM). It includes the following 

recommendation: "The European 

Commission should encourage the 

development of new indicators and assess 

the suitability of existing ones, to measure 

and support the development of open 

science”. In the area of evaluation, the 

authors justify the use of NGM, stating that 

they have the potential to complement certain 

indicators such as impact indicators (number 

of citations). The recommendations include 

an open science system that combines 

experts and quantitative and qualitative 

measures for evaluation purposes. Finally, a 

list of potential indicators is proposed.   

Open Science Career Assessment 
Matrix 
https://data.europa.eu/doi/10.2777/752

55  

2017 Report prepared by the Working Group on 

Rewards under Open Science, which puts 

forward a proposal for the evaluation of 

scientific careers, recognising open science 

practices. Although the report focuses more 

on these practices, it also recognises the 

need for new measures to assess the quality 

of evaluation, and proposes an Open Science 

Career Matrix, which includes different 

indicators to evaluate research. 

https://data.europa.eu/doi/10.2777/337729
https://data.europa.eu/doi/10.2777/337729
https://data.europa.eu/doi/10.2777/75255
https://data.europa.eu/doi/10.2777/75255
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6 Principles for Assessing 
Scientists for Hiring, Promotion and 
Tenure 
https://journals.plos.org/plosbiology/arti

cle?id=10.1371/journal.pbio.2004089  

https://blogs.lse.ac.uk/impactofsocialsci

ences/2018/06/04/six-principles-for-

assessing-scientists-for-hiring-

promotion-and-tenure/  

http://eprints.lse.ac.uk/90753/  

2018 Blog post based on an article in which 

several authors (including David Moher and 

John Ioannidis) propose six principles for the 

evaluation of researchers in hiring and 

promotion processes, based on interactions 

and feedback obtained during a workshop 

held in January 2017 in Washington DC to 

discuss and propose strategies for hiring, 

promoting and retaining research staff. 

Among the proposed principles, the following 

three, related to evaluation, stand out: 

1) Contributing to the needs of society is an 

important goal in academia (principle 1); 

2) The evaluation of research careers and 

teaching staff should be based on 

responsible indicators that more fully reflect 

contributions to science (principle 2); 

3) Innovative ideas (out of the box) for 

funding should be given recognition in 

decisions on promotion (principle 6). 

https://journals.plos.org/plosbiology/article?id=10.1371/journal.pbio.2004089
https://journals.plos.org/plosbiology/article?id=10.1371/journal.pbio.2004089
https://blogs.lse.ac.uk/impactofsocialsciences/2018/06/04/six-principles-for-assessing-scientists-for-hiring-promotion-and-tenure/
https://blogs.lse.ac.uk/impactofsocialsciences/2018/06/04/six-principles-for-assessing-scientists-for-hiring-promotion-and-tenure/
https://blogs.lse.ac.uk/impactofsocialsciences/2018/06/04/six-principles-for-assessing-scientists-for-hiring-promotion-and-tenure/
https://blogs.lse.ac.uk/impactofsocialsciences/2018/06/04/six-principles-for-assessing-scientists-for-hiring-promotion-and-tenure/
http://eprints.lse.ac.uk/90753/
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The Hong Kong Principles for 
Assessing Researchers: Fostering 
Research Integrity 
https://doi.org/10.1371/journal.pbio.3
000737  

2019 These principles were formulated and 

endorsed at the 6th World Conference on 

Research Integrity in Hong Kong. They focus 

on rewarding integrity in the evaluation 

processes of researchers. 

Although the evaluation of open science 

practices are also highlighted, in terms of 

evaluation the following principles stand out: 

1) Evaluate researchers based on 

responsible practices from idea to completion 

and subsequent dissemination of research 

(principle 1); 

2) Take into account a wide range of 

research and studies, such as replication, 

innovation, translation, synthesis and meta-

research (principle 4); 

3) Consider other contributions to research, 

such as peer review for project and 

publication evaluation, mentoring, 

dissemination and knowledge sharing 

(principle 5). 

The EU's Open Science Policy 2021 This is the policy launched by the European 

Commission in relation to open science. In 

terms of evaluation, the use of Next-

Generation Metrics stand out, i.e. new 

indicators to complement conventional 

indicators of research quality and impact, in 

order to reward open science practices 

among researchers. 

https://doi.org/10.1371/journal.pbio.3000737
https://doi.org/10.1371/journal.pbio.3000737
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Unesco Recommendation on Open 
Science (UNESCO, 2021b) 
https://unesdoc.unesco.org/ark:/48223/

pf0000379949_spa  

2021 This recommendation was adopted by the 

UNESCO General Conference in November 

2021. On the evaluation of researchers, 

special emphasis is placed on reviewing 

research evaluation systems and the 

evaluation of scientific careers to align them 

with the principles of open science. 

Given that a commitment to open science 

requires time, resources and effort, 

evaluation systems must take into account 

the wide variety of forms of knowledge 

creation and communication that exist, which 

go beyond traditional formats (i.e. 

publications in scientific journals). 

UKRN Statement on Responsible 
Research Evaluation 
https://doi.org/10.31219/osf.io/4pqwv  

2021 Statement issued by the UKRN Steering 

Group calling for the responsible use of 

metrics for evaluation, aimed primarily at 

institutions. Eleven principles are put forward 

which include criticism of concepts such as 

research quality and indicators (e.g. certain 

metrics should not be applied to individual 

researchers, articles should not be evaluated 

only by the journal's impact factor, etc.). 

On evaluation and the use of metrics, the 

following is stated: "Where necessary, such 

as in the evaluation of individual researchers, 

choose a source that allows records to be 

verified and curated to ensure records are 

comprehensive and accurate, or compare 

publication lists against data from the 

institution's systems”. 

https://unesdoc.unesco.org/ark:/48223/pf0000379949_spa
https://unesdoc.unesco.org/ark:/48223/pf0000379949_spa
https://doi.org/10.31219/osf.io/4pqwv
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YERUN Position Paper 
https://yerun.eu/wp-

content/uploads/2021/11/YERUN-

Position-Paper_Research-

assessment.pdf  

2021 Statement (or position paper) from the 

YERUN network of universities, including 

seven recommendations for reforming 

research evaluation in universities to make it 

more inclusive and attractive to the university 

sector. 

The recommendations include the following: 

1) Understand what "research evaluation" 

means for universities. 

2) Encourage the circulation of existing good 

practices, embracing diversity and respecting 

autonomy (e.g. by including more external 

actors in the evaluation of research). 

3) Make a distinction between the discussion 

on research evaluation reform and the 

precarity of careers in research. 

4) Enable a constructive dialogue among a 

wide range of actors. 

https://yerun.eu/wp-content/uploads/2021/11/YERUN-Position-Paper_Research-assessment.pdf
https://yerun.eu/wp-content/uploads/2021/11/YERUN-Position-Paper_Research-assessment.pdf
https://yerun.eu/wp-content/uploads/2021/11/YERUN-Position-Paper_Research-assessment.pdf
https://yerun.eu/wp-content/uploads/2021/11/YERUN-Position-Paper_Research-assessment.pdf
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LERU Framework for the 
Assessment of Researchers 
https://www.leru.org/files/Publications/L

ERU_PositionPaper_Framework-for-

the-Assessment-of-Researchers.pdf  

2022 Report produced by Professor Bert Overlaet 

of the LERU university network proposing a 

multidimensional framework for the 

evaluation of research careers. A set of 

traditional dimensions for evaluation 

(research, service to the institution, public 

engagement, outreach, and education) and a 

series of indicators, some of them novel, are 

explored. 

For example, in terms of research evaluation, 

criteria are included such as contribution to 

the area, collaboration and interdisciplinarity. 

In addition, other new contextual dimensions 

are added such as leadership (in networks, 

scientific groupings and associations, 

individual responsibility), collaboration and 

innovation in development (including lessons 

learned from failures), and consideration of 

the researcher’s professional (balance 

between disciplinarity and multidisciplinarity, 

the specific situation of the university) and 

personal situation (academic age, gender 

and family and teaching responsibilities). 

https://www.leru.org/files/Publications/LERU_PositionPaper_Framework-for-the-Assessment-of-Researchers.pdf
https://www.leru.org/files/Publications/LERU_PositionPaper_Framework-for-the-Assessment-of-Researchers.pdf
https://www.leru.org/files/Publications/LERU_PositionPaper_Framework-for-the-Assessment-of-Researchers.pdf
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Paris Call on Research Assessment 
https://osec2022.eu/paris-call/ 

2022 This text was written by the French Open 

Science Committee and presented at the 

Open Science European Conference in Paris 

(OSEC), which took place between 4 and 5 

February 2022. 

It is a call for a reform of the evaluation 

system. To this end, it proposes a series of 

recommendations: the system should reward 

quality and different types of impact; ensure 

that research meets the highest standards of 

ethics and integrity; value the diversity of 

research activities and findings; use 

evaluation criteria and processes that respect 

the variety of research disciplines that exist 

and that value collaborative work, 

interdisciplinarity and citizen science, where 

applicable. 

It also calls for the creation of a coalition of 

organisations committed to reforming the 

current research evaluation system, based on 

commonly agreed objectives, principles and 

actions. 

https://osec2022.eu/paris-call/
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Agreement on Reforming Research 
Assessment 
 (COARA)  
https://coara.eu/app/uploads/2022/09/2

022_07_19_rra_agreement_final.pdf 

 

2022 This agreement is the result of a co-creation 

process launched in January 2022 to 

establish a coalition between various groups 

(researchers, scientific organisations, etc.) 

with the aim of changing the research 

assessment system. It was promoted by 

Science Europe and European University 

Association (EUA), together with support 

from the European Commission. 

It includes principles, commitments and 

timelines for reforms and outlines a series of 

actions requiring collaborative working to 

implement change.  

More than 350 research organisations from 

over 40 countries participated in the process. 

The agreement will be implemented by a 

voluntary coalition created by the European 

Commission called the Coalition on 

Reforming Research Assessment (COARA). 

As of 8 November, the agreement has been 

signed by 183 institutions, including the 

European Commission itself. 

 

 

 

 

 

https://coara.eu/app/uploads/2022/09/2022_07_19_rra_agreement_final.pdf
https://coara.eu/app/uploads/2022/09/2022_07_19_rra_agreement_final.pdf
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3. Literature review on science evaluation 
This section presents a review of the scientific literature on science evaluation, the main 

purpose of which is to identify the main schools of thought and issues of contention that 

exist in literature, through a descriptive bibliographic analysis of the most relevant 

documents in the field. The ultimate aim of this analysis is to compare what is studied, 

analysed and discussed in literature (scientific dimension) with what is implemented by 

evaluation agencies when designing real evaluation models, applied to the scientific 

community (professional dimension). Thus, the goal is not to compile all existing 

scientific output related to the subject, but rather to identify the most relevant works and, 

from there, pick out the main topics and the issues that have aroused the most interest 

in international literature. 

3.1. Methodology 
The steps followed for the systematic review are detailed below. 

  

a) Development of the search strategy. First, a strategy was designed to 

identify the scientific literature on the topic. This involved the identification of a 

series of key concepts, including: 

'individual scientific performance', 'research evaluation system', 'evaluation of 

performance', 'effects of evaluation', 'responsible research assessment', 'evaluative 

bibliometrics', 'research evaluation', 'research assessment', 'author-level metrics'." 

Once the most relevant terms had been identified, their suitability was determined 

by conducting numerous searches using a multidisciplinary bibliographic 

database (in this case, Scopus). In the end, it was decided that the search 

strategy should consist of only three keywords (evaluative bibliometrics; research 

evaluation; research assessment), given that they were the most specific and 

had resulted in the largest number of relevant results. In order to eliminate noise 

(documents not related to the topic) from the strategy, the terms were only 

searched for in document titles and keywords. 
 

b) Data download. For this part of the analysis, the following search equation was 

entered into the multidisciplinary database, Scopus (Elsevier). 

 
( KEY ( "evaluative bibliometric*"  OR  "research* evaluation*"  OR  "research 
assessment*" )  AND  TITLE ( "evaluative bibliometric*"  OR  "research* evaluation*"  
OR  "research assessment*" )) 
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The Dimensions (Digital Science) database was also used, as it has a higher 

document coverage (Singh et al., 2021). Since Dimensions does not offer 

keyword searches (it only allows for full-text, title and abstract, and DOI), full-text 

searches were carried out, using the keywords identified above.  
 

In Scopus, 260 documents were identified (including all document typologies), 

while Dimensions identified 5,633 documents, due to the more general search 

criteria applied. Given the large volume of unrelated documents (including, for 

example, the evaluation of certain diseases), it was decided that a manual review 

of both datasets was necessary, to discard non-relevant documents. In the case 

of Dimensions, this filtering was restricted to those documents that had received 

at least 50 citations (463 documents, 8.22% of the dataset). Even though this 

was a pragmatic decision, and given that the end goal was not to conduct a 

scoping review of the literature, but rather to identify the most relevant documents 

on the topic, this filtering process was in line with the objectives of the analysis. 

After data cleaning, 212 documents (81.53%) were selected in Scopus and 166 

(36%) in Dimensions.  

 

Finally, the records from both Scopus and Dimensions were combined and 

duplicates removed, resulting in 356 unique records, with an overlap of only 22 

documents, resulting in the final dataset (Table 2 and Figure 1). The data 

download took place in July 2022. This set of records then passed to the next 

stage of filtering by topic. 
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Table 2. 
Summary of selected documents 

Data Total 
documents 

Unrelated 

documents 

Selected 
documents 

Scopus 260 48 212 

Dimensions 5633 (463*) 297 166 

Overlap 203**  22 

Total 5690 345 356 

* Documents with at least 50 citations 

** Overlap with the entire dataset from Dimensions (n=5633) 

 

 
Figure 1. 
Document overlap between the two databases, before filtering (top) and after filtering 

(bottom). 
Note: the overlap was calculated through the DOI. 
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c) Topic identification. Once all the records were compiled, each of the 

documents was classified according to subject matter by reading the abstract, 

title and keywords. Given the search strategy used, it is possible that studies with 

direct or indirect implications for research evaluation, but which did not explicitly 

mention this concept (e.g. papers discussing bibliographic sources or alternative 

metrics), were overlooked. There is also a relevant journal in this area, called 

Research evaluation, in which clearly all the papers published are related to a 

greater or lesser extent to science evaluation, but which won’t have been 

identified unless they explicitly mention the search concepts. For each 

publication, the location (e.g. UK if it referred to the Research Assessment 

Exercise system, RAE) and the field of analysis (social sciences, humanities, 

engineering, etc.) were also indicated. Topics were identified ranging from a 

review of the different indicators used in evaluation, to a description of the 

different evaluation systems (e.g. Italy, UK), as well as proposals for alternatives. 

Through this additional filtering procedure, documents that were not directly 

related to the topic were removed. In total, 48 documents (18.46%) were 

discarded in Scopus and 319 in Dimensions (68.9%), resulting in a total of 356 

unique documents, which constituted the final dataset. For these publications, 

the following indicators are displayed:  

− Evolution in the number of research evaluation documents (from 1987 to 2022).  

− Identification of the location of the evaluation systems, as well as the disciplines 

being assessed.  

− Sources where key documents on science evaluation have been published.  

− Identification of key areas. A co-occurrence analysis of the keywords was performed 

to identify the topics of interest, using the program VOSviewer. The different nodes 

correspond to keywords, their size denoting the number of documents (the larger 

the size, the greater the number of documents). The keywords are linked according 

to co-occurrence (the number of times the terms appear together), with the thickness 

of the line indicating frequency (a greater thickness means that the two terms are 

mentioned together more often). Finally, the colour indicates the group (cluster) to 

which the term is thematically linked. Since Dimensions does not have keywords, 

these were assigned manually based on the classification of the content analysis. 

− Identification of issues of contention based on content analysis. After a general 

overview was obtained through the co-occurrence analysis, this section focused on 

a more thorough manual classification of the contents based on information in the 

title, summary, keywords (and in some cases the full text) of each of the documents 

identified in the major subject groupings. 
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3.2. Results 
Descriptive analysis of the dataset 

Figure 2 shows the number and evolution of documents per year, while Figure 3 shows 

this evolution broken down according to the two databases used (Scopus and 

Dimensions). The earliest publication was the article "A review of bibliometric and other 

science indicators and their role in research evaluation" by King Jean (1987), which 

offers a review of bibliometric indicators. The majority of documents (47.47%) have been 

produced more recently, since 2015, which corresponds with the various debates that 

have arisen on the subject (e.g. by the European Commission). 
 

 
Figure 2. 
Total number of documents per year (1987-2022) 
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Figure 3. 
Evolution in the number of documents (1987-2022) 

 

Figure 4 shows the distribution of these publications by journal. Scientometrics is the 

journal that has published the highest number of articles explicitly mentioning research 

evaluation, according to the search criteria used (53; 14.89%); followed by Journal of 

Informetrics (22; 6.18%), Journal of the Association for Information Science and 

Technology (16; 4.49%), Research Policy (14; 3.93%) and Research Evaluation (11; 

3.09%). It is particularly noteworthy that publications appear in bibliometric journals 

(Scientometrics and Journal of Informetrics), rather than other sources that are more 

centred on other areas of scientific activity, beyond quantitative aspects (for example, 

Research Policy or Research Evaluation), thus underlining the importance of 

bibliometrics in the study of research evaluation. Also noteworthy is the fact that there 

are two journals related to higher education (Higher Education and Studies in Higher 

Education), but no journals on communication studies and dissemination of science 

(science communication). 
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Figure 4. 
Distribution by journals of scientific output in scientific evaluation. 

 

Figure 5 shows the co-occurrence map (with a minimum frequency of 3) of scientific 

production on the topic of science evaluation, based on the keywords from Scopus and 

those assigned (manually) in the selected articles from Dimensions. 

 

For this dataset a total of six groups were identified, as summarised below: 

 

- Cluster #1 (red): "Scientific evaluation and discussion of indicators". This 

group includes those nodes dealing with evaluation, together with bibliometric 

indicators (e.g. the h-index appears as one of the nodes), citation indicators (e.g. 

the citation analysis or citation counts node), alternative indicators (altmetrics), 

as well as discussion of social impact and the Chinese system. It is therefore a 

cluster on the discussion of the use of indicators for evaluation. 

- Cluster #2 (navy blue): "Evaluation of research in different contexts". In 

this set we find nodes on evaluation systems (e.g. the Italian system), as well as 

the use of quantitative (e.g. metrics) and qualitative (e.g. peer review) 

methodologies used in these systems. 

- Cluster #3 (green): "Evaluation in the UK". Most of the articles identified 

are about the British evaluation system. This group includes the UK’s 

assessment systems (Research Excellence Framework, REF and Research 
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Assessment Exercise, RAE), as well as the main discussions taking place about 

these systems (e.g. the concept of research excellence). 

- Cluster #4 (yellow): "Databases and areas". This cluster contains the 

discussion on the different databases (Google Scholar, Web of Science, 

Scopus), in particular the problems they face in areas such as social sciences 

and humanities. 

- Cluster #5 (purple): ''Accountability and quality of research''. This cluster 

is made up of concepts such as accountability and performance measurement in 

research evaluation. 

- Cluster #6 (light blue): "Open Science”. This group includes nodes such 

as "open science", "open access" and "scientific communication", which are 

directly and indirectly linked to research evaluation processes. 
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Figure 5. 
Keyword co-occurrence map (>3). Produced with VOSviewer. Map available at: https://tinyurl.com/2no5pwmb  

https://tinyurl.com/2no5pwmb
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The location of each of the articles was identified, (i.e. whether it referred to the British, 

Italian, Chinese, etc. assessment system), as well as the area (social sciences, 

humanities, etc.). Figure 6 shows the location of the assessment systems analysed. The 

UK (76 articles) and Italy (43 articles) have the most, followed by Australia (14) and China 

(11). In the case of the latter, it is important to highlight that the Ministry of Education 

regulated over-reliance on databases such as the Web of Science (WoS) and its 

evaluation, placing an emphasis on national contributions. The Chinese ministry’s 

recommendations included to disseminate fewer but higher quality articles, and to 

publish one third of these in national journals that the Ministry of Education of the 

People's Republic of China (2020) deem to be prestigious. We can therefore observe a 

protectionist policy surrounding the science produced in China, which is at odds with the 

globalisation and internationalisation occurring in other nations. 

 

At regional level, five articles in the dataset refer to European evaluation systems, three 

to American systems and one each to the African and Asian systems. 
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Figure 6. 
Location of the evaluation systems analysed in this study 
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Figure 7 includes the main areas of focus of articles on scientific evaluation. Most of 

these papers analyse evaluation systems and their results in multidisciplinary areas (42 

articles, 11.8% of the dataset), followed by economics and business (27 articles, 7.6%), 

natural and applied sciences (19; 5.3%), social sciences (16; 4.5%) and humanities (9; 

2.5%). Articles that address multidisciplinary topics are mainly published in journals such 

as Scientometrics (5 articles), Journal of Informetrics (2 articles), Journal of the 

Association for Information Science and Technology (2 articles) and Studies in Higher 

Education (2 articles). 

 

Figure 7. 
Distribution of publications by subject area 
Note: The areas refer to those analysed by the articles, not to the categorisation of the journals Scopus 

and Dimensions. 

 

Content analysis (thematic) 

After analysing the content of the abstracts, titles and keywords, a series of key themes 

were identified, which complement the more descriptive analysis provided above and 

can be grouped together as follows. 
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1. Compilation of indicators used in research evaluation  

The main goal of this group of publications is to analyse the main indicators used for 

scientific evaluation, as well as their advantages and disadvantages. First, some 

authors have evaluated the use of metrics at the individual level, such as Wildgaard 

(2015), who analyses 17 author-level indicators and states that the results of these 

indicators depend on the database used (and its coverage and number of citations), 

the way in which the indicators are calculated, the discipline evaluated and the 

individual’s seniority. Kostoff (1997) stresses the complexity involved with 

interpreting metrics at the individual level, arguing that they should be conceptualised 

and, as far as possible, complement each other. 

 
Many articles are critical of indicators, especially those based on the number of 

citations and the Journal Impact Factor (JIF). Abramo, Cicero and D'Angelo (2012) 

criticise the use of citations as a proxy for quality and propose alternatives 

(normalised citations). Kostoff (1998) also criticises the use of citations as a measure 

of impact, analysing the purpose of their use (e.g. as a marker, intellectual 

inheritance, impact tracker and self-serving). In addition, he introduces the concept 

of the “Pied Piper Effect”, which occurs when a paper in a particular discipline is cited 

numerous times. Later, the approach or hypothesis is found to be incorrect, but 

nevertheless authors continue to cite the work. Rodríguez-Narrarro and Brito (2019) 

criticise the use of publications and citations for scientific evaluation, where the 

performance of certain countries is undermined (e.g. with delayed indexing of 

articles). Parra et al. (2011) also claim that some indicators are unsuitable for 

assessment, for instance the h-index. However, there are also some authors who 

support the use of these indicators, including Mingers and Yang (2017), who claim 

that the h-index is the most effective indicator for evaluation. In a similar vein, 

Oppenheim (1995; 1997) concluded that citations are a good indicator following a 

correlation analysis using the results obtained in the UK evaluation system. 

 

Use of the JIF, on the other hand, is one of the main issues of contention in scientific 

literature (Rushfort and De Rijcke, 2015; Lariviere et al., 2016; Williams and Morrone, 

2018). For example, Bordons, Fernández and Gómez (2002) highlight the problems 

it presents in the context of periphery countries, how hard it is to draw comparisons 

between fields, and that its use can affect the publication strategy of scientists. 

However, these same authors also highlight its utility as an indicator in macro, meso 
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and micro analyses, in that it offers ease of accessibility. This is along the same lines 

as other authors who also highlight its simplicity (Haustein and Larivière, 2014).   

 

Some of the articles identified in this section also discuss the effects of the use of 

citations in assessment systems (Abramo, D'Angelo and Grilli, 2021), especially in 

the case of Italy and Great Britain. Moed (2007) identifies certain long term effects of 

evaluation systems, including increases in citations, publications in impact journals 

and collaboration. There are other studies that focus more on researchers' 

motivations for citing works (Vaughan and Shaw, 2007), as well as their own 

(negative) perceptions of them (Aksnes and Rip, 2009). 

 

2. Proposals for improvement of indicators (or development of new 
indicators) 

The indicators with the most proposals for improved alternatives are the JIF and the 

h-index. In the case of the former, for example, new indicators have been proposed 

to solve problems such as the Discounted Cumulated Impact (Javrlein and Persson, 

2008), and another to calculate the ageing of scientific journals (Moed, Van Leeuwen 

and Reedijk, 1998). In the case of the h-index, proposals include alternatives in the 

case of co-authorship (Crespo and Simões, 2021) as well as improvements or 

variants, such as the hg-index (Alonso et al., 2009) and the h-index (Prathap, 2010). 

There are also articles that propose new indicators to evaluate researchers, such as 

the Research Excellence Index (Farid, 2021) and Fractional Scientific Strength 

(Abramo and D'Angelo, 2013). Another group of articles identified in this section 

focuses on proposing improvements to national assessment systems at the 

individual level (Abramo and D'Angelo, 2010; Kim et al., 2014). 

 
3. Description of evaluation systems 

The scientific literature largely focuses on describing the evaluation system in the UK 

(Research Assessment Exercise, RAE; Research Excellence Framework, REF) and, 

to a lesser extent, that of Italy (Valutazione della Qualità della Ricerca, VQR). A large 

majority of articles describe the functioning of these systems (Paisey and Paisey, 

2005; Ball and Butler, 2005) or their performance in a specific discipline (Traynor and 

Rafferty, 1999; Masrton and Ayub, 2000; Anthony, 2005). Some papers even 

highlight the changing criteria in different editions of the same evaluation system, 

such as in Italy (Abramo, D'Angelo and Di Costa, 2011). Other studies draw 
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comparisons between different evaluation systems (Geuna and Piolatto, 2016; 

Rebora and Turri, 2013). 

 
Part of the literature grouped in this section refers to the effects brought about by the 

use of evaluation systems, such as an increase in publications, publications 

concentrated in higher impact journals, and increased collaboration (Doyle and 

Arthurs, 1998; Checchi et al., 2020; Demetrescu, Ribichini and Schaerf, 2020; Moed, 

2007). Karlsson (2017) is one of the authors to have commented on how in Sweden, 

the evaluation system has led to an increase in research management, leadership, 

communication and good administrative order. 

 

The literature also identifies problems with evaluation systems for some countries. 

Vasen (2018), through his qualitative report on social researchers, determined that 

there exists a certain asymmetry between the discourse of institutions and the 

behaviours that are rewarded in assessment practices, the latter of which tends to 

encourage more traditional profiles. Other studies present the context of different 

countries such as Malaysia, where one of the major challenges of their evaluation 

system is the organisation of information (Yassin et al., 2011). 

 

Criticisms of the use of citations as indicators in evaluation systems can also be found 

(Warner, 2000), in particular regarding the institutional tension (Dawson, Findlay and 

Sparks, 2004) and bias towards certain topics of interest (Dunne and Harney, 2008; 

Butler and Spoelstra, 2014) that they cause. Others criticise some of the effects they 

have on writing practices (Mcculloch, 2017), publication misconduct (Sheikh, 2000) 

and unintended consequences, such as a competitive, adversarial and punitive spirit 

over time (Elton, 2000), that runs contrary to the sense of community inherent in 

scientific cooperation. 

 

In contrast, other papers present the beneficial effects of the use of bibliometric 

indicators in some specific evaluation systems, such as in the UK (Taylor, 2010). 

Other authors go further by stating that only bibliometric methodologies should be 

used, as indicated by Abramo and D'Angelo (2011) in relation to the Italian system 

(Abramo and D'Angelo, 2011). In the same vein, Geuna and Martín (2013), after 

analysing various evaluation systems around the world, argue that benefits can 

exceed costs; however, over time they produce diminishing returns. 

 

 



 

47 
 

4. Opportunistic behaviour 

In the literature reviewed we can find a large number of papers that describe the 

adverse systems created by evaluation systems for researchers. For instance, there 

is mention of the gifting of authorship and opportunistic behaviours (Abramo, 

D'Angelo, Di Costa, 2019); the gaming of the system, the game of excellence that 

"dominates its players" (Vasen, 2018; Butler and Spolestra, 2014), the increase of 

publications in elitist groups (O'Connel et al, 2020), epistemic injustices such as the 

language of publications (Rowlands and Wright, 2020), global-local competition 

(Vidovich, 2008), concentration of scientific production in just a few departments 

(Bonaccorsi and Cicero, 2016) and the "adaptive" responses of researchers 

(Akbaritabar, Bravo and Squazzoni, 2021). 

 

5. Criticism of the use of selective databases (Web of Science and 
Scopus) in evaluations 

Many studies compare the use of different bibliographic databases and the effects 

they can have on evaluation practices. They analyse things like coverage (Amara 

and Landry, 2012; Norris, Oppenheim, 2007), citations (de Winter et al., 2014), the 

language of publications (Vera-Baceta, Thelwall and Kousha, 2019) and WoS and 

Scopus biases (Mongeon and Paul-Hus, 2015). Other studies compare the coverage 

of WoS and Scopus against national databases, such as the Norwegian Science 

Index Database, where there appears to be insufficient coverage of social sciences 

and humanities (Aksnes and Siversten, 2019). 

 

Within this group are studies that propose the use of alternative databases such as 

Dimensions or Google Scholar for evaluation, which do not require a subscription 

(Dimensions has both free and paid versions). With regard to Dimensions, Thelwall 

(2018a) states that it is a good database for analysing the impact of publications and 

highlights its high correlation with Scopus. Herzog, Hook and Konkiel (2020) also list 

the advantages of this database (different document typologies, inclusion of 

altmetrics, publication and citation information). There are also many studies that 

highlight the role of Google Scholar as a complementary database for scientific 

evaluation (Bornmann et. al, 2016; Mingers and Meyer, 2017; Delgado López-Cózar, 

Orduña-Malea and Martín-Martín, 2019). Its main advantages are its greater 

publication coverage (Baneyx, 2008), citation coverage (Martín-Martín et al., 2018) 

as well as its immediacy (de Winter et al., 2014). Along the same lines, the use of 

Google Books is also highlighted in areas such as the social sciences and humanities 
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(Kousha and Thelwall, 2009; 2011). Finally, other studies emphasise the use of 

Microsoft Academic, underlining its higher citation coverage (Harzing and Alakangas, 

2016) as well as the inclusion of other document typologies such as books and 

conferences, despite the fact that this (now outdated) database also has insufficient 

coverage for the humanities (Hug, and Brandle, 2017). 

 
6. Use of alternative metrics for research evaluation  

Some papers identified in the literature review advocate the use of alternative metrics 

for evaluation (Ronald and Fred, 2013; Thelwall, 2018c; Mohammed and Thelwall, 

2014). Some of these metrics share a high correlation with impact measured in 

citations, such as the number of Mendeley Readers (Bornmann, 2015), while other 

metrics show little correlation, such as tweets (Bornmann and Haunschild, 2018). 

Sotudeh, Ravaei and Mirzabegi (2018) underline that their strengths include their 

openness and ease of access, non-reliance on commercial databases, impact 

assessment of preprints, measurement of different types of research impact, 

promotion of peer review processes, reduced linguistic bias, assessment of young 

researcher impact, speedier evaluation processes, calculation of impact on all types 

of audiences, interdisciplinary comparisons and analysis of under-cited topics, 

among other things. On the other hand, Haustein (2016) also identifies challenges 

presented by their use, such as their heterogeneity (which makes it difficult to have 

a common framework), lack of precision, consistency and replicability, and particular 

dependencies (reliance on APIs or DOIS, data providers and aggregators). 

 

7. Quantitative vs. qualitative measurement (peer review) 

This section includes discussion on the use and combination of quantitative and 

qualitative methodologies in evaluation. This group contains studies that claim that 

bibliometric indicators and peer review processes provide similar results (Bertocchi 

et al., 2015; Baccini and De Nicolao, 2022). Other studies, however, report very 

mixed results, as in the case of the Italian evaluation system (Abramo and D'Angelo, 

2011). Other papers consider that a good solution is to combine indicators and the 

peer review process (Martin, 1996), even suggesting that the combination of 

indicators is key for evaluation processes at research group, departmental and 

institute level (Van Raan, 2005). In contrast, authors such as Abramo and D'Angelo 

(2011) argue that it would be more efficient (and cheaper) to use only bibliometric 

indicators for evaluation systems. 
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8. Manifestos calling for a change in the evaluation system 

This section includes studies that examine more general manifestos, such as the 

San Francisco Declaration on Research Assessment (DORA) (2014), which insists 

that a journal's impact factor should no longer be used to evaluate scientific research 

(as it can affect hiring, promotion and funding decisions) (O'Connor, 2022). Another 

important manifesto included in the dataset is the Leiden Manifesto (Hicks et al., 

2015), which includes a list of ten principles for research evaluation. This manifesto 

is particularly important because it was drawn up by people of recognised standing 

in bibliometrics and science studies, which means the principles are of a more 

technical nature compared to DORA, which is more ideological. On the other hand, 

there is the Metric Tide (Wildson, 2015), an independent report containing a review 

of the role of metrics in research evaluation and management, as well as a series of 

recommendations (use of responsible metrics) addressed to university leaders, 

funders of research, publishers and individual researchers (see list of manifestos in 

Table 1). 

 

In the social sciences, 'Yes we should; Research assessment in the humanities' (van 

den Akker, 2016) argues for a change in the evaluation system for the humanities, 

given that scientific practices are very different compared to other areas (e.g. the 

type of publication and the language of publications). From Spain, Delgado-López-

Cózar, Ràfols and Abadal (2021) published 'Letter: A call for a radical change in 

research evaluation in Spain', arguing for a shift in current evaluation policies, basing 

its arguments on the misuse of bibliometric indicators. 
 

9. Cross-cutting issues: interdisciplinarity, gender and diversity 

Finally, there are a series of studies that criticise more transversal aspects, such as 

interdisciplinarity, gender and diversity. Ràfols et al. (2012.) criticise the fact that 

journal rankings can put interdisciplinary research at a disadvantage in research 

evaluation. With regard to gender, we can find articles that examine the gender gap 

in the British system (Jappelli, Nappi and Torrini, 2017) and gender discrimination, 

with a largely male-dominated approach to career success (Knights and Richards, 

2003). Northcott and Linacre (2010) also argue that evaluation systems can affect 

the diversity and originality of research (they specifically analyse the field of 

accounting). 
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4. Bibliometrics in research evaluation 
According to the results obtained in the scientific literature review on research evaluation, 

bibliometrics appears to play an important role in the discipline. The use and application 

of different bibliometric indices and indicators has become widespread in the different 

evaluation models for scientific activity at different levels (institutional, regional and 

national). 

 

Although these indicators can be invaluable in helping to determine the quality, impact 

and relevance of the work carried out by an individual (or other entities such as groups, 

centres, institutes, organisations, countries or journals), their indiscriminate and 

uninformed use can damage the system from the bottom up, leading to evaluations that 

are not only unfair or incorrect, but can also lead to changes in the behaviour of research 

staff. It is a paradox that this is occurring even in areas such as ethics and philosophy 

(Feenstra, Delgado López-Cózar and Pallarés-Domínguez, 2021), as a direct 

consequence of the existing system of incentives and rewards. 

 

Another of the problems identified in evaluation systems is the evaluation mechanism 

itself. In the process of external accreditation of institutions by different agencies 

(regional or national), the task of evaluation is delegated to the teaching staff themselves 

(which creates a conflict of interest). Although expert academic staff may be able to 

assess many of the relevant aspects of an applicant's scientific career (given their 

knowledge of the field and its structure: relevant sources and authors, lines of research, 

events, etc.), this does not necessarily mean that they have sufficient knowledge to apply 

the bibliometric indicators referred to in evaluation processes. 

 

This means that both academic and administrative staff with no training in bibliometrics 

are applying these indicators (mostly incorrectly) in evaluation processes, which is 

having a significant impact on those individuals being evaluated. It is hard to understand 

why experts in bibliometrics are not involved in design processes for research evaluation, 

nor in its use and application in evaluations. Without their involvement, the result is often 

farcical and arbitrary evaluations (Orduña-Malea, 2021). 

 

In consequence, there is a certain misalignment between what is discussed among the 

scientific community (bibliometrics, scientometrics, research evaluation, etc.), and the 

design and application of national and regional evaluation models. The scientific 
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community advocates for the following: using normalised indicators with caution, 

avoiding journal-level indicators, broadening the types of documents analysed and the 

citation windows considered, acknowledging the differences between disciplines, and 

placing greater value both on the use of alternative and open sources instead of closed 

and paid sources, as well as aspects beyond the number of citations received. With this, 

the goal is to measure other, more social dimensions (such as the transfer of results to 

society, professional applicability, and the resolution of local or regional problems). 

Nevertheless, government services responsible for research management and 

accreditation agencies continue to design and use journal indicators (mainly the JIF and 

SJR), avoid normalised indicators, focus bibliometric analyses on journal articles indexed 

in specific elitist databases (which are also closed access and require payment, in the 

form of expensive license fees) and generate fictitious differences between disciplines. 

As a corrective measure, they subjectively modify the minimum number of articles 

published in journals that are indexed in select sources, in order to reach a positive 

accreditation outcome. 

 

The goal of this section is to describe the main bibliometric indicators used in evaluation 

processes, making a distinction between those applied at source level (section 4.1, Table 

3), individual level (section 4.2, Table 4), publication level (section 4.3., Table 5) and, 

finally, alternative metrics (section 4.4., Table 6). For each metric, there is a description 

of the main advantages and disadvantages they present for use in evaluation processes. 

 

 

 

 

 

 

 

 

 

 

 

 

4.1. Bibliometric indicators at source level 
This section includes what are commonly referred to as journal-level metrics. However, 

in order to avoid journals being seen as the only possible aggregation, it was decided to 



 

52 
 

use the term source. Some databases such as Scopus already use the concept of source 

to specifically refer to the aggregation in which a publication is included. 

 

Table 3. 
List of indicators at source level 

Metrics  
at source level 

Features, advantages and disadvantages 

Impact Factor 
(JIF) 

This is probably the most controversial and widely reviewed indicator, and its 

weaknesses when applied to the evaluation of individuals have been widely 

studied, analysed and discussed by the scientific community (Lariviere and 

Sugimoto, 2019). 

Its formula involves the evaluation of a journal according to an "expected" 

average number of citations. It is expected because it is a value obtained by 

considering the publications of the two preceding years divided by the citations 

received by those publications during the year of evaluation. 

The main drawbacks include the following: 

• It is an indicator based on an average, yet we know that citations 

do not present a normal distribution. This means that the impact factor is 

mainly obtained from the high number of citations received by just a few 

journal articles, while the majority of articles published in the same time 

frame have probably not received even one citation. It is therefore not 

representative of the journal as a whole, but rather of just a few successful 

publications. 

• It is an indicator designed to measure the impact (based on 

citations) of a journal and, therefore, not the capacity or quality of a 

particular author. Evaluations should preferably be carried out at 

document level, not at journal level. An article in a very prestigious journal 

may receive no citations, while another article in a less prestigious journal 

may receive many. It is true that the impact factor means that many 

authors tend to cite more articles from high impact journals (reputation 

bias), but there is no causality. 

• The indicator is calculated according to the coverage of journals 

indexed in the Science Citation Index and Social Science Citation Index 

of the Web of Science (WoS). It is therefore limited to the coverage of 

these selective databases, biased towards certain document typologies 

(journal articles), languages (English) and disciplines (experimental). 

• Although the Arts & Humanities Citation Index does exist, there 

is no impact factor assigned to the journals indexed in this database, 
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which often leads to confusion in some evaluation systems and for some 

applicants. 

• The impact factor can be easily manipulated by journal editors. 

Considering the typologies that are permitted for documents containing 

citations and cited documents, the JIF can increase substantially. In 

addition, publishers can make agreements to cite each others’ works by 

setting up citation cartels (Mongeon, Waltman and Rijcke, 2016). 

• The impact factor is only provided by Clarivate Analytics and used 

in the Journal Citation Reports, in order to rank journals within their 

disciplines. There are other source-level indicators based on citations 

aside from the journal impact factor. This indicator is sometimes referred 

to inaccurately when speaking about other metrics, such as the Scimago 

Journal Rank or the Citescore, even though they are completely different. 

This sometimes leads to significant confusion in many evaluation models, 

where these impact indicators are likened to each other. A Q1 in SCI 

cannot be compared to a Q1 in JCR. First, because the categories are 

not exactly the same. Second, because the number of journals per 

category is not the same. 

• Specifically, the ranking of journals according to the JIF 

generates problematic statistics, given the minute differences between 

journals measured to three decimal places (statistically non-significant), 

thus artificially adding irrelevant differences, in an effort to convey a 

precision that does not exist at a mathematical level. Furthermore, there 

is the division of journals into four sections, commonly called quartiles, 

but that are actually "quarters". Journals are ranked according to their 

impact factor and, subsequently, the zones (quartiles) are obtained by 

dividing the total number of journals indexed in a scientific field by four, 

thereby creating four zones with an identical number of journals in each. 

However, this doesn’t take into account that the impact factor doesn’t 

follow a normal distribution, thus it generates misleading information when 

ranking journals, as two practically identical values can position two 

journals in different quartiles in a completely artificial way. 

• The differences between disciplines, when quantified by citations 

received, are huge. Citations make sense in experimental areas with a 

great deal of publications and citations as part of the scientific heritage 

and culture. The JIF generates problems for social and formal disciplines, 

humanities and even certain engineering fields, where the impact factors 

obtained are very small, leading to non-significant and misleading 

statistical differences. 
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• The impact factor allows for a citation window of 2 years, which 

is entirely insufficient for many disciplines, in which it may take years to 

accumulate the number of citations necessary to generate significant 

differences in the ranking of journals. This limitation has been corrected 

by designing other indicators with longer citation windows, but 

nevertheless, evaluation models generally use the Impact Factor. 

Clarivate Analytics does offer a version of the JIF with a 5-year window (5 

year Journal Impact Factor), but this parameter is not generally used. 

• Today, the JIF primarily functions as an indicator that measures 

a journal's ability to attract manuscripts. It is beneficial for a person to 

publish their work in a journal with a high impact factor. We might assume 

that the review process is tougher and more demanding (although these 

requirements should be unrelated to the impact factor and depend rather 

on scientific rigour, regardless of the journal), but this is not a determining 

factor in the evaluation of research staff, because the authorship/co-

authorship may have been due to many circumstances, and not only the 

merits of the person being evaluated. 

The main criticism is not so much of the Journal Impact Factor as a bibliometric 

indicator, but of its use when evaluating an individual, regardless of the 

discipline, and also the fact that this indicator is a determining factor in the result 

of an evaluation. 

Scimago 
Journal Rank 
(SJR) 

This indicator (Guerrero-Bote and Moya-Anegón, 2012) also aims to evaluate 

journals in terms of citations received, and is widely used in research evaluation 

models (e.g. Spain) alongside the JIF. The following are some considerations to 

be taken into account with regard to this indicator: 

• Not all citations are equal. In other words, the fact is that not all 

citations hold the same value. A citation from an article published in a 

prestigious, high-impact journal is more valuable than a citation in an 

irrelevant journal. Based on this understanding, and leading on from the 

PageRank philosophy, a discipline-specific index was created. 

• By taking into account the pattern of citations in different 

disciplines, the SJR can be used to make comparisons between journals 

pertaining to different fields. The effect of the SJR is to lessen the 

differences between fields, for instance by giving less value to citations in 

high-citation fields (e.g., neuroscience, pharmacology), and more to those 

appearing in low-citation fields (mathematics, humanities). 

• Self-citations are not included in the calculations, which is an 

added value. There does in fact exist a version of the JIF without self-

citations, but it is rarely used or provided, probably because users are 
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unaware of its existence, or because providing this data would be 

detrimental to the user. 

• This indicator is based on the Scopus database, and so is also 

biased towards certain disciplines and document typologies, although its 

coverage is greater than Web of Science (Science Citation Index and 

Social Sciences Citation Index). 

• Indeed, with wider journal coverage, the quartiles (quarters) of 

journals per discipline are larger (substantially larger in some areas). For 

this reason, it makes no sense to equate the first quartile of SCI/SSCI with 

the first quartile of Scopus, as discussed above. 

• The citation window is three years, which is more appropriate 

than the two-year window of the JIF. However, it may be insufficient for 

many disciplines. 

• It is an indicator that is computationally complex to calculate and 

not fully reproducible. 

Again, the main problem with this indicator is its use as a determining factor in 

evaluations of individuals, not the indicator itself, which provides valuable 

information about the prestige of scientific journals. 

Journal Citation 
Indicator (JCI) 

This is a recent indicator created by Clarivate Analytics in 2021, computed 

retrospectively up to and including 2017, which is calculated for all journals 

included in the Web of Science Core Collection, including those that have not 

been allocated a JCI. 

The JCI is achieved by calculating the average of the CNCI value (Category 

Normalised Citation Impact) obtained for all articles and reviews published in the 

three preceding years. The JCI is therefore a normalised indicator at source 

level, similar to the CNCI at publication level. This is useful when making 

comparisons between disciplines. 

It is a very new indicator and therefore has not been the subject of many studies 

as yet. Initial empirical analyses suggest that as an indicator it correlates strongly 

with the JCI and the 5-Year JCI, and that it may be particularly useful for the 

evaluation of journals in the arts and humanities (Torres-Salinas et al., 2022). 

CiteScore This indicator is calculated using the Scopus indicators. Among its main 

advantages are the following: 

• It covers the current year. 

• It has a wide coverage of journals (43,685 journals in 2022). 

• Apart from quartiles (quarters), it also works with percentiles by 

discipline, which helps to better position the journal within its field. 

• It takes into account open data. 
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• The document typologies considered for both citing and cited 

documents are the same. 

• It works with 4-year citation windows, which is longer than those 

of both the JIF and the SJR. 

However, it also has some drawbacks: 

• It is not normalised by discipline. 

• It incorporates biases from Scopus. 

• Elsevier acts as both publisher and evaluator of journals, creating 

a conflict of interest. 

Source 
Normalized 
Impact per 
paper (SNIP) 

SNIP is a normalised indicator introduced by Henk F. Moed (2010), which is 

calculated as the number of citations given in the present year to publications in 

the past three years, divided by the total number of publications in the past three 

years. The SNIP includes peer-reviewed articles, conference papers and 

reviews. 

Citations are normalised to account for differences in citation practices between 

scientific fields. For this purpose, it considers that the longer the reference list of 

a citing publication, the lower the value of a citation originating from that 

publication. 

A journal with a SNIP of 1 has the median (not the mean) number of citations of 

journals in that field. 

The following should be taken into account with regard to this indicator: 

• It is an open source indicator. 

• It is calculated using Scopus data, thus it carries the same 

limitations on coverage as described earlier. 

• It focuses on "citation potential" (it uses citing and not cited 

documents). 

• Non-citable items are excluded. 

• It does not consider journals with a high percentage of review 

articles. 

• The subject field is defined as the collection of documents that 

cite a particular journal. In this way, the subject field is based on a matrix 

of article citations, rather than journals. 

• Self-citations are included in the count. 

It complements evaluation processes well. However, the SNIP does present 

some problems and limitations (Mingers, 2014), which has led to some 

modifications to the original proposal (Waltmal et al., 2013). Problems arise 

especially when applied to areas with a dataset of publications containing 

outliers (highly cited publications in comparison to others). In Spain, it is not 

widely used by academic staff evaluation agencies, even though it provides 
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interesting complementary data on the impact of journals based on the impact 

of their publications. 
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4.2. Bibliometric indicators at individual level 
This section includes indicators that are applied directly to the author of the scientific 

paper. Sometimes these indicators are calculated directly and others as a result of 

aggregating different values associated with the individual. 

 

Table 4. 
List of indicators at individual level 

Metrics  
at authorship level 

Features, advantages and disadvantages 

Number of 
publications 

In Spain, the number of indexed publications (generally in JCR and Scopus) is 

frequently used as a criterion for the evaluation of academic staff. Specifically, this 

indicator is used as a threshold or minimum requirement in order to be considered for 

the different academic positions existing both in ANECA and in the different regional 

evaluation agencies. However, the use of this metric for threshold setting purposes is 

problematic for a number of reasons: 

• As a size-dependent indicator, it should be used with caution, as 

publishing practices (productivity) vary in different areas. Agencies try to avoid 

this by setting different thresholds, however, they are still defined subjectively 

and, in some cases, are methodologically unjustified. Furthermore, the 

concept of scientific authorship is being debated due to hyper-productive 

practices (Cronin, 2001), especially resulting from traditions within certain 

disciplines that are part of so-called big science. For this reason, the concept 

of "author" is diluted in some cases, and its definition and meaning are being 

reconsidered. 

• The quantification of publications is based fundamentally on certain 

document typologies (journal articles) indexed in certain databases. However, 

to understand the significance of an indicator that counts scientific articles, it 

is important to understand what a scientific paper is and what it represents 

(Fernández Carro, 2020). We may assume that it is a minimum unit of 

validated knowledge, but this is not necessarily true in all cases and 

disciplines. 

• This practice forces authors to focus on publishing journal articles 

rather than other types of documents, which are common in some fields (such 

as conference papers in engineering, book chapters in law, and books in 

history and sociology). 

• The articles are counted if the journal is indexed in the databases in 

question (JCR and Scopus, as mentioned above). This leads academic staff 
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to submit their work to only a limited number of journals. This is risky in certain 

areas, when very few journals have an appropriate scope. Academic staff 

sometimes adjust their findings in order to match with the indexed journals that 

give them the best chance of being published, even if they are not journals in 

their field. 

• Finally, with more value being placed on the quantity of publications 

than the quality, relevance and contribution of the paper to the discipline, 

academic staff focus on reaching the minimum number of publications, 

sometimes in whatever way they can. 

Number of 
absolute citations 

Just as counting the total number of publications leads to problems with assessment 

(as well as behavioural effects), counting citations received is not in itself a suitable 

indicator: 

• The number of total citations received depends on the discipline, type 

of publication, number of co-authors, year of publication of the paper and 

academic age. These parameters need to be controlled or normalised when 

drawing comparisons, as there may be significant differences even between 

different fields within the same discipline. 

• The citation distribution of an individual is heavily skewed (for 

example, if a small proportion of their overall publications receive the majority 

of citations). Thus this figure is not indicative of an individual’s impact and 

trajectory. 

• This parameter does not take into account the individual’s participation 

in publications, an aspect that can only be considered with a narrative (written 

or oral) assessment of a paper or career. 

• Finally, just like the publication threshold, this parameter promotes the 

acquisition of citations, which can lead to unethical behaviour such as 

excessive self-citation, citations among collaborators and coercive citations 

(when a reviewer of third party texts recommends citing their own articles). 

• Citation habits can produce distorted information. An example of this 

is the so-called “Pied Piper Effect”, described by Kostoff (1997). This refers to 

when a highly cited approach/method in a discipline is eventually found to be 

incorrect, yet despite this, the article continues to be cited out of inertia, even 

if its results are outdated, obsolete or found to be outright false. 

H-index The h-index (Hirsch, 2005) is, together with the JIF, probably the most debated and 

most criticised indicator in bibliometrics, and at the same time the most used in 

evaluation practices, although its weaknesses have been widely discussed (Costas 

and Bordons, 2007). 
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It is the indicator with the most existing variants (Alonso et al., 2009; Bornmann et al., 

2011), the different versions of which continue to appear often. However, hardly any of 

them have been implemented seriously in metric analyses, let alone in evaluations of 

academic staff. 

The main drawbacks identified in scientific literature include the following: 

• It is an indicator that places value on the number of publications. It is 

therefore strongly affected by academic age, collaborative activity and the 

discipline of the author. 

• In the case of scientific age, clearly the h-index depends on the length 

of each scientist's career, as publications and citations increase over time 

(Hirsch, 2005; Kelly and Jennions, 2006). This generates a bias towards more 

senior researchers (European Commission, 2017). Therefore, we cannot 

compare the h-index of two individuals without taking into consideration the 

number of years they have been publishing. There was an effort to 

compensate for this bias, by dividing the h-index by the number of active years, 

but this parameter is rarely applied, and in any case it raises other secondary 

problems, such as how to establish the start date of a person’s career (after 

the first published article, after the defence of the thesis, etc.) or how to obtain 

this data for those who request it. 

• In the case of scientific disciplines, there are some areas that have a 

great deal of publications, in which case a h-index of 20 may even be normal. 

In other disciplines, a h-index of 20 would indicate a scholar of international 

standing. These differences are explained in Hirsch's original paper, but the 

way in which they are implemented in the various discipline commissions in 

evaluation agencies is not fully known. The scientific community tried to 

develop a normalised universal h-index (Radicchi, Fortunato and Castellano, 

2008). However, its computation is complicated and it is virtually unknown, 

thus it has barely been used. 

• As an indicator that combines two parameters (publications and 

citations), each one of these is dependent on the other. Therefore, the 

publication of highly cited articles may be diminished or under-rewarded by the 

h-index. In response to this problem, the g-index (Egghe, 2006) was 

developed, which is probably the most widely used variant of the h-index. 

However, this complementary parameter to the h-index is rarely used in 

evaluation processes. 

• Given the way it is computed, two researchers in the same field with 

very different scientific careers could obtain exactly the same h-index. This 

leads to strong discrepancies and is the cause of many poor evaluations, 
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especially when evaluators use the h-index without considering other 

contextual or background variables. 

• The h-index also leads to changes in scientists’ publications, such as 

increasing the number of self-citations to key articles at the core threshold of 

the h-index, in an effort to artificially increase their standing (Van Raan, 2006). 

All of this means that an index that could potentially provide a lot of interesting 

information ends up being corrupted, and moving away from what it is intended 

to measure: scientific reputation (Koltum and Hafner, 2021). 

• There are technical problems, in particular the question of reducing 

ambiguity in names (Hirsch, 2005), which could be gradually achieved with 

ORCID standardisation. 

• Finally, the h-index depends on the data source used for its 

computation (Bar-Illan, 2008). Given the differences in coverage between 

sources, an author's h-index may be completely different if measured in very 

elitist (Science Citation Index and Social Science Citation Index), moderately 

elitist (Scopus) or inclusive (Google Scholar, ResearchGate) databases. 

Although the h-index is easy to understand and quick to capture in the main 

bibliographic databases, its discriminatory use to evaluate an individual is strongly 

discouraged by almost the entire bibliometric community. This measure should be 

normalised, contextualised or complemented by other measures. 

i10-Index The i10-index is an indicator popularised by Google Scholar which incorporates it in its 

own author profiles (Google Scholar Profiles). The indicator counts the number of 

publications that have achieved a minimum of 10 citations. This calculation solves 

some limitations of the h-index and rewards the individual’s ability to publish many 

articles with a minimum impact (Teixeira Da Silva, 2021). The main problem with this 

indicator is its dependence on subject areas (it requires normalisation) and academic 

age. 
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4.3. Bibliometric indicators at publication level 
This section includes what are commonly referred to as “article-level metrics". However, 

in order not to be restrictive when linking a publication to a journal article, these metrics 

are instead described as being "at publication level". 

  

Table 5. 
List of indicators at publication level (article) 

Metrics  
at publication level 

Features, advantages and disadvantages 

Highly cited papers (HCP) This indicator is calculated by Clarivate Analytics using data from 

Essencial Science Indicators (ESI), and is based on the 

identification of highly cited articles in each discipline, taking into 

account the year of publication, in order to eliminate seniority bias. 

To do this, the total number of citations received from all 

corresponding journals is calculated for each year and discipline. 

The threshold is 1% of this number. If an individual's publication 

reaches this threshold, it is then considered to be a highly cited 

document. 

A highly cited paper may not continue to be so the following year if 

it fails to reach the publication threshold (each year it is raised, as 

articles collect citations over time). 

This indicator is also used to measure the impact of authors. When 

an author achieves a certain number of highly cited publications, 

they become a Highly Cited Researcher. This value, in turn, is used 

to measure the scientific impact of universities (by how many highly 

cited authors work at a university) in the Academic Ranking of World 

Universities (ARWU), known as the Shanghai ranking. 

Irrespective of other secondary uses, this publication-level indicator 

provides insight into an individual's ability to publish an impactful 

paper in their field, bearing in mind the year of publication; 

something that really sets an academic CV apart.  

Field-Weighted Citation Impact 
(FWCI) 

This is a normalised publication-level indicator, created using the 

Scopus database (Colledge, 2014). 

Normalisation controls the scientific category, document type and 

year of publication. 

The indicator is based on the ratio between the citations of the 

analysed document and the average number of citations received 
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by all similar documents over a three-year period. Each discipline 

makes an equal contribution to the metric, which eliminates 

differences in researchers' citation behaviour. 

This parameter therefore reveals whether the citation impact of a 

publication is below or above the average number of citations that 

the total number of documents of the same type (e.g. articles, book 

chapters, conference papers) has received in the world. 

This indicator should be used with caution because: 

• Its value fluctuates during the first three years after 

the article is published (each year its value may vary). From 

the fourth year onwards, its value stabilises. 

• This indicator can be artificially inflated by "hyper-

collaborative" publications. 

• It can be affected by the influence of atypical 

articles, especially if there is a small dataset, and can be 

very high for minor document typologies (with just a few 

citations they can receive a very high FWCI). 

Despite these limitations, this indicator should be taken into account 

when assessing the impact of a particular publication. 

Scival (Elsevier) also calculates the FWCI at author level, based on 

an average of the values assigned to individual publications. This 

parameter is of interest, but should not be used when the number 

of publications is very small, as in this case just a few articles may 

end up distorting the final value. 

Category Normalised Citation Impact 
(CNCI) 

The CNCI is an equivalent indicator to the FWCI, but is calculated 

using the Web of Science Core Collection database. It is therefore 

a normalised publication level metric (by field, document type and 

year of publication). As such, it has the same advantages and 

disadvantages as the FWCI, with added biases resulting from the 

coverage of Web of Science.  

It is therefore difficult to apply this indicator to social, human and 

technical areas, where few papers will achieve CNCI values 

significant enough to be able to differentiate and compare impact. 

Field Citation Ratio (FCR) The field/domain citation ratio (FCR) indicates the relative citation 

performance of a publication compared to articles in a similar 

timeframe in the same subject area or domain. A value of more than 

1.0-1.5 indicates an above average number of citations. 

The FCR is calculated for all publications in Dimensions which are 

at least two years old and were published in 2000 or later. 
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Therefore, it is another normalised indicator, dependent on a 

database (in this case Dimensions), but in this case the article must 

be two years old, so it cannot be used for old publications. 

This indicator is also potentially useful as a complementary tool 

when assessing the relative impact of a publication, using in this 

case a platform with non-elitist coverage, although with other 

disciplinary biases (Martín-Martín, et al., 2021). 
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4.4. New metrics and alternative metrics 
Alternative metrics have constituted one of the most prolific lines of work in bibliometrics 

over the last decade, since its emergence with the publication of the Altmetrics Manifesto 

(Priem et al., 2011). It came about on the one hand as a consequence of the abuse of 

traditional journal metrics (especially the JIF) when evaluating papers and individuals 

and, on the other, the emergence of numerous online platforms that were able for the 

first time to collect, compile and compute a new generation of metrics, aimed at 

measuring person-document interaction in an online context on a mass scale. 

 

This meant being able to go down to document level (leaving behind the compiled 

"journal") when assessing the impact or interest aroused by a paper. This level of 

granularity had not previously been possible. The interaction of specific individuals with 

specific documents (not necessarily journal articles, but any document typology) opened 

the door to a new variety of global and immediate metrics. 

 

Although the term altmetrics first derived from article-level metrics, this term is restrictive 

as it can refer to digital objects (any type of document), individuals (Martín-Martín, 

Orduña-Malea and Delgado López-Cózar, 2018) or even other aggregates, such as 

journals or universities. Therefore, when we talk about altmetrics we run the risk of 

generalising and referring to metrics that are in fact completely different, yet are grouped 

under this umbrella term, chosen to refer to their groundbreaking nature and their break 

with traditional bibliometric measures. 

 

The use of altmetrics in scientific evaluation has generated a wide-ranging and lengthy 

debate in scientific literature, both with regards its interpretation (Haustein, Bowman and 

Costas, 2016) and its use in evaluation (Sud and Thelwall, 2014; Haustein, 2016; 

Sugimoto et al., 2017; Thelwall, 2018c; 2020). Table 6 compiles the main, general 

advantages and disadvantages of altmetrics, but it is of course necessary to dig down to 

the level of the metric and metric provider in order to assess the suitability of a particular 

indicator. 

 

 

 

 

 
Table 6. 
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Altmetrics: advantages and disadvantages 

Alternative metrics Features, advantages and disadvantages 

Advantages The main advantages of alternative metrics are the following: 

● They provide alternative or complementary evidence regarding 

the impact of citations, which may involve identifying impact or 

relevance in non-scientific (e.g. professional or governmental) settings. 

● They are fast. Metrics are generated quickly (Fang and Costas, 

2020), so much so that in some cases they may predict evidence of 

impact in advance, given that the process of accumulating citations is 

slower, especially in some disciplines and sources. 

● The volume of data for some of these metrics is manifestly 

larger than for other bibliographic metrics, in some cases by an order of 

magnitude, such that statistical analyses can provide greater 

granularity. 

● They are metrics that can provide a high level of specificity, as 

they can measure specific documents and individuals, focus 

measurement on very short time intervals and determine 

specific filters with relative ease. 

● They have the potential to provide greater diversity by not 

focusing on journal articles and the citations they have received from 

other articles. Other typologies (including supplementary material, 

data or software) and other evidence of impact (communication and 

dissemination of results outside the scientific community) may surface, 

helping to better understand the impact of a paper in certain cases. 

Disadvantages The main disadvantages of alternative metrics are as follows: 

• It is extremely challenging to translate evidence into 

impact, i.e. understanding what evidence can mean or 

contribute. 

• As metrics they lack robustness and are changeable 

values (European Commission, 2017). 

• There is limited uptake of social media in several 

disciplines and countries (European Commission, 2017). In 

other words, the data is heavily constrained by the use of the 

platforms that provide the data. If a particular platform is not 

used in a country or community, its data can never be 

relevant. For example, in countries such as China it makes 

no sense to analyse Twitter, since it is not used (it is banned) 

and they have their own networks (e.g. WeChat). 
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• There is a lack of open access to the underlying data 

(European Commission, 2017). 

• A lot of the data disappears. 

• The data prevalence is very low. That is, for some alternative 

metrics, only a few publications will achieve significant scores, while 

a large percentage of documents will receive no evidence of impact. 

• There is a strong dependence on service providers (PlumX, 

Altmetric.com, Crossref Event Data). The characteristics of these 

providers and their stability are essential (Ortega, 2020). 

• They are easily manipulated. 

• They are metrics that need to be normalised and "cleaned 

up". They generally cannot be used without a process of data review 

and filtering. 

 

Among all available alternative metrics, scientific literature has only demonstrated a 

positive application of the following: 

 

Readers (Mendeley): this indicator reflects the number of people who have included a 

bibliographic reference in Mendeley, a bibliographic reference manager. This indicator 

has shown a very high correlation with the number of citations (Thelwall, 2018b). The 

reason is that when authors write an article and look for bibliographic references, they 

select works that will probably end up being cited in their articles. Thus, the number of 

readers achieved by a publication is a very effective early indicator of citations, albeit 

with differences between areas. 

 

Policy citations / Clinical citations: these indicators, although under the umbrella of 

altmetrics, count the number of citations a paper receives, but include a wider range of 

citing documents. In the case of citations from government policy reports or clinical 

guidelines (in medicine and health) it is possible to better gauge the impact of a paper in 

environments beyond the scientific publishing circuits. If a paper is cited, for instance, in 

a report by an organisation, either governmental or non-governmental, this can indicate 

the usefulness of the results of that study in the development of public policy. These data 

are considered to be of great interest particularly when evaluating papers in certain fields 

(e.g. health, psychology, food science, agriculture, etc.). 

 

Media citations: similar to the above, this metric quantifies the mention of scientific 

papers in different media. While the ease with which data can be manipulated (false 
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mentions) could be regarded as a weakness, the providers of this type of metric work 

with a curated list of media (both general and specialised), which helps to filter and 

cleanse the data. The downside is that there is a bias towards certain types of papers 

(controversial, general interest, media-friendly) and against papers from smaller and 

more technical disciplines, less able to capture the interest of the general public. For this 

reason, they are complementary metrics to be used in specific circumstances (for 

example, in disciplines with low citation rates but high professional demand), and never 

as a determining factor in any evaluation process. 

 

All other alternative metrics, such as the number of tweets accumulated, engagement 

(e.g. likes, comments, replies, shares), the total number of views, downloads, etc., are 

wholly inappropriate for use in evaluation processes and should be discarded from all 

disciplines. In some specific cases they could be used as complementary evidence, only 

if these metrics have undergone strict data cleansing, there is verification that they have 

not been altered or manipulated, and a contextualisation and understanding of the 

evidence provided. 
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5. Adverse effects of the use of indicators in 
evaluation processes  
As with any staff incentive scheme (in this case to improve the performance of teaching 

and research staff in universities), the selection and monitoring of indicators is crucial in 

order to analyse the impact of public policy. Undoubtedly, the individual evaluation 

system implemented in the university ecosystem has had positive effects on teaching, 

research and transfer of teaching and research staff, since the merits established for 

different academic positions have motivated a large majority of professors and 

researchers, especially in the early stages of their academic career. However, like all 

incentive schemes that remain in place over time, it is beginning to show signs of wear 

in all university systems worldwide, including of course Europe and Spain (see Delgado 

López-Cózar and Martín-Martín, 2022). 

 

These signs of wear are not unique to university teaching staff evaluation systems; they 

respond to deeper issues related to how evaluated individuals respond to incentive and 

performance monitoring systems. The so-called Campbell's Law (1976) is well known, 

indicating that the more a quantitative social indicator is used in making social decisions, 

the more the social processes that it intends to monitor will be subject to pressures and 

distortions. That is, when somebody undergoes an evaluation and is familiar with the 

indicator used, this will generate a change in their behaviour that can lead to strategic 

decision-making, contrary to the nature of research quality, and unethical behaviour. 

 

This social principle has many derivatives and variations, such as Goodhart's Law 

("When a measure becomes a target, it is no longer a good measure") or Lucas’ Critique 

(1976), who considers it naïve to try to "predict the effects of a change in public policy 

from relationships observed in historical data". In summary, macroeconomic models do 

not work because economic agents adapt their behaviour in order to benefit from the 

effects of changes (Puerta and Galeano, 2005). These effects reach their peak with the 

so-called Cobra Effect, whereby a policy aimed at solving a given problem ends up 

achieving the complete opposite of what it was intended to do. The name comes from a 

government policy in India to reduce the population of poisonous cobras. The policy 

included a financial reward for people that killed cobras, so people began to breed them 

in captivity in order to kill them and receive the payments. Once the government learned 

what was happening it put an end to the policy, and the people that had been breeding 
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cobras decided to release them, as they could no longer get any money for them. Thus 

the outcome in the end was an increase in the cobra population (Varpio et al., 2017). 

Similar examples have occurred elsewhere, giving rise to the so-called unintended 

consequences effect. 

 

One of the main problems with the use of indicators in evaluation processes is that they 

can encourage adverse and inappropriate behaviour. As indicators are accepted and 

incorporated into a country's research evaluation system, taking on a fundamental and 

decisive role, researchers begin to adapt their activity to bring it in line with the measures. 

In some cases, this can lead to malpractice, and priority ends up being given to results 

over the progress of science. Sometimes it appears as though the purpose of a 

publication is simply to gain citations, rather than to convey new knowledge, solve a 

problem or discuss ideas. To give an example, China offers monetary incentives to 

authors based on their publications in journals with a high Impact Factor (Ministry of 

Education of the People's Republic of China, 2020), thus creating a financial target (for 

researchers) rather than a scientific goal. These requirements lead to an increased 

number of article submissions to certain journals in an attempt to maximise scientific 

productivity.  

 

The aim of this section is to describe poor practices in scientific publications that have 

been reported in international literature. Among these inappropriate practices, there are 

two distinct categories: 

 

- Practices aimed at enhancing the author's scientific reputation per se.  In these 

cases, an individual seeks to achieve standing and prestige within the scientific 

community, not necessarily through an evaluation process. 

- Practices aimed at passing a specific evaluation process, such as a six-year 

research period or an accreditation. In these cases, scientific prestige is not 

necessarily the goal. 

 

It is also important to make a distinction between practices that are more individual or 

small-scale, and those that stem from a system organised for this purpose, i.e. paper 

mills (Teixeira da Silva, 2021; Day, 2022). 

 

The following are a selection of the most well-known and widely-detected forms of 

malpractice around the world.  
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Excessive self-citation 

The process of self-citation is not a form of misconduct in itself. It is understandable, 

logical and fair for somebody to cite their previous papers. This takes place especially in 

areas and fields where there are few people working in a specific line of research. In 

some cases, the author is the only person to have published anything on a particular 

topic. In such instances, not to cite oneself would be malpractice, as doing so would 

leave relevant papers out of the study. In addition, it allows authors to construct their own 

scientific discourse. 

 

The problem arises when authors engage in excessive and unjustified self-citation 

(Szomszor, Pendlebury and Adams, 2020). In this case, wording may even be modified 

to include citations that aren’t relevant. Sometimes this is done strategically, increasing 

citations of specific papers that can increase the h-index of an academic. 

 

Suppressed authorship (ghost authorship) 

Here, a person who has actively collaborated in a paper is not listed as one of the 

authors. In some cases, the individual is not aware because their name is removed just 

as the paper is submitted. Other times they are aware, and have probably been forced 

to participate in the paper or have accepted for their name not to appear in exchange for 

other favours. 

 

False authorship (gift / honorary authorship) 

One of the main tricks and unethical practices in scientific publishing is false authorship, 

which is given different names in literature (Teixeira da Silva and Dobránszki, 2016). 

 

One form of false authorship is "guest authorship". This describes when somebody who 

did not participate in the study ends up appearing as a co-author of the paper. There are 

multiple explanations for this. We can find direct cases of blackmail (authorship in 

exchange for promotion) or mutual favours (two individuals agree to write one paper 

each, but sign them both). In other instances, it is to assist individuals that are otherwise 

unable to publish, with an accreditation or six-year period application process. 

Occasionally they are direct policies of the lead researcher. In many groups, centres and 

institutes, the director is always listed as co-author when work published in the centre or 

in the framework of a research project, even if they did not participate in the work or even 

read it. Such practices, however, have been limited over time in some centres and 
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institutes through the design and circulation of ethical publication policies, as in the case 

of the Spanish National Research Council (Ethics Committee, 2021). 

 

Sometimes the false author has participated financially, by, for example, providing 

funding, paying for publication costs, offering use of a laboratory or software, etc. In these 

cases, they have facilitated the research, and so should receive a mention in the 

acknowledgements. However, as this holds no value in evaluation processes, they end 

up being listed instead as a co-author. The concept of authorship is a hotly debated 

issue. Evaluation processes should take into account the existence of technical 

authorship (technical personnel) and logistical authorship (human, economic and 

technological resources), so as not to infringe on the concept of intellectual authorship. 

 

In other cases, there exists a direct market for co-authorship, where companies offer co-

authorship "slots" on completed and accepted articles6. This forms part of the activities 

carried out by so-called paper mills. For this reason, many journals require a written 

explanation from the authors when there is a change in the authorship of accepted 

papers (withdrawal or addition of authors). 

 

Unsolicited authorship 

This is a particularly interesting situation, in which one of the co-authors (usually 

somebody well known in their field) is not aware that they have been included in the list 

of authors.  

 

The reason is that by including their name, it helps to ensure the paper will be accepted. 

If they see a name they recognise, an editorial team may be more lenient, may trust in 

the quality of the paper, or assume that the article will help them to achieve a greater 

number of citations. To avoid this happening, many journals send an email to all co-

authors to confirm authorship of a newly submitted paper, thus alerting them in the event 

that their name is being used, so that they can contact the journal and report the situation. 

Nowadays, inappropriate practices such as this are therefore being halted by the journals 

themselves. Nevertheless, in many cases the author will either not realise what has 

happened (the email may arrive in his or her spam folder), or they may choose to take 

advantage of the situation. 

 

 
6 https://francis.naukas.com/2019/07/25/el-mercado-negro-de-la-coautoria-de-articulos-
cientificos/  

https://francis.naukas.com/2019/07/25/el-mercado-negro-de-la-coautoria-de-articulos-cientificos/
https://francis.naukas.com/2019/07/25/el-mercado-negro-de-la-coautoria-de-articulos-cientificos/
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Citation cartel 

This describes a situation in which authors build an informal network of contacts for the 

purpose of exchanging citations. Thus, when author A writes a new paper, they try to 

cite author B, and vice versa. If these citations occur occasionally and they are relevant, 

then there is no real problem. However, when citations are numerous and not necessarily 

relevant, this it then unfair, and is known as a "citation cartel" (Fister Jr.; Fister and Perc, 

2016). 

 

This behaviour not only occurs among individuals, but extends to the journals 

themselves, in an effort to artificially increase their Impact Factor by receiving external 

citations from other journals. Although the elitist databases (JCR, Scopus) semi-

automatically detect anomalous behaviour among journals, and can expel them from the 

system (journals are expelled every year for excessive self-citation or artificial citation 

networks), if the articles are retracted then the citations remain with the authors. 

 

Coercive citation 

This is a practice of blackmail whereby the editor/reviewer of a scientific journal asks an 

author to artificially add citations to an article (the journal's or the reviewer's own) before 

the journal will accept it for publication. Authors are pressured to incorporate the citation 

to avoid having their paper rejected (Lynch, 2012). 

 

A journal’s editorial staff may do this in order to artificially increase the journal's Impact 

Factor, by suggesting citations to other papers in the journal. In some cases, citations 

are added to papers without the author even being made aware. Citations may be added 

after a paper has been accepted and during the formatting and publication process, so 

that the author may only realise what has happened when the paper is already published. 

However, it is likely that they may not ever realise what has happened, as authors 

generally don’t check their reference section once the paper has been published, as 

there is no reason not to trust the journal. 

 

It is sometimes argued that the editor's recommendations are to some extent justifiable. 

For example, if a paper is submitted to a very specific journal, yet it doesn’t cite any 

previous work in that journal, it may give rise to questions such as: why is the paper 

being submitted to this journal, is it the most appropriate journal, and if the journal has 

previously addressed the topic, why are those previous papers not cited? As we can see, 

it is a sensitive topic with many grey areas. 
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Blind reviewers are able to suggest citations to their own work, while remaining 

anonymous. These suggestions may or may not be relevant. If the citation is indeed 

important and has been omitted, it is the duty of the reviewer to indicate not only its 

inclusion but also its discussion, if appropriate (as with any other relevant paper 

published by another individual). Sometimes, however, the suggestion may have little or 

no relevance whatsoever. 

 

Plagiarism 

This involves the misappropriation of others’ content or ideas without proper 

acknowledgement of authorship, thus undermining the reward system in science 

(Resnik, 1998). This involves, therefore, the theft of intellectual property, and is a 

punishable activity. 

 

Individuals will present ideas or results as one's own in order to take credit for them. 

Although the plagiarised results may already be published (in older papers or even in 

another language), in the eyes of new readers the ideas will appear as original and may 

be cited accordingly. 

 

This practice should not be confused with content recycling (incorrectly referred to as 

self-plagiarism). It is possible to reuse one’s own content, previously referred to in other 

papers. This often takes place in the description of a methodology or procedure to obtain 

data, which may be the same for two studies, and thus have a very similar or identical 

text. In this case, there is no malpractice.  

 

It is common to produce a methodological paper (protocol paper, research protocol, 

methods papers), which describes the procedures or protocols to be followed for a given 

analysis. Thus, when this method is applied in specific works, it is a way of not only 

reducing the section describing methodology, but also generating a citation to the 

methodological paper. This is good practice (in fact, the methodological paper can be 

very useful to others working in the same area or interested in learning certain protocols), 

as long as these papers are properly reviewed, just like any other research paper. 

 

Purchased publication 
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Here, the author submits their paper to a journal or source where there will be no real 

peer review process. The publication may involve a cost (in the case of predatory 

journals), or not (in the case of cronyism or exchange of favours). 

 

Duplicate publication 

Duplicate publications occur when one person submits the same paper to different 

journals or sources for publication (Norman and Griffiths, 2008). This malpractice can 

occur simultaneously (by submitting the paper to a second journal before the first journal 

has sent their review) or consecutively (when the first paper has already been accepted 

or published and is then sent to a second source). Sometimes authors submit exactly 

the same paper with some minor variations, or translate it into another language (without 

informing the journal). This practice therefore violates scientific ethics. 

 

Invented publication (data fabrication and falsification) 

This is not plagiarism, but the invention of data. This category includes falsification and 

fabrication of data (Resnik, 2014). Authors may simply invent data to make a statistical 

analysis fit the hypotheses, manipulate images, invent bibliographic references to 

support their studies, or lie about where data has come from, among many other 

examples. 

 

Salami publication (salami slicing) 

This practice consists of dividing research into many parts to be published separately 

(concept of Minimum Publishable Unit, MPU), in order to end up with a greater number 

of published articles and citations (Jackson et al., 2014, Tolsgaard et al., 2019). In many 

cases, the final paper is a complete mess and there is a huge overlap between the 

different papers (high level of content recycling). 

 

This practice is exacerbated by article length requirements established by journals. 

These limits made sense in the time of paper publications, as magazines could not 

exceed a maximum number of pages as it would make them too expensive and bulky. 

 

Yet journals continue to stipulate article lengths today, even if they are published only in 

PDF or HTML. The reason for this stems from the belief that short papers are read and 

cited more than excessively long papers, due to the economy of attention in a digital 

environment. However, while this is true for reading texts on blogs and social media 

platforms, the same does not seem to be true for scientific publications, where the length 
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of papers may be unrelated to citation, or even positively related in some areas 

(Haustein, Costas and Larivière, 2015; Fox, Paine and Sauterey, 2016). 

 

This system benefits all parties: the author publishes more papers; the different papers 

will include practically the same citations, so the cited papers receive more citations; the 

author benefits by citing their first paper in the second paper; and the publisher publishes 

two papers instead of one (charging two APCs). 

 

Fake review 

Some journals often ask individuals submitting a new manuscript for review to 

recommend potential reviewers, especially if the journal has a small number of reviewers 

or the topic of the submitted paper is of interest, but is not a current focus of the journal. 

In this situation, the person responsible for the correspondence creates a false name 

and email account, and then recommends the invented person as a reviewer for a paper 

in a journal. When journals do not verify the existence and suitability of these reviewers, 

that individual may end up reviewing their own paper. 

 

Peer-review ring 

In this case, a group of people agree to be lenient with each other when they receive 

requests for review. Although the review process is supposed to be blind, the authors 

communicate and are aware of the authorship of each paper. This makes sure that all 

papers are accepted, especially when the editor-in-chief doesn’t carry out a final review 

of the work, or sometimes even forms part of the peer-review ring. 

 

In many cases, peer-review rings are detected because the reviews are carried out using 

automated templates. The review report is a generic message that is sent in response 

to all review requests that the fake reviewer receives. 

 

Fake reviewer 

This form of fraudulent activity is similar to fake reviews. In this case, a manuscript is 

submitted with a fake author or co-author. If this author’s identity is not verified, the 

journal will be able to include this person as a potential reviewer in the future. In this way, 

a Trojan horse is introduced into the magazine. The more Trojan horses there are (all 

targeting the same person or group of people), the more possibilities there are to control 

the review processes in that journal. On many occasions, the fake author is created using 

fake ORCID accounts in order to appear real (Teixeira da Silva, 2021). 
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Some of the adverse effects of the use of indicators in individual evaluations have been 

listed and described, nevertheless, this activity is not representative of the majority of 

individuals and scientists. Thus, thankfully, the creation and transmission of knowledge 

and science through publications is a reality, as demonstrated by bibliometrics and the 

evaluation of science. 
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6. Conclusions 

6.1. Possibilities and limits of evaluation 
Now is the time to reinvent research evaluation in the European Higher Education Area, 

in the Spanish and Canarian university systems. However, as we have seen throughout 

the report, there is no single, simple solution. It appears from the review of international 

literature and initiatives put in place at supranational and national level, that there has 

been a move towards a multidimensional evaluation with more qualitative and inclusive 

criteria and indicators, recognising a wide variety of outputs (not only JCR publications) 

as well as research tasks carried out throughout a person’s scientific career. 

 

There is without a doubt a feeling of optimism regarding the need for real change in the 

evaluation of research in Spain, Europe and worldwide. There is a need for deep 

reflection on evaluation strategies as a central element of teaching and research quality. 

This task must fall to the international scientific and academic community. However, 

there are major difficulties in reaching consensus at country and regional level. There is 

no doubt that the initiative of the European Commission, acting as a facilitator, is a call 

to implement real and rapid change in all European countries, and that this change in 

structure is in the hands of decision-makers at government (country) and at university 

governance level. 

 

It makes sense to try to seek a balance between governance of research evaluation and 

accreditation of research evaluation. Prior reflection is needed to determine what the 

strategy and overarching goal of research really is, in these times of change, and to 

reflect upon and rethink concepts such as scientific excellence. Europe will lead the way, 

but it does not have competence in higher education policy, thus it will be the Spanish 

government and its regional counterparts that will produce policies and clarifications on 

this issue. 

 

Included within the possibilities for a new evaluation model is the chance to enhance 

diversity, in two different ways. Firstly, there is a need for greater diversity in evaluation 

criteria and methods (quantitative and qualitative), while respecting university autonomy 

and the final say of governing bodies at country, regional and university level. Secondly, 

if different profiles are to be promoted in "multi-mission" university institutions, the 

evaluation of teaching and research staff must be based on a holistic and integral model, 
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which is flexible, fairer and allows for different choices (more teaching, research, or 

transfer) and teacher or researcher specialisation throughout one’s academic career. 

 

As we have seen, over time a certain consensus has been reached on the need to 

correct the "abusive" use of indicators for individual research evaluation, such that both 

evaluators and bibliometricians are aware that while using only quantitative indicators for 

individual evaluation has logistical advantages, there are also disadvantages when it 

comes to the evaluation of research careers, as we have seen. We, as the project/report 

team commissioned by ACCUEE, agree with the most recent observations identified in 

the literature, that indicators such as the JIF, h-index and normalised indices help to 

make decisions, but should not be determining aspects. 

 

In addition, in the evaluation of research there are important area-based differences that 

can be included in a holistic evaluation, as long as there are technical committees for 

each discipline in every evaluation process, or general committees per area that are 

complemented by one or two technical evaluators who are experts in their field, in order 

to minimise any injustices that may arise during the evaluation process. This will be even 

more relevant with the implementation of open science, with its focus on bringing data 

to society, and integrity in the field (LERU, 2021). 

 
On this issue, many have spoken out against an abusive use of bibliometrics, as we have 

discussed in detail here. If accreditation is based from the earliest stages mainly on the 

publication output, this may lead to a bias in favour of certain researcher profiles and a 

lack of recognition of other contributions. More importantly, it may lead to frustration for 

candidates who have a different profile or who have made alternative choices in their 

careers. Young academics may feel misjudged and aggrieved that their strengths are 

not given the same weight in evaluations as publication ratios and research performance, 

thus undermining the value of knowledge transfer in general. It is important to recognise 

that scientific dissemination often takes time, to write publications and project proposals 

for funding, as well as share data, methods or code throughout the entire research cycle. 

Likewise, mentoring activities, sharing innovative teaching materials, creating and 

building networks, and providing advice to policy makers are all very relevant 

contributions that should be taken into account. 

 

Although some of the recommendations made in the literature and other international 

experiences in the evaluation of young researchers are not directly applicable to all 

regional contexts (including the Canarian University System), it is not unreasonable to 
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suggest that laying the foundations for the maximums of a good accreditation process 

(with a view to the new academic positions that may appear as a result of the Organic 

Law of the University System, or LOSU), may help to establish good habits and ensure 

the success of future accreditations for new positions, in addition to raising the 

expectations of stakeholders (university governing bodies, dean’s boards, departments, 

groups and research centres) with regard to ACCUEE accreditations. 

 

Our proposal will therefore have to be enabling and comprehensive, taking into account 

not only researcher output but all academic contributions (training, teaching, research 

and knowledge transfer). As the LERU (2022) points out, if contributions are not properly 

reflected in production criteria, they will not be recognised and will therefore be 

undervalued. Exclusions may lead to the belief that certain activities are normal and 

therefore expected from researchers (e.g. contributing to researcher peer reviews). In 

the literature, this phenomenon is referred to as "invisible" work, and has been examined 

in recent studies with a focus on issues of gender, race and class (Braun, 2017; Cooper, 

2021). 

6.2. Final observations 
The main conclusions drawn from this report are set out below: 
 

- The evaluation of researcher quality and its impact has crucial consequences for 

recruitment, promotion, and recognition throughout an academic career. 

However, the current system of "publish or perish" that is widely accepted in most 

countries represents a barrier to the assessment of excellence in research culture 

(as well as to the progress of open science). As a result, multiple initiatives have 

emerged calling for reform (both bottom-up at the level of researchers and top-

down through bodies such as the European Commission), in which the aim is to 

move towards new forms of evaluation of excellence that are more qualitative, 

inclusive, and take into consideration other core academic tasks, including 

teaching and social transfer. 

- Analysis of the different initiatives and manifestos over the last ten years shows 

the growing interest and urgent need for this change. However, most of these 

statements propose recommendations (e.g. on indicators) or principles at the 

macro level, while incorporation at the micro level (e.g. in a specific evaluation 

system) remains a complex task. In this respect, there is a lack of examples of 

practical and concrete actions (e.g. a pilot in an evaluation agency) that can be 

replicated in other contexts. 
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- The scientific literature review revealed a growing interest in this topic, as well as 

numerous related areas of debate. This interest is centred around the following: 

manifestos, declarations and articles advocating a necessary change in the 

evaluation system; analysis of the different indicators used in evaluation systems 

(e.g. criticism of the JIF) as well as development of new indicators to overcome 

their weaknesses; differences and performance in different evaluation systems 

(e.g. in the UK and Italian systems); criticism of the databases used for evaluation 

(mainly, Web of Science and Scopus) and their effects on certain scientific 

disciplines (e.g. social sciences and humanities); discussion of the use of 

alternative metrics; opportunistic behaviour (e.g. researchers adapting to 

different evaluation systems); the debate over quantitative (bibliometric) vs. 

qualitative (peer-review) measurement, or a combination of both; and cross-

cutting aspects (such as open science, interdisciplinarity and gender). The review 

reveals the wide range of topics of debate that have sprung up over time within 

the scientific community.  

- Following the review of bibliometric indicators in research evaluation at different 

levels (source, person and publication) and the use of alternative metrics, their 

various advantages and disadvantages for use in evaluation have been 

described. This review demonstrates that all bibliometric indicators should be 

analysed and used with caution, as they present a number of limitations which, 

as we have seen, should be taken into account when used in evaluation 

practices.  

- The current evaluation system has led to different forms of malpractice and 

unacceptable behaviour on the part of research staff, affecting both production 

(e.g. salami slicing or minimum publishable unit of research-MPU) and impact 

(self-citations). This can take place occasionally and on an individual basis, or it 

can be more organised and wide ranging, serving to undermine the fundamental 

process of scientific communication. 

- The biggest challenge facing a change in evaluation will not only involve a 

reformulation of indicators, but will also require resources, investment and 

commitment, in order for the change to be taken forward and adopted by 

evaluation systems (evaluation agencies, evaluation practitioners, etc.). This 

requires a reframing of what research excellence is and what the tangible and 

intangible value of research impact means for our society today.  
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6.3. Aspects to consider 
Having reviewed the limitations of some indicators and the adverse effects brought about 

by research evaluation, and in view of the results obtained and reflected throughout the 

report, the following aspects should be taken into account when developing a proposal 

for an evaluation model, as will be addressed in the second report (Orduña-Malea, 

Bautista-Puig and Perez-Esparrells, 2022): 
 

Aspects related to limited criteria 

To avoid this problem, criteria should be discussed for each candidate in order to 

contextualise indicators (Rafols, 2019) and allow for more flexible comparison between 

different profiles. For this, a distinction can be made between, on the one hand, the 

minimum requirements and additional aspects of a candidate’s development and 

performance that may receive recognition, and on the other, their particular context and 

the value of their work. 

 

Aspects related to work-sharing among assessors and assessed researchers 

Opening up perspectives on evaluation will bring challenges for both evaluators and 

those being evaluated. In order to prevent the additional workload involved in carrying 

out a more comprehensive assessment of a candidate, perhaps there should be some 

communication between both parties, especially for qualitative and career assessment 

(narrative part). 

 

Aspects related to researcher stress if following the checklist philosophy 

There is a risk of sending the message that it is necessary to be excellent in all aspects 

of academic work, which can lead to stress. Therefore, in order to avoid this problem, it 

is very important to convey the message to those being evaluated that they do not have 

to fulfil all the items and that they only need to reach minimum requirements and certain 

thresholds. 

 

Aspects related to objections 

Another limitation is that because the relative weights of these ever-multiplying criteria 

are unclear, which is necessary if greater diversity and recognition of contributions is to 

be achieved, this may give the impression that there is no consistency of judgement, 

leading to accusations of unfairness and favouritism. In LERU universities, it is known 

from research and experience that these uncertainties create favourable conditions for 
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biased judgements (LERU, 2022). To avoid this problem, the most important thing is to 

establish criteria in agreement with the Canarian university community. 

 

Aspects related to human resources cost 

Another constraint is that a comprehensive assessment based on heterogeneous and 

contextualised evaluation instruments will entail a high cost in terms of human resources. 

Therefore, our proposal will attempt to achieve a balance between quantitative and 

qualitative evaluation (by using a combination of the two and ensuring that neither is a 

determining factor, this minimises the problems associated with each), ensuring that 

many of the research requirements and training processes for evaluators are automated. 
 

For ACCUEE, one key aspect of an evaluation is that the activities and information 

collected are aligned with the objectives of the type of accreditation in question 

(postdoctoral researcher, lecturer or research lecturer), and that this evaluation is in line 

with the criteria and standards in place at Canarian universities. This will ensure 

consistency in the evaluation strategies of teaching and research activity of young 

teachers and researchers who wish to join the Canarian University System. In order to 

achieve this, ideally all involved parties will design more appropriate evaluation 

approaches (of maximums) with a common direction (ACCUEE, Directorate General for 

Universities, Canarian universities). 

 

There are some good initiatives already in place at country level and at European 

universities. In the Netherlands, specifically at Leiden University, the national Senior 

Teaching Qualification programme and the promotion pathway for associate professors 

(full professor) demonstrate increased recognition of teaching, as do several initiatives 

at centre and faculty level within the university, where great emphasis is placed on taking 

into account the differences between disciplines and institutes. In addition, efforts are 

being made to embed the entire research evaluation process within the university's own 

strategic plan. 

 

Additionally, evaluations and evaluators must be ready to shift from using more 

traditional bibliometric indicators to paying more attention to what has been achieved in 

the research ecosystem of the young researcher. It appears that there is invisible or 

intangible work that contributes to the individual and collective achievements of senior 

researchers, and this must be taken into account when evaluating a junior researcher. 

This team-research becomes lost or diluted in the individual evaluation process of young 
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researchers (LERU, 2022). In this case, we would be looking at a formative evaluation 

that is as important or even more so than the summative evaluation that is currently 

considered. 

 
It could also be a real accomplishment that would set the Canarian University System 

apart if it were to consider not only issues related to gender, family responsibilities and 

health problems, but also mature professors (or those with experience as associate 

professors), and professors who are immigrants, in exile, seeking asylum, or living with 

a disability. Taking inspiration from the experience of other international universities, 

observers could be appointed within committees with the goal of addressing these 

issues, in the same way as the "gender watchdogs" at the University of Lund (Sweden) 

or the "equality delegates" at the University of Genoa (Italy), who take into account the 

impact of this type of factors in selection processes. These observers could form part of 

the decision-making panels or simply act as observers or commissioners to avoid such 

biases in the evaluation process. It is important to be aware of the biases that exist in 

scientific publications by women, when it comes to appearing as first or corresponding 

authors, and participating in international or business collaborations. 

  
To conclude, this report offers some good ideas, recommendations and suggestions 

based on the evidence presented regarding current international practice in research 

evaluation practice, of how to bring about the very necessary cultural shift in researcher 

evaluation that is underway in top European universities (LERU, YERUN, etc.) as well 

as in the most innovative research ecosystems in Europe. 

 

In short, a reform of the individual-level research evaluation system, which this report 

has argued is necessary, must be flexible enough to accommodate the multitude of 

disciplines, research cultures, levels of research maturity, institution-specific missions 

and academic careers that exist today.   

 

Leading on from the scientific evidence and problems and potential solutions identified 

in other locations, the next step should be to lay the foundations for an open and 

comprehensive model of maximums that can serve as a guide for the evaluation of 

academic staff in the Canarian university research ecosystem. Of course, this is not 

something that can be formulated, negotiated and implemented in rapid fashion in an 

outermost autonomous community such as the Canary Islands, but rather it must begin 

with the ACCUEE becoming aware of how the foundations can be laid for public 

evaluation of research to be carried out distinctly in the future, which is the subject of this 
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and the following report (Orduña-Malea, Bautista-Puig and Perez-Esparrells, 2022). It 

will also be very interesting to apply the model experimentally to a small group of 

teaching and research staff. 

 

Ultimately, there will be an economic cost associated with implementing a new model, 

but any investment must come largely from the state. If the goal really is to strengthen 

science in Spain, the evaluation agencies with competences in this area cannot be 

expected to carry out competent evaluations on the fast and cheap. It is necessary to 

finance the technical infrastructure that will support a comprehensive evaluation model, 

but this will not be enough if it is not considered a strategic and key element of public 

policy for science and higher education in our country. 
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