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A B S T R A C T

Due to a very low production rate of electron anti-neutrinos (�̄�𝑒) via nuclear fusion in the Sun, a flux of solar
�̄�𝑒 is unexpected. An appearance of �̄�𝑒 in solar neutrino flux opens a new window for the new physics beyond
the standard model. In particular, a spin-flavor precession process is expected to convert an electron neutrino
into an electron anti-neutrino (𝜈𝑒 → �̄�𝑒) when neutrino has a finite magnetic moment. In this work, we have
searched for solar �̄�𝑒 in the Super-Kamiokande experiment, using neutron tagging to identify their inverse
beta decay signature. We identified 78 �̄�𝑒 candidates for neutrino energies of 9.3 to 17.3 MeV in 2970.1 live
days with a fiducial volume of 22.5 kiloton water (183.0 kton⋅year exposure). The energy spectrum has been
consistent with background predictions and we thus derived a 90% confidence level upper limit of 4.7 × 10−4

on the 𝜈𝑒 → �̄�𝑒 conversion probability in the Sun. We used this result to evaluate the sensitivity of future
experiments, notably the Super-Kamiokande Gadolinium (SK-Gd) upgrade.
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1. Introduction

While the Sun is known to produce neutrinos through nuclear
fusion processes abundantly, small amounts of antineutrinos can also
be emitted through multiple channels. In 1990, Malaney et al. [1] pre-
dicted that electron antineutrinos (�̄�𝑒’s) could be produced in the Sun
through the following processes: (1) 𝛽− decays of radioactive elements
such as 40K (neutrino energy less than 1.4 MeV, flux ∼200 cm−2 s−1
at Earth’s surface), (2) 𝛽− decays following the photo-fission of heavy
isotopes such as 238U and 232Th (neutrino energy of 3–9 MeV, flux
∼10−3 cm−2 s−1). To date, none of these antineutrinos have been
observed. However, the fact that the fluxes predicted by the Standard
Solar Model are minimal makes solar antineutrinos a powerful probe of
new physics. In 2009, Díaz et al. showed that a non-zero second order
term of the neutrino–antineutrino conversion probability, 𝑃𝜈→�̄� , would
be a distinctive Lorentz violation [2]. Furthermore, in 2003, Akhmedov
and Pulido calculated the probability of 𝜈𝐿𝑒 → �̄�𝑅𝑒 conversion caused by
spin-flavor precession in the Sun (lepton-number nonconservation) and
ordinary oscillation processes on the way from the Sun to the Earth [3],

𝑃𝜈𝑒→�̄�𝑒 ∼1.8 × 10−10 sin2 2𝜃12

×
[

𝜇
10−12𝜇𝐵

𝐵𝑇 (0.05𝑅⊙)
10 kG

]2
, (1)

here 𝜃12 = 34.5◦+1.2−1.0 [4] is a component of the neutrino oscillation
ixing angles, 𝜇𝐵 is the Bohr magneton, 𝜇 < 2.9 × 10−11𝜇𝐵 [5] is the
eutrino magnetic moment, and 𝐵𝑇 (𝑟) is the solar magnetic field at
= 0.05𝑅⊙. The magnetic field inside the Sun is poorly characterized,
nd can range from ∼600 G [6] to ∼7 MG [7] in the radiation zone of

the Sun.
Until now the KamLAND experiment sets the tightest constraint

on 𝑃𝜈𝑒→�̄�𝑒 with an upper limit of 5.3 × 10−5 at 90% confidence level
C.L.) in the 8.3–31.8 MeV neutrino energy range, with 4.53 kton⋅years
xposure (2343 live days) [8] assuming an unoscillated 8B neutrino flux
f 5.88 × 106 cm−2s−1 [9]. Also, the Borexino experiment reported a
olar �̄�𝑒 flux limit of 384 cm−2s−1 at 90% C.L. in the neutrino energy
egion of 1.8–16.8 MeV after 2485 live days, which corresponds to
𝜈𝑒→�̄�𝑒 < 7.2 × 10−5 at 90% C.L. [10]. Both experiments identified �̄�𝑒
vents by tagging both the neutron and the positron from inverse beta
ecays (IBD), �̄�𝑒 + 𝑝 → 𝑒+ + 𝑛. The IBD events are observed as a sum
f scintillation light deposited before the positron stops (i.e. its kinetic
nergy) and light from two 0.511 MeV annihilation 𝛾 s. The neutron
mission is identified by its delayed capture signal, a 2.2 MeV 𝛾. In
hese detectors, the mean delay between the prompt event and this
apture signal is typically 200 μs, facilitating neutron identification.
he main background in these experiments comes from neutral-current

nteractions of atmospheric neutrinos on carbon nuclei.
On the other hand, water Cherenkov detectors have different back-

rounds from the liquid scintillator detectors, that is atmospheric neu-
rino interaction on oxygen nuclei. The hydrogen concentration in
ater is also different from the liquid scintillator. Thus it is important

o perform the solar �̄�𝑒 search by both detectors. The SNO experiment
earched for solar �̄�𝑒 in a heavy water Cherenkov detector, where �̄�𝑒 can

be detected via the charged-current reaction on deuterium, �̄�𝑒 + 𝑑 →
+ + 𝑛 + 𝑛. For this channel, SNO reported an upper limit on the �̄�𝑒

flux from the Sun of 𝜙�̄�𝑒 < 3.4 × 104 cm−2s−1 (90% C.L.) in the 4–
4.8 MeV energy range after 305.9 live days, which corresponds to
𝜈𝑒→�̄�𝑒 < 8.1 × 10−3 (90% C.L.) [11]. In water Cherenkov detectors, �̄�𝑒

events can be detected via the IBD interaction. The first phase of Super-
Kamiokande (SK-I) found no significant excess for solar �̄�𝑒 in selecting
events whose directions were not aligned with the direction from the
Sun (cos 𝜃sun < 0.5).1 It sets an upper limit on the conversion probability

1 Defined as the angle between the reconstructed direction of signal can-
idate and the direction pointing from the Sun. IBD’s 𝑒+ has almost no

directionality from the incoming �̄�𝑒. This cut is to reject events of solar 𝜈𝑒
n an elastic scattering interaction.
3
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of 8×10−3 (90% C.L.) in the 8–20 MeV energy range after 1496 live days
[12]. In 2008 for the fourth phase of SK (SK-IV) the data acquisition
(DAQ) system was upgraded [13,14] to detect the delayed signal for
2.2 MeV 𝛾 emission from neutron capture on hydrogen. The upper limit
of the conversion probability in the absence of a signal was calculated
to be 4.2 × 10−4 (90% C.L.) in 13.3–31.3 MeV and 960 live days [15].

The next SK phase, called Super-Kamiokande Gadolinium (SK-Gd),
will improve the detection efficiency of �̄�𝑒 via IBD interaction by
issolving gadolinium sulfate into the tank water.

In this work, we present an updated search for solar �̄�𝑒 in the SK-IV.
ompared to the previous search [15], we here use a more extensive
K-IV data set and an improved neutron tagging procedure using ma-
hine learning. The event selection condition is optimized to keep the
BD events efficiently while suppressing the background events. Also,
everal systematic uncertainties are evaluated to determine 𝑃𝜈𝑒→�̄�𝑒 in

SK-IV, and to perform a realistic estimate of the sensitivity of SK-Gd.
The rest of this article proceeds as follows. In Section 2 we briefly

describe the SK detector and its performance. In Section 3 we detail
the signal and background simulations used to evaluate our analysis’s
sensitivity. Then, Section 4 summarizes the different cuts and the
neutron tagging procedure (detailed in Appendix), while Section 5
describes how we estimate the effects of these cuts on the backgrounds.
Finally, we show our results in Section 6 and discuss a sensitivity
evaluation of SK-Gd in Section 7, then conclude.

2. Super-Kamiokande

SK consists of a stainless steel tank (39.3 m diameter, 41.4 m
height), filled with 50 kilotons (kton) of ultra-pure water surrounded
by photomultiplier tubes (PMTs). The SK detector consists of two
concentric cylindrical volumes separated optically, an inner detector
(ID) and an outer detector (OD). We use two kinds of PMTs; 11,129
inward-facing 20-in. PMTs are mounted uniformly on the ID surface
and 1885 outward-facing 8-in. PMTs are mounted uniformly on the OD
surface. The details of the SK detector are described elsewhere [16,17].

SK started data taking in 1996, and since then has undergone six
data-taking phases: SK-I, II, III, IV, V, and SK-Gd (that just started). This
search uses data from the SK-IV period, collected between October 2008
and May 2018. Phase IV was characterized by new front-end electronics
and a new data processing system [13,14]. For a typical event, data
within the time window from −5 to +35 μs around the trigger time
is stored. A trigger relevant for this analysis, called SHE trigger, is
issued for events as follows: (a) with more than 70 (58 after September
2011) observed ID PMT hits in a 200 ns time window—equivalent to
a 9.5 MeV (7.5 MeV) threshold on the recoil positron kinetic energy—
and (b) fewer than 22 OD hits to reject cosmic-ray muon events. In
addition to the SHE trigger, an after-trigger (AFT) with a length of
500 μs (350 μs before November 2008) is issued. These two successive
triggers allow to detect the prompt positron signal while providing a
535 μs (385 μs before November 2008) search window for the delayed
2.2 MeV 𝛾 from neutron capture. Below the SHE trigger threshold the
number of background events sharply increases due to radon’s presence
of a few mBq∕m3 level [18] in water, and lowering the threshold would
ead to data storage issues. This energy threshold is therefore set by
onsidering both background rates and the speed of data transfer. The
nalysis presented here considers events with kinetic energies of 7.5–
5.5 MeV for a livetime of 2970.1 days (during 2008–2018) and a
iducial volume of 22.5 kton.

. Simulation

The solar �̄�𝑒 signal and most of the backgrounds need to be modeled
sing Monte Carlo (MC) simulations. Here, we present the detail of
hese simulations for antineutrino IBDs—IBD being both the signal
nd the irreducible reactor neutrino background—and for backgrounds
rom atmospheric neutrinos and radioactive decays of 9Li. Additionally,
he IBD simulation was also used to develop the neutron tagging

lgorithm detailed in Section 4.5.
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3.1. Solar electron antineutrinos

The �̄�𝑒 flux from the Sun is modeled by convolving the 8B neutrino
flux [19,20] and the oscillation probability 𝑃𝜈𝑒→�̄�𝑒 . The cross section for
BD interactions is understood and can be calculated according to Ref.
21]. An MC code simulates the associated production of a positron and
neutron. After propagating in water, neutrons are usually captured by
ydrogen nuclei near their emission point. Then, the resulting emission
f a 2.2 MeV 𝛾, with a characteristic time constant of ∼200 μs, is
imulated.

.2. Atmospheric neutrinos

Atmospheric neutrinos are among the dominant backgrounds in
his analysis. The flux of atmospheric neutrinos is predicted by the
KKM2011 model [22]. The neutrino–nucleus interaction and subse-
uent state interactions inside the nucleus are simulated using NEUT
.3.6 [23], i.e. the same interaction model of Ref. [24] is used in
his study. The initial nucleon momentum distribution follows the
pectral function model [25,26] for the neutral-current quasielastic
NCQE) interaction and the relativistic Fermi gas model [27] for the
harged-current quasielastic (CCQE) interaction. CC two-particle–two-
ole (2p2 h) interactions, where two nucleons participate in the inter-
ction via meson exchange currents, are based on the calculation from
ieves et al. [28]. NC 2p2 h is not simulated in the current analysis. The
BBA05 and dipole forms [29,30] are used to parametrize the vector
nd axial-vector form factors, respectively. Single-pion production is
imulated based on Ref. [31] and a deep inelastic scattering simulation
s done using the GRV98 parton distribution function [32] with Bodek–
ang corrections [33]. The final state interactions are simulated with a
ascade model. The nuclear de-excitation 𝛾s are simulated based on the
pectroscopic factors calculated by Ankowski et al. [34]. More detailed
escriptions can be found in Ref. [24,35]. One difference from the
eference above is about the treatment of the others state, which is a

state affected by short-range correlations or a very high energy excited
state. This is included in the ground state in the present analysis.
The systematic uncertainties of these nuclear effects are evaluated by
replacing the Fermi gas model with the spectral function model, as the
cross section uncertainty in Section 5.1.

3.3. Cosmic-ray induced 9Li

Cosmic-ray muon spallation in the SK detector produces large quan-
tities of radioactive isotopes. These isotopes’ decays result in over-
whelmingly large spallation backgrounds in the lower energy range of
this analysis. Most of these isotopes undergo beta decay, sometimes
with 𝛾 emission, without a neutron and will therefore be efficiently
rejected using neutron tagging. However, 9Li and 8He are the dominant
isotopes decay, emitting both an electron and a neutron, mimicking the
IBD signal. Actually, 9Li events are dominant because 8He has lower
end-point beta energy and shorter life time than those of 9Li [36].

he decay process and production for 9Li should therefore be modeled
eparately. The process of interest here is the beta decay of 9Li to 9Be,
ollowed by the de-excitation of 9Be into 8Be with the emission of a
eutron [37]. The predicted event rate is calculated as

𝑑𝑁
𝑑𝑡

= 𝑌9Li ⋅ 𝑉SK ⋅ 𝐵𝑟 ⋅ ∫ 𝑓 (𝐸𝛽 )𝜀(𝐸𝛽 )𝑑𝐸𝛽 , (2)

where 𝑌9Li = 0.86 ± 0.12 kton−1 days−1 [38] is the yield of 9Li gen-
erated by cosmic-ray muon in the SK, 𝑉SK = 22.5 kton is the fiducial
volume, 𝐵𝑟 = 0.508 ± 0.009 [37] is the branching ratio of this decay,
𝑓 (𝐸𝛽 ) is the simulated energy spectrum as a function of reconstructed
kinetic energy 𝐸𝛽 , and 𝜀(𝐸𝛽 ) is the detection efficiency including event
election.
4
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3.4. Detector simulation

A simulation based on GEANT3 [39] provides detector responses in
good agreement with data, which is used to model particle propagation
in the water, and the optical properties, photosensor and electronics
response in SK. Neutron capture events are weak signals, similar in
magnitude to the PMT dark noise. Accurate estimates of this dark noise
and its evolution as a function of time are crucial to developing an
efficient neutron tagging algorithm. To this end, we use data taken
with random trigger timing, utilizing the timing signal for the T2K2

beam during its beam off periods, so-called T2K dummy data. We then
inject this data into simulation results from 18 μs up to 535 μs after the
positron emission. This injection allows us to account for the effect of
dark noise in both the 35 μs SHE and the 500 μs AFT triggers.

4. Event selection

In order to select signal-like candidates, data reduction is performed
in four steps. Since both this study and the previous supernova relic
neutrino (SRN) search [15,41] look for electron antineutrinos, the event
selection cuts were applied in a similar way as in the previous with
some updated criteria to take into account the specificities of this anal-
ysis. The first reduction rejects calibration data and most radioactive
background events and was applied with the same cut conditions as in
the previous study. The second reduction suppresses muon spallation
events. The procedure is same as in the previous study with updated cut
criteria. The third reduction is optimized to reduce mainly atmospheric
neutrino events. The fourth reduction is the neutron tagging to select
IBD candidates and discard accidental coincidences.

4.1. Event reconstruction

In this work, the reconstruction methods used for the vertex (𝑥, 𝑦,
and 𝑧), direction, and energy are the same of Ref. [42]. The coordinate
origin of the vertex is defined as the center of the tank, and we defined
the reconstructed radius (𝑟), as the cylindrical radius.

4.2. First reduction

The first reduction removes bad events and performs noise reduc-
tion, where the bad events and noise originate from PMT dark noise,
flasher PMTs, and cosmic-ray muons. It was applied with the same cut
conditions as in the previous study. It also includes a fiducial volume
cut, which corresponds to a fiducial mass of 22.5 kton.

4.3. Spallation cut

The procedure is same as in the previous study with updated cut
criteria.

Cosmic-ray muons produce several short-lived isotopes through in-
teractions with nuclei in the SK water [43,44]. These isotopes usually
emit electrons or 𝛾s within the search region (kinetic energy less
than 20 MeV) after the muon signal, allowing to eliminate the events
effectively.

The second reduction rejects dominant cosmic-ray muon spallation’s
background events by considering the relation between muon-track and
prompt-electron-signal information. In order to confirm a profile of
the spallation’s events, we have investigated the correlation between a
selected event and muons passing through the detector within ±30 s of
this event. Hereafter, the combined sample of muon-tracks and 𝑒-signals
with the region from −30 to 0 s and from 0 to + 30 s are termed the
pre- and post-sample, respectively.

2 Tokai-to-Kamioka experiment (T2K) synchronizes timing of neutrino beam
njection at Tokai and SK that is 295 km away, using GPS [40].
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Table 1
Signal and 9Li event efficiencies of the present spallation cut for each kinetic energy
region. The uncertainties come mainly from the statistics of the pre- and post-samples

Kinetic energy region 𝜀sig,𝜇 𝜀Li9
7.5–9.5 MeV 53.6 ± 1.6% 7.7 ± 0.2%
9.5–11.5 MeV 55.2 ± 1.6% 7.6 ± 0.2%
11.5–19.5 MeV 75.3 ± 1.0% 16.2 ± 0.2%

As outlined in [41], the time and distance correlations between low
nergy events and muon tracks can be estimated for spallation events
y subtracting pre- and post-sample distributions. Probability density
unctions (PDFs) are formed for the following variables: the number
f muon tracks, maximum 𝑑𝐸∕𝑑𝑥 of a muon track, total deposited

charge of a muon track, the distance between the vertex and the muon
track, and projected distance along the muon track between the vertex
and the point with maximum 𝑑𝐸∕𝑑𝑥. Additionally, to build a random
sample that can identify the specific features of the spallation muons
themselves, an electron signal in post-sample and a muon-track signal
in toy-MC sample which are produced by PDFs are combined.

We then estimate the signal efficiency for these spallation cuts by
evaluating the number of random samples before and after cuts. We use
the cos 𝜃sun distribution, which is the angle between the direction point-
ing from the Sun and the signal candidate’s reconstructed direction.
Assuming that the spallation background is flat in cos 𝜃sun and that solar
𝜈𝑒 elastic scattering events are always forward, the number of spallation
events can be extracted.

The cut criteria are determined by comparing the likelihood distri-
bution of pre- and post-samples. The MC sample has no contribution
from cosmic-ray muons; thus we use the spallation cut’s efficiency to
evaluate the signal and background events in the MC. The rate of spalla-
tion events depends on the electron kinetic energy, and we estimate the
signal efficiency (𝜀sig,𝜇) in three kinetic energy regions, 7.5–9.5, 9.5–
11.5, and 11.5–19.5 MeV, as a ratio of events before and after the cut
procedure for the random sample. We estimate the spallation efficiency
using the pre-sample, where efficiency is calculated as a reduction ratio
for the spallation events. The spallation 9Li events are simulated using
a dedicated MC. In order to predict the number of 9Li events in the final
sample, we apply the spallation cut to the MC sample. The 9Li event
efficiency (𝜀Li9) is derived from 𝜀sig,𝜇 and the spallation efficiency. The
resulting signal and 9Li event efficiencies are summarized in Table 1.

.4. Third reduction

The third reduction removes atmospheric neutrino backgrounds and
emaining radioactive decays using the following criteria.

To further remove backgrounds from the wall, events with
𝑓𝑓𝑤𝑎𝑙𝑙 < 500 cm are discarded, where effwall is the distance from
he reconstructed vertex to the ID wall as measured backward along
he reconstructed track direction.

Electron events tend to be reconstructed at the Cherenkov angle
C ∼ 42◦. In contrast, NCQE-like events are often associated with larger
ngles due to multiple 𝛾 rings being mis-reconstructed as a single ring
y the algorithm. Events are required to satisfy 38◦ < 𝜃C < 50◦. The �̄�𝑒

signal is kept with more than 80%–90% efficiency, while ∼85% of NC
backgrounds are suppressed.

The fuzziness of the Cherenkov ring is characterized by the pilike pa-
rameter, which is defined as follows using an opening angle distribution
of all three-hit combinations (triplets) in the event:

𝑝𝑖𝑙𝑖𝑘𝑒 =
𝑁(peak ± 3◦)
𝑁(peak ± 10◦)

, (3)

here 𝑁(peak ± 3◦) and 𝑁(peak ± 10◦) are the numbers of triplets
hose opening angle is within ±3 and ±10 degrees of the peak value,

espectively. For the solar �̄�𝑒 signal, 𝑝𝑖𝑙𝑖𝑘𝑒 peaks around 0.3, while for
harged pions and 𝛾s in NC events it can reach values up to 0.7. The
5

i

ut removing events with 𝑝𝑖𝑙𝑖𝑘𝑒 > 0.36 has kept a signal efficiency of
99%.

The total charge detected in a 50 ns time window around the prompt
ignal, 𝑄50, and the number of PMT hits in that time window, 𝑁50,
re calculated. The ratio 𝑄50∕𝑁50 implies the observed number of
hotoelectrons per one PMT, so 𝑄50∕𝑁50 distributions for pion, muon,
nd electron (or positron) are different. The ratio focuses around 1 p.e.
or signal events, while the ratio for pions and muons in atmospheric
eutrino events can reach values up to 10 p.e. The cut removing events
ith 𝑄50∕𝑁50 > 2 p.e. has a signal efficiency above 99%.

4.5. Neutron tagging selection

Although atmospheric neutrinos and spallation backgrounds largely
dominate over the signal in the SHE data, these backgrounds can be
strongly suppressed by introducing a neutron tagging algorithm to
identify IBD events. In the fourth reduction, this algorithm is applied
to the surviving events.

The neutron tagging algorithm was developed for an IBD event
search in SK-IV [15]. We used the variables calculated from delayed
signal hit pattern such as 𝑁10, 𝑁cluster , 𝑁back , and 𝑁low, referred to

able 7 in Appendix. Then, the criteria of neutron tagging are de-
ermined by likelihood method based on these variables. The signal
fficiency (𝜀sig,n) was estimated to be ∼17.7%, while the probability

that accidental background would be misidentified as a neutron (𝜀mis)
as ∼1%.

The algorithm was then updated to reach 𝜀sig,n ∼ 20% with the same
ackground probability by using a machine learning model trained on
n MC sample of 2.2 MeV 𝛾 emission with a neutron capture time of
00 μs [38].

In this work, we trained a new model on a MC sample of neutron
mission from the solar �̄�𝑒. The vertex of neutron emission was dis-
ributed uniformly within the SK volume, and the neutron recoil and
apture were taken into account in the MC sample. The characteristic
ariables, event selection, machine learning method, and performance
valuation are detailed in Appendix.

The previous search [15] suggests the dominant background is
ccidental coincidence with PMT dark noise. In order to suppress
hat background by a factor of 100, i.e. 𝜀mis ∼ 0.01%, we apply a
ight cut with 𝜀sig,n = 12.6% (10.8%) for a 535 μs (385 μs) of the
elayed-coincidence time window.

To evaluate the uncertainty on the absolute neutron tagging effi-
iency, we took neutron capture data in 2009 and 2016 using an AmBe
alibration source [45] embedded in the center of a 5 cm cube of
ismuth germanate oxide (BGO) scintillator. The AmBe source which
mits neutrons was deployed at three different positions, labeled A (at
he center of the detector), B (close to the barrel), and C (close to the
op). The prompt signal of 700–1050 photoelectrons from scintillation
ight produced in the BGO, which corresponds to the 4.43 MeV 𝛾
eak, is used to select an event sample with neutron emission from
he source [46]. This neutron is typically captured in hydrogen around
he source point, and then 2.2 MeV 𝛾 is emitted. The distribution of
apture time 𝛥𝑇 , which is the time difference between the prompt
nd delayed signal, is fitted with the shape 𝐴0 exp(−𝛥𝑇 ∕𝜏) +𝐴1, where
0 is the amplitude of neutron emission candidates, 𝜏 is the capture

ime constant, and 𝐴1 is an accidental background term. The absolute
fficiency uncertainty is estimated as (𝜀sig,n − 𝜀n)∕𝜀sig,n, where 𝜀n is the
agging efficiency normalized to the time window of 535 μs from the
alibration condition, e.g. the uncertainty is estimated to be 10% in a
ase of the sample of the source A (center) in 2016. Results for the three
ocations A, B and C are summarized in Table 2.

The maximum inconsistency between the measured absolute effi-
iency and simulation, 19% relatively, dominates in the systematic
ncertainty of neutron tagging efficiency, hence the systematic error

s estimated to be that factor.
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Table 2
Analysis results for calibration using an AmBe source at positions A, B and C in 2009
and 2016.

Source 𝑥 𝑦 𝑧 𝜀n (𝜀sig,n − 𝜀n)∕𝜀sig,n
(2009)
A 35.3 cm −70.7 cm 0 cm 10.8 ± 0.2% 0.14
B 35.3 cm 1210.9 cm 0 cm 10.3 ± 0.2% 0.19
C 35.3 cm −70.7 cm 1500 cm 11.2 ± 0.2% 0.11

(2016)
A 35.3 cm −70.7 cm 0 cm 11.3 ± 0.2% 0.10
B 35.3 cm 1210.9 cm 0 cm 11.0 ± 0.2% 0.13
C 35.3 cm −70.7 cm 1500 cm 11.1 ± 0.2% 0.12

Fig. 1. Positron kinetic energy distribution. The searched region is 7.5–15.5 MeV to
he left of the dashed line.

.6. Selected IBD events

Table 3 summarizes the cut criteria for each energy region and the
umber of surviving events in this analysis.

Since the signal’s positron kinetic energy can reach up to ∼15 MeV
when including detector resolution, we search in the region of 7.5–
15.5 MeV in this analysis, as shown in Fig. 1. Finally 78 IBD candidates
are obtained after the first, second, third, and fourth reduction.

The reconstructed vertex point distribution in the fiducial volume
is shown in Fig. 2. We have found no significant spatial cluster.

The time difference between a real neutron capture and the corre-
sponding prompt signal (𝛥𝑇 ) is fit by a function of 𝐴0 exp(−𝛥𝑇 ∕𝜏) +
1 as shown in Fig. 3, where it is fixed to a time constant of 𝜏 =
04.8 μs in assumption of signal of neutron capture in proton. The
itted parameters are 𝐴0 = 3.67 ± 1.75 and 𝐴1 = 2.27 ± 0.64 with
2∕𝑑𝑜𝑓 = 23.5∕20.

The event rate above the energy-threshold of 9.5 MeV (October
008 to September 2011) or 7.5 MeV (September 2011 to May 2018)
s shown as a function of time in Fig. 4. From September 2011 onward,
he trigger threshold was lowered, then the event rate is shifted up
ue to the lower energy threshold; it is stable within each condition’s
tatistical uncertainty.

. Background estimation

The background for solar �̄�𝑒 IBD events consists of atmospheric
eutrinos, 9Li events, reactor �̄� , and accidental coincidences.
6

𝑒

Fig. 2. Reconstructed vertex profile of prompt signal events. The dashed line indicates
the fiducial cut region. The solid thick line is the boundary between ID and OD regions.

Fig. 3. Capture time 𝛥𝑇 distribution. The blue line is a fitting function of power law
with time component of 204.8 μs.

Table 3
The number of surviving events between 7.5–15.5 MeV (𝑁) and signal efficiency for
the 7.5–9.5, 9.5–11.5, and 11.5–19.5 MeV regions. The bottom line indicates the total
number of the survived events and all efficiency applying for the signal.

Cut criteria 𝑁 Signal efficiency/E (MeV)

7.5–9.5 9.5–11.5 11.5–19.5

First reduction 1,404,568 77.9% 80.1% 80.6%
Spallation cut 213,576 53.6% 55.2% 75.3%
𝑒𝑓𝑓𝑤𝑎𝑙𝑙 cut 176,646 91.6% 91.0% 90.1%
Cherenkov angle cut 88,778 77.9% 83.2% 99.4%
pilike cut 88,033 98.8% 99.2% 99.4%
Charge/Hit cut 87,372 99.5% 99.7% 99.8%
Neutron tag 78 12.6% 12.6% 12.6%

Total 78 3.7% 4.1% 6.0%

5.1. Atmospheric neutrinos

In this work, the atmospheric neutrino background is grouped into
two categories: NCQE-like and non-NCQE. The former produces nuclear

de-excitation 𝛾-rays whose final state energy is (10) MeV, hence it
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Fig. 4. Event rate as a function of time. The energy threshold was lowered from
9.5 MeV to 7.5 MeV in September 2011.

could be mimicked. The latter is mainly made up of decay electrons
which are produced by 𝜇–𝑒 decay via muon neutrino charged-currents
and by 𝜋–𝜇–𝑒 decay via neutrino neutral-currents with pion, where the
muon and pion emit no Cherenkov photon.

A simulated sample of atmospheric neutrino events corresponding
to 500 years of livetime is produced and then normalized to the SK-IV
livetime. It is then scaled with a factor of 𝜀sig,𝜇 to account for the second
reduction. It is processed with the third and fourth reduction and a
kinetic energy threshold of 9.5 MeV or 7.5 MeV is applied, depending
on the date.

The resulting NCQE-like sample consists of 7.8 events in the en-
ergy range of 7.5–15.5 MeV. The systematic error is evaluated to be
+67.7%∕−65.6% by separately considering 𝜈 and �̄� for the kinetic energy
regions of 7.5–9.5, 9.5–11.5, and 11.5–15.5 MeV, and taking into
account the cross section uncertainty reported by T2K [24], the error
of reduction cut efficiency, neutron tagging uncertainty, and neutron
emission multiplicity.

The estimated number of background events in the non-NCQE sim-
ulation sample is evaluated using data in the higher kinetic energy
region, 29.5–79.5 MeV. The dominant background consists of events
with non-NCQE interactions by atmospheric neutrinos, which mainly
accompany decay electrons. The surviving non-NCQE sample in the
simulation is consistent with data, as shown in Fig. 5. The simulation
was a little lower than data, and it was considered the difference
occurred from effects of several uncertainties such as model, flux,
cross section, and cut efficiencies. In order to perform fine-tuning of
number of non-NCQE sample in the 7.5–15.5 MeV region, the simulated
spectrum was normalized to data in the 29.5–79.5 MeV region, as
sideband analysis. The correction factor of 1.17 ± 0.15 is determined
and the corrected spectrum is shown in the red line on Fig. 5.

The corrected non-NCQE sample consists of 3.0 events in the 7.5–
15.5 MeV region, with a systematic uncertainty of 12.8% from the
correction factor’s error.

5.2. 9Li decay events

A sample of ∼8.3 × 106 9Li decay events was simulated and then
normalized to the predicted number of events by integrating 𝑑𝑁∕𝑑𝑡
of Eq. (2) over the SK-IV livetime. It is then scaled with a factor of
𝜀Li9 to account for the second reduction. It is processed with the third
and fourth reduction and a kinetic energy threshold of 9.5 MeV or
7.5 MeV is applied, depending on the date. The resulting 9Li decay
sample consists of 40.0 events in the 7.5–15.5 MeV region.
7

Fig. 5. Consistency between data and simulation of atmospheric neutrinos after the
neutron-tagging reduction in the 29.5–79.5 MeV region. The black dots are data.
The thick black line is the distribution of non-NCQE interaction: the charged current
interaction (CC) and neutral current interaction (NC) with pion production. The red
band is the corrected spectrum with fitting error, which is used to estimate the
background of atmospheric neutrino events with non-NCQE interaction.

The systematic error is evaluated to be 30% by calculating the
quadratic sum of the main factors: error of 𝑌9Li, error of 𝐵𝑟, reduction
efficiency error, and the neutron tagging uncertainty.

5.3. Reactor �̄�𝑒

The �̄�𝑒 flux from nuclear reactors at the SK detector location has
been estimated using the reactor database of the International Atomic
Energy Agency [47]. The total reactor �̄�𝑒 flux for 10 years in SK is
calculated to be 8.05 × 1013cm−2.

Based on MC simulation, the kinetic energy spectrum of positrons
from reactor �̄�𝑒 is derived via the re-weighting [48] to the signal sample
of �̄�𝑒 initial energy.

The simulated sample of �̄�𝑒 events is then normalized to the event
number predicted by using the reactor total flux and the IBD cross
section. Then, it is scaled with a factor of 𝜀sig,𝜇 to account for the second
reduction. It is processed with the third and fourth reduction and a
kinetic energy threshold of 9.5 MeV or 7.5 MeV is applied, depending
on the date. The resulting reactor �̄�𝑒 sample consists of 1.2 events in
the 7.5–15.5 MeV region. We adopt a 100% systematic uncertainty
as a conservative estimation, since the reactor database provides no
uncertainties.

5.4. Accidental coincidences

The number of accidental coincidences between an electron or 𝛾
and a dark noise fluctuation can be estimated by considering the time
distribution of tagged neutrons in the sample after all event reduction
processes. While the time difference 𝛥𝑇 of real neutron captures follows
an exponential law, the time distribution for accidental coincidences is
expected to be flat.

Furthermore, the number of accidental coincidences (𝑁Accid) as a
function of 𝜀sig,n is estimated by the same method. We empirically found
that 𝑁Accid tends to be a power law of 𝜀sig,n as shown in Fig. 6. The fit is
used to determine the value of 𝑁Accid for 𝜀sig,n = 12.6% as 41.9 events.
The uncertainty of predicted number of accidental coincidence events
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Fig. 6. Relation between signal tagging efficiency (𝜀sig,n) and the number of accidental
oincidence events (𝑁Accid). The fit is used to determine the value of 𝑁Accid.

Table 4
Summary of the predicted numbers of background events in the kinetic energy region
of 7.5–15.5 MeV for the whole livetime, 2970.1 live days. The time dependence of the
energy thresholds is taken into account.

Source Number of predicted events

Atmospheric neutrinos
NCQE-like interactions 7.8+5.4−5.2
non-NCQE interactions 3.0 ± 0.4

9Li decay events 40.0 ± 12.0
Reactor �̄�𝑒 1.2 ± 1.2
Accidental coincidences 41.9 ± 11.6

Total 95.0 ± 17.6

is evaluated to be 27.7%, arising from the error in the fit to the 𝛥𝑇
istribution.

.5. Summary

The predicted numbers of background events are summarized in
able 4. For atmospheric neutrinos, 9Li decay events, reactor �̄�𝑒, and ac-
idental coincidences, the errors of predicted number of events indicate
ystematic uncertainties to search for solar �̄�𝑒.

. Analysis and results

To search for solar �̄�𝑒 events with a positron kinetic energy in the
.5–15.5 MeV region—equivalent to 9.3–17.3 MeV neutrino energy—
he energy spectrum of IBD candidates is compared with the back-
round estimation. We expected 95.0±17.6 events from the backgrounds
nd observed 78 events in data. The selected sample is consistent with
ackground predictions and no significant signal was found.

Fig. 7 of cyan dashed line shows a predicted spectrum of kinetic
nergy for solar-�̄�𝑒 events in an assumption of 10−4 of the neutrino-
o-antineutrino conversion provability. In this analysis, the number of
olar-�̄�𝑒 events is derived after the fitting with the signal and back-
round spectra. The observed numbers of events for the four energy
ins are compared to the best-fit signal and background predictions.
he amplitude of the signal is a free parameter. The signal and back-
rounds have a known spectral shape which is included in the fit.
herefore, the upper limit of the conversion probability is evaluated
8

o

Fig. 7. Fit result in the kinetic energy range of 7.5–15.5 MeV. The black dots are data.
The green, magenta, blue, yellow, and red histograms show best-fit predictions for reac-
tor antineutrino events, 9Li decay events, atmospheric neutrino’s NCQE interactions and
non-NCQE interactions, and accidental coincidences, respectively. The cyan dashed line
is solar antineutrino signal events in an assumption of 10−4 of a neutrino-to-antineutrino
conversion probability.

in this study. In addition, it is enough to determine the limit based on
maximum likelihood with 𝛥𝜒2 test because of the simple fitting in this
case.

In order to evaluate the conversion provability 𝑃𝜈𝑒→�̄�𝑒 , the 𝜒2 is
defined as,

𝜒2 = 2
∑

𝑗

(

𝜇𝑗 − 𝑛𝑗 + 𝑛𝑗 ln
𝑛𝑗
𝜇𝑗

)

+
∑

𝑘

(

𝛼𝑘
𝜎𝑘

)2
, (4)

where 𝜇𝑗 and 𝑛𝑗 are the predicted and observed number of events in
he 𝑗th energy bin, respectively. The second term in Eq. (4) is a pull
erm for the six free parameters (𝛼𝑘) which model the uncertainties

on the different event and the fractional errors of predicted number of
events (𝜎𝑘), where the index 𝑘 corresponds to the category: (1) NCQE-
like and (2) non-NCQE interactions of atmospheric neutrinos, (3) 9Li
decay events, (4) reactor �̄�𝑒, (5) accidental coincidence, and (6) solar
�̄�𝑒 signal. The predicted 𝜇𝑗 is a function of the simulated signal and
background estimation given as,

𝜇𝑗 =
5
∑

𝑘=1
(1 + 𝛼𝑘)(1 + 𝜔𝑘,𝑗 )𝑁𝑘,𝑗

+𝑃𝜈𝑒→�̄�𝑒 (1 + 𝛼6)(1 + 𝜔6,𝑗 )𝑁6,𝑗 , (5)

where 𝑁𝑘,𝑗 is the predicted number of background and signal events.
The 𝜎𝑘 for background is a prediction error as listed in Table 4. In par-
icular, 𝑁6,𝑗 indicates the predicted number of the solar �̄�𝑒 events in an
ssumption of 𝑃𝜈𝑒→�̄�𝑒 = 1. The 𝜎6 is estimated to be 20% for the number
f solar �̄�𝑒 events by calculating the quadratic sum of the reduction
fficiency error, the neutron tagging uncertainty, and a time depending
ncertainty of the efficiency. Therefore, the correlation between 𝑃𝜈𝑒→�̄�𝑒
nd 𝛼6 has been taken into account. The 𝜔𝑘,𝑗 parametrize spectral
hape distortions and can go up to 10% for atmospheric neutrino
CQE interactions and accidental coincidences. Other spectral shape
istortions can be up to 1% because the 2-MeV bin is larger than
he energy resolution of the SK detector and spectral shapes for these
ackgrounds are well known. Assuming constant 𝑃𝜈𝑒→�̄�𝑒 for any energy,
he spectral shape of signal is set to a same of 8B solar 𝜈𝑒. The pull term
f 𝜔 is a negligibly small effect in Eq. (4), it is omitted, because the
𝑘,𝑗
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Table 5
Best-fit 𝛼𝑘 values.
𝑘 Source 𝛼𝑘
1 NCQE-like interaction 0.38𝜎1
2 non-NCQE interaction 𝜎2
3 9Li decay events 0.99𝜎3
4 Reactor �̄�𝑒 −0.01𝜎4
5 Accidental coincidence −0.61𝜎5
6 Solar �̄�𝑒 0

Fig. 8. Relation between 𝛥𝜒2 and conversion probability of neutrinos to antineutrinos.
The upper limits on 𝑃𝜈𝑒→�̄�𝑒 for 𝛥𝜒2 = 1.0, 2.3, 2.7, and 4.6 are 3.5 × 10−4, 4.7 × 10−4,
.0 × 10−4, and 6.0 × 10−4, respectively.

arameter make distortion spectrum for signal or background but the
otal number of events is not changed.

Thus, Eq. (4) indicates the pull term contributions and that the back-
round spectral shape predictions are providing constraints in the 𝜒2

it. Since we have four bins, six parameters for systematic uncertainties
n the pull term to the fit, and seven free parameters (𝑃𝜈𝑒→�̄�𝑒 and 𝛼𝑘),
he number of degrees of freedom (𝑑𝑜𝑓 ) is found to be equal to three.

The best-fit conversion probability is 𝑃 (best)
𝜈𝑒→�̄�𝑒

= 0 and corresponds to
he value of 𝛼𝑘 listed to Table 5. The best-fit 𝜒2∕𝑑𝑜𝑓 is 1.9∕3 (shown in
ig. 7) under the null hypothesis. The 𝑝-value is 0.6 and no significant
ignal above the backgrounds is found. In the 𝛥𝜒2 calculation with
n increased value of 𝑃𝜈𝑒→�̄�𝑒 , the 𝛼𝑘 parameters are also varied within
ncertainties associated with backgrounds, as shown in Fig. 8. Then,
equiring 𝛥𝜒2 < 2.3, the upper limit is determined to be 𝑃𝜈𝑒→�̄�𝑒 <
.7 × 10−4 at 90% C.L., which corresponding to 36 events of solar-�̄�𝑒
ignal. The 8B neutrino flux from the Sun above 9.3 MeV of neutrino
nergy is calculated as 9.96 × 105 cm−2 s−1; therefore the partial flux
pper limit of antineutrino from the Sun is determined to be 4.7 ×
02 cm−2 s−1 at 90% C.L. The neutrino magnetic moment derived from
he 𝜈𝑒 → �̄�𝑒 probability in the spin-flavor precession model is calculated
s 𝜇 ≲ 1.7 × 10−9𝜇𝐵(10 kG∕𝐵𝑇 ) at 90% C.L., i.e. 𝜇 ≲ 3 × 10−8𝜇𝐵 and
≲ 2 × 10−12𝜇𝐵 at 90% C.L. in the assumption of 𝐵𝑇 ∼ 600 G [6] and
7 MG [7], respectively.

. Sensitivity estimate for SK-Gd

The sensitivity of SK-Gd can be estimated using the SK-IV result in
he neutrino energy range of 9.3–17.3 MeV. We expect the sensitivity of
he solar �̄�𝑒 search to significantly improve in SK-Gd, since this upgrade
onsiderably improves the neutron identification efficiency.
9

Table 6
Expected sensitivity of SK-Gd for 𝑃𝜈𝑒→�̄�𝑒 at 90% C.L. in an assumption of 10 years
bservation.

𝑃𝜈𝑒→�̄�𝑒

0.02% Gd
loading

0.2% Gd
loading

Improved signal efficiency 10.5 × 10−5 5.9 × 10−5

+ 9Li rejection (to 20%) 8.3 × 10−5 4.6 × 10−5

+ Accidental coincidence rejection (to 5%) 5.6 × 10−5 3.1 × 10−5

+ NCQE uncertainty decreasing (to 30%–80%) (4.3 − 5.2) × 10−5 (2.4−2.9)× 10−5

In this work, we find that the main backgrounds in SK are 9Li
ecay events, atmospheric neutrino NCQE interaction, and accidental
oincidences. The estimated SK-Gd sensitivity is summarized in Table 6.

First, the signal efficiency is evaluated to be 50% and 90% for
.02% and 0.2% Gd sulfate loading, respectively [49]. After 10 years
f observation, the sensitivity to 𝑃𝜈𝑒→�̄�𝑒 at 90% C.L. is expected to
e 10.5 × 10−5 (5.9 × 10−5) when accounting only for the efficiency
mprovement to 50% (90%), and assuming that the uncertainty of the
eutron tagging efficiency is reduced from 19% to 5%.

Additionally, due to the improved detection efficiency for neutron
agging, SK-Gd would measure the yield of 9Li decay events more
recisely, i.e. the 9Li decay events can be observed more than Ref. [38]
nd expected to investigate the spallation mechanism precisely. After
hat, when a better separation cut condition is developed, hence the 9Li
ackground can be reduced for the search in SK-Gd. In this estimate, it
s assumed to improve the total uncertainty for 9Li from 30% to 5%
nd the spallation efficiency 𝜀Li9 to 20% of its current value. These
esulting sensitivities are predicted to be 8.3×10−5 (0.02% Gd loading)
nd 4.6 × 10−5 (0.2% Gd loading).

The accidental coincidences consist of (1) fake tagging and (2) real
eutron capture of unrelated neutrons. In SK-Gd, the fake tagging will
e considerably reduced since the energy of 𝛾 after neutron capture
ncreases from 2.2 MeV in hydrogen to 8 MeV in Gd. On the other
and, accidental coincidences of unrelated, real neutrons cannot be
dentified by the tagging algorithm, even in SK-Gd. Accidental coinci-
ences should be precisely evaluated during calibration with random
riggering in SK, both with and without Gd, which will allow us to
educe the associated uncertainties. Assuming a 5% uncertainty, we
xpect the resulting sensitivity to be 5.6 × 10−5 (0.02% Gd loading)
nd 3.1 × 10−5 (0.2% Gd loading), where the estimates include the
ontribution of improved 9Li rejection.

As the remaining factor for further improvement of the sensitiv-
ty, the uncertainty of the spectrum of atmospheric neutrino NCQE
nteractions is expected to be reduced by a future artificial neutrino
eam experiment. In particular, the current uncertainty is estimated
o be ∼100%, considering both the MC prediction error and the shape
ncertainty of the spectrum in the low energy region. If the uncer-
ainty can be decreased to 30%–80% of the present one, the resulting
ensitivities are calculated to be (4.3–5.2)×10−5 (0.02% Gd loading)
nd (2.4–2.9)×10−5 (0.2% Gd loading), where the estimates include
he contribution of improved rejection of both 9Li and accidental
oincidences. This estimate indicates an improvement of a factor of ∼16
rom the present sensitivity for conversion probability, which would
ake it possible to improve upon the current best upper limit set by

ther experiments.
Finally, the sensitivity of SK-Gd could be improved by lowering

he energy threshold. The trigger condition should be tuned in con-
ideration of the allowed dark rate contamination after the gadolinium
oading.

. Conclusion

We searched in the SK detector for solar �̄�𝑒 due to 𝜈𝑒 → �̄�𝑒
onversion, using neutron tagging to identify IBD interactions in pure
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water. The selected sample is consistent with background predictions
and no significant signal was found. An upper limit on the 𝜈𝑒 → �̄�𝑒
conversion probability of 4.7 × 10−4 is hence derived at 90% C.L. This
limit is a factor of 17 more stringent than the SK-I sensitivity and is
consistent with the sensitivity estimated at a previous search in SK-
IV [15]. This limit corresponds to the neutrino magnetic moment of
≲ 1.7 × 10−9𝜇𝐵(10 kG∕𝐵𝑇 ) at 90% C.L. predicted in the spin-flavor
precession model. This SK-IV analysis thus derived the best limit of
sensitivity to solar �̄�𝑒s at SK and has allowed us to assess the 16 times
improvement from the present sensitivity expected for future searches
in SK-Gd.
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Appendix. Neutron tagging

In what follows, we detail the structure of the neutron tagging
algorithm used for this analysis and evaluate its performance.

A.1. Characteristic variables

A neutron from IBD can be identified by tagging the 2.2 MeV 𝛾 emis-
sion resulting from its capture on hydrogen [15]. In this analysis, the
simulation signature which is merged with the T2K dummy data allows
to accurately model the contributions of the different backgrounds.
Since the 𝛾 signal is typically hidden under the PMT dark noise, we
use the number of hits together with their timing, pattern, and charge
to discriminate between the signal of the 2.2 MeV 𝛾 and background
PMT dark noise, as shown in Fig. 9.

The definitions of some variables are presented in Ref. [15,38,50,
51] and summarized in Table 7. Basically, we take the hit clusters
within a 10 ns window in AFT data to calculate quantities such as the
hit number, timing deviation, and angle. To identify neutron capture
events, we apply two approaches for vertex reconstruction using the
selected candidates in a 10 ns window. One is based on minimal root-
mean-square (RMS) for mean time-of-flight (TOF) between the vertex
and the hit PMT position for the candidates in the 10 ns window [50]
10
Table 7
Overview of parameters used for neutron tagging.

Parameter Meaning

𝑁10 Number of PMTs hit in a 10 ns window.
𝑁C Number of clusters among 𝑁10 candidates.
𝑁low Hit number on low probability [15].
𝑁300 Hit number in 300 ns width at timing center of 𝑁10.
𝜙rms RMS of azimuthal angle of the vectors.
𝜃mean Mean of opening angle between vectors of each PMT

and sum of all.
𝜃rms RMS of the opening angle.
𝑁back Number of hits with 𝜃 > 90◦.
𝑁low𝜃 Number of hits with 𝜃 < 20◦.
𝑄rms RMS of charge.
𝑄mean Mean of charge.
𝑁highQ Number of hits with high charge, 𝑄 > 3 p.e.

𝑡rms RMS of hit time within 10-ns hit candidates.
𝑡(min)
rms (3) Minimum RMS of hit time with 3 hit PMTs.
𝑡(min)
rms (6) Minimum RMS of hit time with 6 hit PMTs.
𝑡(dif f)rms Difference between 𝑡rms and 𝑡′rms.
𝑁 (dif f)

10 Difference between 𝑁10 and 𝑁 ′
10.

𝑁𝐹wall Distance from wall to 𝑥′.
𝐵𝑆wall Distance from wall to 𝑥′𝑏.
𝐵𝑆energy Reconstructed energy based on 𝑄′

𝑏.
𝐹𝑃 dist Distance between �⃗� and 𝑥′.
𝐵𝐹 dist Distance between 𝑥′ and 𝑥′𝑏.

and the other is based on the minimal timing residual defined as the
difference between a PMT’s observed hit time and the expected hit
time based on the time-of-flight of the Cherenkov photon [52]. The
first method is used to derive the vertex (𝑥′) and the minimal RMS of
time (𝑡′rms), while the primary vertex is labeled �⃗�. In addition, the latter
method is used to derive the vertex (𝑥′𝑏) and the charge (𝑄′

𝑏).
We then use a machine learning algorithm (explained later) to

dentify neutron capture events efficiently using the correlation of these
ariables.

.2. Pre-selection

For each event associated with an SHE+AFT trigger pair, we look
or neutrons in a 535 μs (385 μs) window. Since this window contains an

extremely large number of timing hit clusters, we apply a pre-selection
cut to suppress huge background to speed up calculation. As a pre-
selection cut, we consider 10-ns TOF-subtracted windows containing
more than 7 hits — 𝑁10 > 7. In addition, the criterion of 𝑁300−𝑁10 > 8
is required, where the PMT noise tends to be distributed randomly in
time so the number of hits in a 300 ns window around the 10 ns window
is a good index to confirm it. The pre-selection efficiency is estimated
to be 80.4% for simulated neutron-capture events while 65.6% of the
background dark noise events which are sampled from T2K dummy
data are suppressed by this pre-selection procedure.

A.3. Machine learning

In order to select neutron-capture events from pre-selected can-
didates, we use a feed-forward Multi-Layer Perceptron (MLP) imple-
mented in the TMVA library of ROOT [53]. In this analysis, the MLP
was trained using 1.2 × 106 simulated neutron-capture events and 1.2 ×
107 background triggers from the T2K dummy data. These were split
randomly into a training sample of 75% and a evaluation sample of
25%.

A.4. Performance evaluation

Using the MLP likelihood profiles of MC and background, the re-
lation between the signal tagging efficiency (𝜀sig,n) and the accidental

background probability (𝜀mis) is estimated as shown in Fig. 10. 𝜀mis is
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Fig. 9. Variable distributions used for neutron tagging. The blue filled and red hatched histograms correspond to the 2.2 MeV 𝛾 signal and background PMT dark noise, respectively.
Both histograms are normalized to 1.
Fig. 10. Relation between the signal efficiency (𝜀sig,n) and the probability that acci-
dental background would be misidentified as a neutron (𝜀mis) for neutron tagging in a
535 μs time window. The black dot marks the working point.

defined as the probability that a sample containing only PMT dark noise
is misidentified as a neutron capture event. The black dot marks the
working point, which was selected based on the criteria described in
Section 4.5.

The SK electronics were updated to extend the delayed-coincidence
time window from 385 μs to 535 μs in November 2008 and reduced the
visible energy threshold of the prompt signal from 9.5 MeV to 7.5 MeV
in September 2011. The neutron tagging efficiency was also affected
by the DAQ upgrade. The signal efficiency in a 385 μs time window is
estimated to be 0.86 times as high as in a 535 μs time window.
11
The background dark noise event rate has a time dependence due
to the PMT gain shift and water transparency fluctuation. In the sim-
ulation, T2K dummy data from 13th March to 1st November, 2009
was used. We confirmed that the neutron-tagging efficiency depends
on time via the background, as a contribution from PMT gain shift
almost, thus the shift of signal-tagging efficiency is estimated to be
+0.047%∕year while the fake-tagging rate tends to increase by 2.5% per
year. This efficiency shift is treated as systematic uncertainty of ∼4%
over the whole SK-IV livetime, but its value is negligible compared to
the systematic error contributing to the absolute efficiency uncertainty,
as explained in Section 4.5.
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