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a b s t r a c t

This article presents dcor, an open-source Python package dedicated to distance correlation and other
statistics related to energy distance. These energy statistics include distances between distributions
and the associated tests for homogeneity and independence. Some of the most efficient algorithms
for the estimation of these measures have been implemented relying on optimization techniques such
as vectorization, compilation, and parallelization. The performance of these estimators is evaluated by
comparison with alternative implementations in other packages. The package is also designed to be
compatible with the packages conforming the scientific Python ecosystem. With that purpose in mind,
dcor is an early adopter of the Python array API standard.
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1. Introduction

The so-called energy distance is a metric between the distri-
utions of two random vectors introduced by Gabor J. Székely [1].
he name energy refers to some connections with the notion
f Newton’s potential energy [2]. It has a number of desirable
roperties such as rotational invariance, scale equivariance, and
haracterizing the equivalence of distributions (i.e., it is equal to
ero if and only if the distributions are identical) [3,4]. The first
pplication of a distance between distributions is usually testing
omogeneity. In this sense, nonparametric tests based of energy
istance have been proposed for testing the equality of multiple
ultivariate distributions [5] or for change point detection in

ime series [6], among others. Energy distance has also been used
o provide a nonparametric extension of the classical ANOVA [7]
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and goodness-of-fit tests for several distributions [8–10]. Mean-
while, this metric can be also considered on its own, for example
in hierarchical clustering [11].

In general, the statistics related to the energy distance are
called energy statistics, or E-statistics [4]. The most popular en-
ergy statistics are distance covariance and correlation, which
measure independence between two random vectors [12]. They
can be seen as a generalization of the classical notions of co-
variance and Pearson’s correlation as they are able to capture
nonlinear dependencies and are defined for vectors of arbitrary
dimensions. These measures have become very popular in recent
years and have been used in many application areas such causal
analysis [13], feature selection [14,15], robust statistics [16], and
testing independence [4].

In this paper we present the functionalities of dcor, a Python
package dedicated to E-statistics [17]. The library dcor is an
open source project that seeks to provide statistical tools based
on energy statistics to the Python community in an easy-to-
use way. It contains different estimators for some E-statistics,
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ith special attention to distance correlation and covariance, and
onparametric tests for both homogeneity and independence.
hese statistical tools are briefly described in Section 2. A com-
lete description of all functionalities is provided in the package
ocumentation, linked in the metadata.
During the design of the library, we have tried to maximize

ompatibility with other tools of the scientific Python ecosys-
em. Another focal point has been the quality and efficiency of
he code, paying special attention to automated testing, code
ectorization and compilation, or parallelization, among others.
ection 3 is devoted to the implementation details related to
erformance and extensibility. Moreover, the computational ef-
iciency of the principal measures in dcor is compared with the
eference R package energy [18] and recent alternative imple-
entations in both R and Python. Finally, the impact of the
ackage is addressed in Section 4, and some general conclusions
re drawn in Section 5.

. Functionalities of the package

The main goal of the dcor package is to provide efficient
stimators for distance correlation and other E-statistics, such as
nergy distance and partial distance correlation. In addition, hy-
othesis tests for homogeneity and independence of distributions
ased on these measures are provided. A brief description of these
unctionalities is given below.

.1. Energy distance

Energy distance is a metric between the distributions of two
andom vectors X, Y that take values in Rd [3]. It is defined as

(X, Y ) = 2E(∥X − Y∥) − E(∥X − X ′
∥) − E(∥Y − Y ′

∥), (1)

where ∥ · ∥ stands for the Euclidean norm, and X ′ and Y ′ de-
ote independent and identically distributed copies of X and Y ,

respectively.
Alternatively, denoting their respective characteristic func-

tions by φX (t) = E[eitX ] and φY (t) = E[eitY ], this measure can
be rewritten as

E(X, Y ) =
1
cd

∫
Rd

|φX (t) − φY (t)|2

∥t∥d+1 dt, (2)

where cd =
π (1+d)/2

Γ ((1+d)/2) is half the surface area of the unit sphere in
d.
Let {xi}

NX
i=1 and {yi}

NY
i=1 be two samples of X and Y with sizes NX

nd NY , respectively. An estimator of the energy distance based
n the sample means can be defined as

NX ,NY (X, Y ) =
2

NXNY

NX∑
i=1

NY∑
j=1

∥xi − yj∥

−
1
N2

X

NX∑
i=1

NX∑
j=1

∥xi − xj∥ −
1
N2

Y

NY∑
i=1

NY∑
j=1

∥yi − yj∥.

(3)

The function energy_distance implements this estimator.
In order to improve the robustness of the estimation, the dcor
package allows the use of other centrality measures, such as a
trimmed mean or the median, as proposed in [19]. Moreover, an
unbiased version of this estimator based on the use of U-statistics
is also available, as proposed in [19,20].

2.2. Distance covariance and correlation

Distance covariance V , and distance correlation R, are depen-
ency measures between two random vectors, X and Y , with

finite first moments [12,21]. Unlike the classical Pearson correla-
tion, these measures can detect nonlinear dependencies. Indeed,
they are equal to 0 if and only if the random vectors are indepen-
dent. Furthermore, V and R can be defined for vectors of arbitrary
dimensions, X ∈ Rp and Y ∈ Rq.

In this context, the squared distance covariance V2(X, Y ) is
defined as a weighted distance between the joint characteristic
function φX,Y (t, s) and the product of the marginals φX (t) and
φY (t). The distance covariance V(X, Y ) is then the nonnegative
number that verifies

V2(X, Y ) =

∫
Rp+q

|φX,Y (t, s) − φX (t)φY (s)|2w(t, s)dtds, (4)

where w(t, s) = (cpcq∥t∥
1+p
p ∥s∥1+q

q )−1, ∥·∥d is the euclidean norm
in Rd and cd is again half the surface area of the unit sphere in
Rd.

Analogously to classical Pearson correlation, distance correla-
tion R(X, Y ) is defined from the distance covariance as

R2(X, Y ) =

{
V2(X,Y )

√
V2(X,X)V2(Y ,Y )

if V2(X, X)V2(Y , Y ) > 0

0 if V2(X, X)V2(Y , Y ) = 0.
(5)

In spite of the apparent complexity of these definitions, dis-
tance covariance and correlation have a simple parameter-free
estimator. This is an advantage over other popular dependency
measures, such as mutual information, which require the estima-
tion of additional smoothing parameters [22,23]. Given a sample
{(xi, yi)}Ni=1 of N observations of the joint random vector (X, Y ),
we define the double centered distance matrices A and B as

Ai,j = ai,j −
1
N

N∑
l=1

ail −
1
N

N∑
k=1

akj +
1
N2

N∑
k,l=1

akl,

Bi,j = bi,j −
1
N

N∑
l=1

bil −
1
N

N∑
k=1

bkj +
1
N2

N∑
k,l=1

bkl,

where aij = ∥xi − xj∥p and bij = ∥yi − yj∥q. Then, the sample
distance covariance is the square root of

V2
N (x, y) =

1
N2

N∑
i,j=1

Ai,jBi,j. (6)

Likewise, the (squared) sample distance correlation is the
standardized (squared) sample covariance

R2
N (x, y) =

⎧⎨⎩
V2
N (x,y)√

V2
N (x,x)V2

N (y,y)
, if V2

N (x, x)V
2
N (y, y) > 0,

0, if V2
N (x, x)V

2
N (y, y) = 0.

(7)

Both estimators VN and RN converge almost surely to their pop-
ulation counterparts V and R when N tends to infinity [12].

The functions distance_covariance and distance_
correlation implement the estimators (6) and (7), respectively.
The library also provides unbiased and bias-corrected estimators
of V2(X, Y ) andR2(X, Y ), in functions u_distance_covariance
_sqr and u_distance_correlation_sqr [24]. Note that in
this case one cannot take the square root as the estimator can
take negative values. In addition, an affinely invariant version
of distance correlation [25] is already available as distance_
correlation_af_inv.

Despite of its simplicity, the main drawback of the estimator
defined in Eq. (6) is its high computational cost. Due to the eval-
uation of the distance matrices, the complexity in both time and
memory is O(N2). As an alternative, [26,27] propose two differ-
ent estimators of the distance covariance based on the AVL-tree
structure [28] and the mergesort algorithm, respectively. Both
proposals has complexity O(N logN), although they are restricted
2
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o univariate distributions (p = q = 1). These fast algorithms are
available in the distance covariance and correlation functions by
means of the parameter method, and are used by default when
possible.

2.3. Partial distance correlation

Partial distance covariance and correlation are extensions of
the aforementioned dependency measures that allow for con-
trolling for the effects of a third random vector Z of arbitrary
dimension [29].

Partial distance covariance is defined as

V∗(X, Y ; Z) =

{
V2(X, Y ) −

V2(X,Z)V2(Y ,Z)
V2(Z,Z)

if V2(Z, Z) ̸= 0
V2(X, Y ) if V2(Z, Z) = 0,

hile partial distance correlation is
∗(X, Y ; Z)

=

{
R2(X,Y )−R2(X,Z)R2(Y ,Z)
√

1−R4(X,Z)
√

1−R4(Y ,Z)
if R4(X, Z) ̸= 1 and R4(Y , Z) ̸= 1

0 if R4(X, Z) = 1 or R4(Y , Z) = 1.

The estimators of these quantities proposed in [24] are pro-
vided by functions partial_distance_covariance and par-
tial_distance_correlation.

Finally, note that these dependency measures should be used
carefully as they present some undesirable or counterintuitive
properties [24, Sec. 4.2]. In particular, R∗(X, Y ; Z) = 0 does not
always implies that X and Y are conditionally independent given
Z and vice versa.

2.4. Hypothesis testing

One of the main applications of the measures between dis-
tributions is hypothesis testing. In this sense, measures based on
E-statistics are no exception. For example, [8] proposes a
goodness-of-fit test for multivariate normality based on the en-
ergy distance, and a test of independence can be found in [30],
both implemented in the energy R package. Meanwhile, in the
dcor package we can find three different tests: one for homo-
geneity and two for independence.

First, energy distance is used to define a permutation test
of homogeneity [5]. This test is based on the properties of the
statistic

T =
NXNY

NX + NY
ENX ,NY (X, Y ), (8)

where ENX ,NY is the estimator of the energy distance defined
in Eq. (3). This test, and its extension for more than two popu-
lations, is implemented in the function homogeneity.energy_
est.
Second, a permutation test for detecting independence be-

ween two distributions is constructed using the distance covari-
nce [12]. The statistic used for this test is NV2

N , where V2
N is

the estimator of the distance covariance defined in Eq. (6). Func-
tion independence.distance_covariance_test contains an
implementation of this test.

Finally, an asymptotic test of independence for high dimen-
sional vectors [31] is provided by independence.distance_
correlation_t_test. This test relies on the convergence of the
statistic

TN =
R∗

N√
1 − (R∗

N )2

√
N(N − 3)

2
− 1, (9)

where R∗

N is the bias-corrected version of the estimator of the
squared distance correlation proposed in [24].

Some additional parameters of these tests can be adjusted
by the user, including the number of repetitions used in the
permutation tests.

Fig. 1. Ring of data generated for the illustrative example.

2.5. Illustrative example

This section shows how to use the dcor package through a
brief example with a toy dataset.

1. Generation of the dataset. In this case, we generate 1000 pairs
of coordinates (x, y) conforming an annulus (see Fig. 1).

import numpy as np
import dcor

n_samples = 1000
random_state = np.random.default_rng(123456)
u = random_state.uniform(-1, 1, size=n_samples)

y = (np.cos(u * np.pi)
+ random_state.normal(0, 0.01, size=n_samples))

x = (np.sin(u * np.pi)
+ random_state.normal(0, 0.01, size=n_samples))

Hence, the random vectors X and Y are non independent, but
identically distributed.

2. Distances. Computation of E(X, Y ) and R(X, Y ) with the AVL
algorithm. Remember that fast implementations are only valid for
one-dimensional variables.

dcor.energy_distance(x, y)
Out:

0.00152....

dcor.distance_correlation(x, y, method="avl")
Out:

0.2097....

The close-to-zero value of the energy distance reflects the
homogeneity of the distributions of X and Y . Meanwhile, the
distance correlation indicates a small dependency between them.

3. Hypothesis testing. Finally, we test homogeneity and indepen-
dence to check if the above conclusions are statistically signifi-
cant.

dcor.homogeneity.energy_test(
x, y, num_resamples=100, random_state=random_state)
3
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Out:
HypothesisTest(pvalue=0.3069..., statistic=0.7649...)

dcor.independence.distance_covariance_test(
x, y, num_resamples=100, random_state=random_state)

Out:
HypothesisTest(pvalue=0.0099..., statistic=13.5334...)

Tests in dcor return an object with the p-value and the value
f the statistic. As expected, with 95% confidence, we can accept
he homogeneity (p-value ≃ 0.31) and reject the independence
p-value ≃ 0.099).

To conclude, let us point out that the dcor package owns de-
ailed examples for most functionalities in the online documenta-
ion.1 These examples includes different datasets, measurements
f error and performance, and background about the statistical
ethods.

. Implementation details

The package dcor is implemented in Python 3.8 and released
n Github [17] under a MIT license. Releases are available both in
yPI2 and the conda-forge channel from Anaconda.3 In order to
uarantee the quality of the library, it includes a comprehensive
nd automated collection of tests, and a complete documenta-
ion. The code contains also type annotations for static analyzers.
ome additional features aiming at improving performance and
xtensibility are described below.

.1. Performance

The functions of the dcor package make a careful use of
ectorization to guarantee improved performance. In addition,
ast algorithms for distance covariance and correlation described
n Section 2.2 make use of the Numba library [32] to compile and
ptimize them, what entails further speed gains.
In this section we compare the performance of the dcor imple-

entations of energy distance and distance correlation with their
ounterparts in other R and Python proposals. The R package en-
rgy [18] is the reference library when working with E-statistics.
t is more similar to dcor than any other software in terms of
pproach and scope. A detailed comparison between dcor and en-
rgy is available in the documentation. The recent dcortools [33]
ddresses the subset of E-statistics relying on distance covariance
nd correlation with a very careful implementation. On the other
and, there are no Python packages devoted to energy statistics or
ubsets of them. Nonetheless, some isolated functionalities can be
ound in some statistical libraries. This is the case of statsmodels
34], hyppo [35], and pingouin [36], which include some few
-statistics among extensive catalogs of statistical tools.
Since the complexity in terms of the dimensions, p and q, of X

nd Y does not depends on the distance algorithms themselves,
ut to the implementation of the Euclidean distance in each
anguage (R and Python), we study only the effect of varying the
ample size. Then, we consider p = q = 1 and the following sam-
le sizes N = NX = NY : 10, 50, 100, 250, 500, 750, 1000. Datasets
re generated randomly form a standard normal distribution, as
ata distribution has no effect in the computational cost. For each
xample, we show the minimum of 100 independent single calls
f each estimator for each sample size. The choice of the mini-
um instead of the sample mean or other statistics, responds to

1 https://dcor.readthedocs.io/en/latest/auto_examples/index.html
2 https://pypi.org/project/dcor
3 https://anaconda.org/conda-forge/dcor

Fig. 2. Performance comparison between Python (dcor package) and R (energy
package) implementations of energy distance.

the objective of discarding the effects of other running processes
(see, e.g. [37] for further details).

On the one hand, Fig. 2 shows the comparison between dcor
(Python) and energy (R) implementations of the energy dis-
tance following the expression in Eq. (3). At this moment, no
other package in this study have a valid method for energy
distance. On the other hand, Fig. 3 is dedicated to distance corre-
lation implementations. Left panel presents the implementations
of the original estimator defined in Eq. (6) joint with fast versions
following both the AVL-based algorithm (dcor, energy, and dcor-
tools) proposed in [26], and the fast mergesort-based implemen-
tation (dcor, and hyppo) proposed in [27]. The right panel focuses
on fast algorithms, using a more appropriate scale to appreciate
the differences. Distance covariance is not explicitly considered
in the comparison as some of these packages do not expose
that functionality to end users. Nonetheless, the performance of
distance correlation directly depends on the performance of the
distance covariance.

In all cases, dcor implementations clearly outperforms those
in the reference package energy and their Python counterparts
(statsmodels, hyppo, and pingouin). The recent R library dcor-
tools is the only comparable with dcor. It exhibits also a very
good performance, being slightly inferior to dcor with small
sample sizes, but obtaining the best results with more than 250
observations. As expected, fast algorithms obtain the best results,
although they are limited to univariate random vectors. In this
context, dcor is the only library that implements the two fast
algorithms, AVL and mergesort. Their results are very similar
although the mergesort-based implementation shows a slightly,
but consistently, better performance than the AVL approach.

Finally, the dcor package can exploit some additional oppor-
tunities for parallelization. A typical example is the repeated
computation of a dependence measure, such as distance covari-
ance, which naturally arises in variable selection or in correlation
analysis. In this context, the function rowwise can be used to
handle each pair of variables in parallel (employing several CPUs
by means of the Numba library) when a fast algorithm for dis-
tance covariance is used. Another occasion for parallelization
appears in permutation tests, which also involve repeating calls
to the same function. The difference here is that the distances in-
volved are the same for each permutation, although in a different
order, so they need to be computed only once. We can then lever-
age the Joblib library [38] to launch the permutations in parallel
with a configurable number of jobs. Note that these examples
belong to the so called embarrassingly parallel problems, where
the resultant speedup is directly proportional to the number of

physical CPUs available.

4
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Fig. 3. Performance comparison among Python (packages dcor, statsmodels, hyppo, and pingouin) and R (packages energy and dcortools) implementations of
istance correlation. On the left, all estimators available in these packages. On the right, only fast algorithms.

.2. Extensibility

A major concern in the scientific Python ecosystem is the
roliferation of different frameworks, each with its own similar,
ut incompatible, data structures. As a result, several imple-
entations of the same non-trivial algorithms may arise, with

he subsequent maintenance burden and fragmentation of the
ommunity. In the development process of the dcor package we
ave addressed this problem in two ways.
First and foremost, dcor adheres to the Python array API

tandard [39]. This specification was created to offer a common
nterface for different implementations of arrays and tensors in
ython. This is a joint effort of the Python scientific commu-
ity that tries to integrate, among others, NumPy CPU-based ar-
ays [40], CuPy GPU-based ones [41], Dask distributed arrays [42]
nd the different types of tensors available in deep learning
ibraries, such as Pytorch [43] or Tensorflow [44]. The package
cor accepts objects that follow this standard, and therefore, it
ould be used in combination with these libraries when they
inish their standardization effort. In order to guarantee that
ntegration, dcor has been tested against the numpy.array_api
odule, which contains a minimal reference implementation of

he Python array API standard.
Furthermore, special care has been taken in dcor to allow the

se of arrays of arbitrary numeric type, including non-floating
oint types such as Fraction and Decimal. As a consequence,
he original types will be preserved along all computations and
esults.

The only exception to these approaches are those few func-
ions which are compiled, as currently Numba supports only a
subset of array and number types.

4. Impact and applications

During the last few years, E-statistics, and in particular dis-
tance correlation, have attracted quite a bit of attention, accumu-
lating thousands of citations and being used in many different
application areas. The package dcor gives the Python scientific
community access to a comprehensive set of significant measures
and tests based on E-statistics in a unified framework, previously
available only in R through the energy package. In addition,
the library presents some differential characteristics such as the
adoption of the Python array API standard, and fast algorithms
and code optimizations which lead to better performances than
those of their R and Python counterparts in most cases. As a
result, dcor could be very useful in the wide variety of situations

where E-statistics are. Indeed, it is already being used in a number
of relevant scientific publications, as well as several open source
scientific packages.

Up to now, the use of dcor has been particularly frequent in
areas related to machine learning. For example, distance correla-
tion is used in causal inference [45,46] to detect the dependence
structure of the data. The energy distance and distance correlation
have been considered for word embeddings in natural language
processing problems [47,48]. Recent works in bias detection [49]
make use of the distance correlation to uncover attributes that
act as proxies for sensitive data. Furthermore, distance covariance
and correlation are commonly used in dimensionality reduc-
tion strategies, both in multivariate [50,51] and functional [52]
frameworks.

Meanwhile, the package has also proven to be useful in iden-
tifying medicinal plants [53], analyzing correlations between the
Sustainable Development Goals of the United Nations [54] or in
a financial context, for either diversifying investments [55] or
optimizing technical indicators for prediction [56].

5. Conclusions

This article presents the package dcor, a package that pro-
vides functionalities based on E-statistics to the Python scientific
community. In addition to include a varied set of statistical mea-
sures and hypothesis tests, the library has been designed with
efficiency and extensibility criteria in mind. Some examples of
this approach are the flexibility about different array and numeric
types and the auxiliary tools for parallelization. The efficiency
criterion is also reflected in code optimizations like vectorization
and compilation, which allow dcor to obtain better performance
than the alternatives in R.

The interest in these statistical tools has been shown by the
good reception of the package in many different application areas
since its first release in 2017. This attention made dcor a refer-
ence package for E-statistics in Python, and solidified our com-
mitment with the development and expansion of the package. To
this respect, our future plans include incorporating further de-
velopments derived from the theory of E-statistics, enriching the
existing documentation with more tutorials and additional usage
examples, and continue optimizing the existing functionalities.

To conclude, we want to emphasize our involvement with
the open-source community, both addressing user comments and
encouraging practitioners to contribute to the development of the
dcor package.
5
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