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Abstract

English

This Thesis is devoted to the interplay between coherence and decoherence in open quantum optical systems. Coherence in these systems is given by the interaction of matter with different kind of electromagnetic modes. In particular, in this Thesis we focus on photonic modes in semiconductor microcavities and surface plasmons in metallic structures. Unfortunately, these systems have an unavoidable coupling with the environment that tends to destroy coherence. A deep understanding of this competition is needed to evaluate the possibilities of these systems in future quantum technologies.

The first part of the Thesis is focused on the so-called semiconductor cavity QED systems. They typically consists of a single quantum dot embedded inside a microcavity, where the exciton and cavity mode interact. Through the appropriate inclusion of a new Lindblad term in the Master Equation, we study how decoherence induced by the phonon modes of the solid-state matrix affects the observation of strong-coupling in the non-linear regime. Importantly, we are able to predict a new kind of spectral structures, namely triplets, due to the interplay between interaction and decoherence. These triplets have already been observed experimentally but attributed to different origins. Moreover, we are able to characterize the efficiency of these systems to generate identical and simultaneous photon pairs. Another important landmark developed within this Thesis is a new method to efficiently compute frequency and time resolved photon correlations. Our method overcomes the computational difficulties of the standard theory, being able to predict a new zoology of processes completely hidden in usual spectroscopy.

In the second part, metallic nanostructures are studied within an open quantum system formalism. Through this formalism we are able to characterize the strong-coupling between one or many quantum emitters interacting with surface plasmon modes of low dimensional structures. By tracing out the plasmonic degrees of freedom in one-dimensional systems, we find that they can induce a controllable coherent and incoherent coupling between emitters. Together with a continuous excitation, we show that this coupling can lead to entanglement generation between two or many quantum emitters.
Español

Esta Tesis se ocupa de la competición entre coherencia y decoherencia en sistemas de óptica cuántica abiertos. La coherencia de estos sistemas nace fundamentalmente de la interacción entre la materia y distintos modos electromagnéticos. En particular en esta Tesis nos centramos en los modos fotónicos de una cavidad o los plasmones superficiales en estructuras metálicas. El aislamiento de estos sistemas no es perfecto, y de la interacción con el ambiente surgen mecanismos que tienden a romper esa coherencia. El estudio de la competición de estos mecanismos es fundamental a la hora de determinar las posibilidades de estos sistemas para realizar tecnología basada en este tipo de sistemas.

La primera parte de la Tesis está centrada en la Electrodinámica Cuántica en cavi- dades semiconductoras. Estos sistemas están normalmente constituidos por un punto cuántico embebido dentro de una microcavidad, cuyo excitón interacciona con los modos de cavidad. A través de la inclusión de términos Lindblad adecua- dos en la ecuación maestra del sistema, vamos a estudiar como la decoherencia inducida por los fonones de la matriz semiconductor afecta a la observación del acoplo fuerte en el régimen no-lineal. La competición entre el acoplo fuerte y este tipo decoherencia específico de semiconductores muestra una tendencia robusta a emitir la luz con un espectro en forma de tripletes. Estos tripletes ya se han observado experimentalmente pero habían sido atribuidos a otros mecanismos. Dentro del mismo formalismo, pero incluyendo los grados de libertad de espín de los excitones, se estudia la capacidad de estos sistemas para generar parejas de fotones simultáneos e idénticos. Por último, desarrollamos un método para calcular correlaciones de fotones de distinta frecuencia. Esta medida es cada vez más accesibles y popular experimentalmente, sin embargo su desarrollo teórico estaba limitado por su complejidad computacional. Con ella, somos capaces de identificar procesos que pasan desapercibidos en otras medidas habituales de espectroscopía.

En la segunda parte, aplicamos el formalismo de sistemas cuánticos abiertos a estructuras metálicas de baja dimensionalidad con el objetivo de caracterizar las condiciones de acoplo fuerte entre uno (o muchos) emisores cuánticos y los plasmones. En el caso de sistemas uni-dimensionales, tracearemos los modos de plasmon obteniendo una interacción efectiva entre los emisores cuánticos. Al combinarla con un bombeo coherente, probamos que estos sistemas son capaces de generar estados entrelazados entre dos o más emisores.
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This is a list of acronyms used in the text:

- **QD** Quantum dots.
- **SPP** Surface plasmon polariton.
- **QED** Quantum electro-dynamics.
- **cQED** Cavity quantum electro-dynamics.
- **EM** Electromagnetic.
- **QE** Quantum emitter.
- **WC** Weak Coupling.
- **SC** Strong Coupling.
- **PW** Plasmonic waveguide.
- **2LS** Two-level system.
- **c2LS** Coupled two-level system.
- **HO** Harmonic oscillator.
- **cHO** Coupled harmonic oscillator.
- **JC** Jaynes-Cummings.
- **1PS** One-photon spectrum.
- **2PS** Two-photon spectrum.

Notations

We set $\hbar = 1$ in most of the text. This removes the distinction between energy and frequency. The hat for the quantum operators is usually avoided for simplicity being clear by the context.
Chapter 1

Introduction

1.1 Motivation

During the centuries, Physics has constantly evolved trying to account for the experimental phenomenology which appeared at shorter and larger scales. As an example, in the beginning of the twentieth century Newton’s laws of gravitation were overcome by Einstein’s general relativity in 1916 [1], that accounted a unified description of gravity as a geometric property of space and time. Contemporarily, the foundations of strikingly new and fundamental theory to describe very small systems was being settled. Its birth is usually established with Planck’s theory of the black body radiation. It was within this theory where the concept of quanta was first introduced, and after which this new revolutionary theory was named: quantum mechanics. It describes matter in its most basic level, and therefore can be arguably considered as the most fundamental physical theory ever developed by man.

Among all the characteristics of quantum mechanics emerges its inherent probabilistic nature. Its consequences were that all the predictions derived from this theory are of probabilistic character, that is, with no deterministic theory behind it. This statistical interpretation shocked a whole generation of physicists who were reluctant to accept a non-deterministic theory. This initial opposition, colloquially summarized in the well-known Einstein’s statement: God doesn’t play dice, was commonplace in the early years of quantum mechanics. Formally, Einstein’s doubts were posed in a seminal paper of title: “Can Quantum Mechanical description of physical reality can be considered complete?” [2]. There, the authors were proposing that there should be some deterministic theory behind quantum mechanics. The debate over quantum mechanics foundations has extended still to our days [3], where still there is controversy about the completeness of theory.

Beyond these shaky beginnings, many of the physicists adopted the so-called Copenhagen interpretation, popularly stated as “Shut up and calculate”. It basically consisted of assuming the probabilistic nature of the theory and interpreting the results in a statistical way. From the technological point of view, its application to semiconductors leaded to breakthrough discoveries, such as the transistor [4] or the laser [5, 6]. The former is the essential building block of the current electronic technology which has made possible, for example, the exponential increase of the computing capabilities during the last decades.

However, the miniaturization of current electronics is reaching its limit. It has started probing the single atomic limit where quantum effects begin to be relevant. This physical
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constrain forces to a change of paradigm if we want to keep increasing our computing capabilities. It is in this context where quantum mechanics may give a new twist, changing the classical paradigm of computing. The intuitive idea is to consider isolated single system behaving quantum mechanically as the building blocks for computation.

Quantum computation and quantum information uses quantum mechanics, for instance, to develop new algorithms that outperform its classical counterpart. A paradigmatic example is the well-known Shor’s algorithm to factorize prime numbers, which can be applied to develop more secure quantum cryptography protocols. These applications in quantum cryptography are even commercial nowadays. Further practical applications envisioned for the future are the development of a whole new class of computers based on these computations. Besides, from the more fundamental point of view, quantum systems are expected to simulate physical systems which are otherwise intractable with a classical computer.

There are many possible candidates of physical system to play the role of hardware for quantum computers. One of the first proposals relied in using trapped ions, whose degrees of freedom can be interfaced with a laser field. Up to our days, this scheme still appears as one of the most successful realizations, e.g. having been able to entangle controllably 14 quantum bits. There are other proposals with atoms in optical lattices or cavities. Their main drawback for scalability is having to cool and trap the atoms in order to make them interact with the cavity. An alternative pathway to overcome this drawback are solid-state systems, where there is already a whole technology developed within semiconductors for current electronics. Among these systems, nitrogen vacancy centers or semiconductor quantum dots (QDs) rank among the most promising platforms. As QDs are one of the topic of study of this Thesis, we make a more detailed introduction in Section 1.3.

The question of which is the optimal system to develop quantum scalable operations is still open. A good criterion was established by Loss and DiVincenzo based on the following requirements:

- The system should possess two well-defined states, defining the qubits (quantum bit).
- Low decoherence.
- A way to reliable prepare/read the quantum state of your system.
- Accurate quantum gate operations.

These conditions, especially the last three, establish the link between this introduction and the title of this Thesis. Firstly, the aspect of decoherence is one of the fiercest problems from the technological point of view. Quantum computation considers single quantum levels isolated from the rest of the “universe”. However, any realistic system has a non-negligible coupling with the environment that influences its properties. In fact, any quantum system must be regarded as a open one because, at least, it is interacting with the background of vacuum fluctuations. As a consequence, the theory of open quantum systems plays a major role in quantum computation in general, and in this Thesis in particular. We give a more detailed introduction to this theory in Section 1.2.

In this Thesis, we focus on quantum states connected by optical transitions. Thus, even isolated in the vacuum, they interact with the vacuum background of radiation modes.
yielding to the so-called spontaneous emission of photons. This emission is not only detrimental as it allows to extract information from the state of the system without altering it. In Chapter 2, we explain in detail how to do it just by post-processing the photons.

The coherent interaction between qubits and electromagnetic (EM) modes is also interesting for the preparing/reading requirement of the quantum state. A typical experimental approach is to make the qubits interact with cavity modes. This scheme is typically used as an interface between traveling qubits (photons) and localized qubits (QDs) [17]. The study of this interaction between light and matter in semiconductor systems is the topic of study in Chapters 3, 4 and 5. A further look to the experimental and theoretical state of art is contained in Section 1.3.

These qubit-photon interfaces require a clean and controlled interaction between the photons and the matter states. Semiconductor microcavities are good candidates but they are not suitable for miniaturization as they are diffraction-limited. In these cases, a promising alternative to photons is emerging in the last few years, the so-called: Surface Plasmon-Polaritons (SPPs). They are composite surface bound modes that appear in metal-dielectric interfaces, combining both EM fields and charge currents. They show both a subwavelength confinement and long propagation lengths [18, 19]. The former yields an enhancement of the EM field, increasing the interaction strength between qubits and SPPs. A detailed introduction to them will be made in Section 1.4. As they are the main system of study in Chapters 6, 7 and 8, a more detailed introduction to SPPs will be given in Section 1.4.

Even though one of the goals of quantum computation is to fight against decoherence, it should be mentioned for completeness that it has emerged in the last years a new paradigm of quantum computation which turns dissipation into a useful resource [20]. This proposal combines all the fields that we have described throughout the introduction: quantum computation, quantum optics and open quantum systems. The intuitive idea is that if one is able to engineer the decoherent coupling with the reservoirs in a clever way, then this interaction can drive your system into a desired state [21, 22]. This new way of computation shows several advantages compared to the one relying in coherent unitary evolution: it does not suffer with decoherence and the initialization of the state is not necessary, as the desired state is the outcome of the evolution of the system. This approach has been proven to be useful to generate entanglement between atomic ensembles [23, 24] and one expects to implement it in solid state systems.

1.2 Introduction to open quantum systems.

Let us consider a closed quantum system described by a hamiltonian ($H$). Then, the evolution of a quantum state ($|\Phi(t)\rangle$) is completely governed by $H$ following the Schrödinger equation:

$$i \frac{d |\Phi(t)\rangle}{dt} = H |\Phi(t)\rangle.$$  \hspace{1cm} (1.1)

Its formal solution can be expressed in terms of a unitary evolution operator $U(t, t_0)$, that transforms the state as follows:

$$|\Phi(t)\rangle = U(t, t_0) |\Phi(t_0)\rangle.$$  \hspace{1cm} (1.2)
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If the closed system Hamiltonian is time-independent, then $U(t, t_0) = e^{-iH(t-t_0)}$. The inherent probabilistic nature of quantum mechanics makes that, in some situations, systems under consideration are in a mixed state of the corresponding quantum statistical ensemble. In these cases the introduction of the density matrix operator is defined as:

$$\rho(t_0) = \sum_i c_i |\Phi_i(t_0)\rangle \langle \Phi_i(t_0)|,$$

(1.3)

where $c_i$ represents the probability to be in the state $|\Phi_i(t_0)\rangle$. Its time evolution can be obtained from Eq. (1.1):

$$\frac{d\rho(t)}{dt} = -i[H, \rho(t)],$$

(1.4)

usually referred as the Von Neumann equation for the density matrix operator. This equation contains the whole description of the system dynamics. However, in practical terms this description is very limited as usually the number of degrees of freedom of a microscopic description is huge. Furthermore, most of the times one is only interested in a very small subset of the whole system. Therefore, the complete evolution extracted from Eq. (1.4) contains a great amount of information which is useless. For example, in the quantum computation context, one is basically interested in the evolution of the qubits, whereas the environment dynamics is irrelevant. It is in these situations where the open quantum system formalism emerges as a powerful tool. Several authoritative reviews on the topic can be found in [25–27].

The schematic view and notation for this formalism is settled in Fig. 1.1: the complete system or universe is described by the complete Hamiltonian: $H = H_S \otimes H_R$. It can be divided in the system of interest, described by $H_S$ and the reservoir, described by $H_R$. Both subsets interact through $H_{SR}$. 

Figure 1.1: Schematic view of an open quantum system picture: the complete system or universe is described by the complete Hamiltonian: $H = H_S \otimes H_R$. It can be divided in the system of interest, described by $H_S$ and the reservoir, described by $H_R$. Both subsets interact through $H_{SR}$. 

If the closed system Hamiltonian is time-independent, then $U(t, t_0) = e^{-iH(t-t_0)}$. The inherent probabilistic nature of quantum mechanics makes that, in some situations, systems under consideration are in a mixed state of the corresponding quantum statistical ensemble. In these cases the introduction of the density matrix operator is defined as:

$$\rho(t_0) = \sum_i c_i |\Phi_i(t_0)\rangle \langle \Phi_i(t_0)|,$$

(1.3)

where $c_i$ represents the probability to be in the state $|\Phi_i(t_0)\rangle$. Its time evolution can be obtained from Eq. (1.1):

$$\frac{d\rho(t)}{dt} = -i[H, \rho(t)],$$

(1.4)

usually referred as the Von Neumann equation for the density matrix operator. This equation contains the whole description of the system dynamics. However, in practical terms this description is very limited as usually the number of degrees of freedom of a microscopic description is huge. Furthermore, most of the times one is only interested in a very small subset of the whole system. Therefore, the complete evolution extracted from Eq. (1.4) contains a great amount of information which is useless. For example, in the quantum computation context, one is basically interested in the evolution of the qubits, whereas the environment dynamics is irrelevant. It is in these situations where the open quantum system formalism emerges as a powerful tool. Several authoritative reviews on the topic can be found in [25–27].

The schematic view and notation for this formalism is settled in Fig. 1.1: the complete system or universe, described by $H = H_S \otimes H_R$, can be divided into two subsets: the system of interest, described by $H_S$, and its environment or reservoir, which free evolution is governed by $H_R$. Both subsets are connected through an interaction Hamiltonian, $H_{SR}$, that links the evolution between the system and the reservoir. The evolution of the complete system-reservoir ensemble is given in terms of the total density matrix $\rho$. Typically, one is only interested in the system subset dynamics described by the reduced density matrix operator $\rho_S = \text{Tr}_R(\rho)$, obtained by tracing out the the degrees of freedom of the bath. An interesting
situation arises when the interacting Hamiltonian represents only a small perturbation to the evolution of the $S$. In this case, the evolution of the reduced system density matrix is governed by the following differential equation:

$$\frac{d\rho_S(t)}{dt} = i[\rho_S(t), H_S] + \mathcal{L}[\rho_S],$$

(1.5)

usually referred to as master equation. It is divided in two terms: first, the coherent unitary evolution coming from the system Hamiltonian $H_S$. The second term, $\mathcal{L}[\rho_S]$, represents the effective evolution induced in the system due to the interaction with the reservoir $R$. The latter is known as the incoherent part of the master equation as it leads to irreversible processes. The actual expression of $\mathcal{L}[\rho_S]$ depends on the type of coupling $H_{SR}$.

Due to the importance for this Thesis, we make a detailed derivation of Eq. (1.5) in Chapter 2. Special emphasis is made on the different type of incoherent processes that can emerge depending on the different reservoirs. After this general introduction to the open quantum system formalism, we introduce two specific examples of them that will be particularly relevant for this Thesis, namely semiconductor QDs embedded in photonic microcavities and quantum emitters coupled to surface plasmon polaritons.

1.3 Semiconductor cavity QED (cQED).

The study of interaction between quantum emitters (QEs), such as atoms, quantum dots, superconducting qubits, . . . and EM modes has played a central role in the field of Quantum Optics. During this Thesis, we focus on physical systems where artificially designed atoms in solid-state setups, such as QDs or nitrogen vacancy center, are coupled deterministically to photonic cavities [28–30]. Due to the semiconductor environment, these systems are “dirtier” than their atomic counterpart. Nevertheless, solid-state systems show some advantages, such as the control in the fabrication process, possibility of placing them permanently at fixed positions at separations of the order of relevant wavelengths [31] or their prospect for scalability.

Even though some of results of this Thesis can be extrapolated to any QE, our main interest lies in the particular case of semiconductor QDs embedded in microcavities. Therefore, we proceed to review the experimental and theoretical state-of-art of these systems.

1.3.1 Semiconductor quantum dots.

Semiconductor QDs were highlighted in the introduction as one of the most promising systems for developing a scalable quantum computer architecture [14, 15]. They are small 0D semiconductor structures in which their excitations, such as electrons and/or holes, are confined in the three dimensions of space. Due to Coulomb interaction, these two semiconductor excitations can form a bound state, usually refereed as QD exciton. The energy levels of the exciton are discrete due to confinement, resembling the ones of the atoms. This has given them the name of “artificial atoms”.

The confinement is achieved through semiconductor heterostructures, by growing layer by layer semiconductors with different bandgap, such as GaAs and AlAs. Due to this fabrication
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Figure 1.2: Panel (a): Image of electrostatically defined QDs [33]. Panel (b): Image of self-assembled AlGaAs quantum dots.

procedure, the confinement was first achieved in one dimension, in the so-called quantum wells, where the exciton was free to move in the other two-dimensions.

Further confinement is needed in order to define the 0D character of QDs that can be achieved in several ways. The initial proposal [14] was based on using electrostatic potentials, by applying gate voltages with lithographic defined contacts as shown in Fig. 1.2(a). These potentials allow to confine the electron spin and control its degrees of freedom. These type of QDs has been successful to meet great part of the requirement needed for scalable architecture: such as read-out [32] or two-qubit gate [33]. However, the small depth of their confinement potential and the short range of interactions limit their applicability to low temperatures and small distances. Moreover, it is difficult to confine electrons and holes in the same spatial region in order to get excitons.

Fortunately, electrostatic control is not the only way to achieve the necessary confinement. During the fabrication process of quantum wells, the lattice mismatch between the different materials induces some strain that ends up with the random creation of the so-called self-assembled QDs. A typical scheme of this strain-induced QDs is shown in Fig. 1.2(b). They are characterized by having a deeper confinement potential than electrostatic QDs. This allows to work at higher temperatures. Their main drawback is the randomness introduced by the fabrication process, which leads to certain randomness in positions and/or energies. However, technology is constantly evolving in this direction and a finer control of their attributes can be achieved now [31]. One of the advantages of these self-assembled QDs is that they are optically active. Thus, they can be naturally coupled to the photonic mode of a microcavity in order to realize the solid-state counterpart of atomic cavity QED (cQED) [34].

1.3.2 Semiconductor cavity QED.

The role of the cavity in cavity QED is to be an interface between traveling (photons) and localized qubits. In order for semiconductor cQED to be a serious candidate for quantum computation [15], a controllable and efficient coupling between the QDs and the cavity mode must be reached.

Microcavities are structures that confine the light field in micrometer size. Due to im-
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Figure 1.3: Seminal realizations of SC between semiconductor QDs with different type of microcavities: pillar [37] (a), photonic crystal cavity [46] (b) and microdisks [47] (c). All the experiments claimed the observation of SC reporting the avoided crossing of the exciton and cavity modes.

perfections in the fabrication the confinement is not perfect. Eventually photons leak out from the cavity at a certain rate, determining the so-called cavity losses. When a QD is embedded within a microcavity, the density of the EM modes into which it can decay is altered by the presence of the cavity. When the interaction with the cavity mode is smaller than the decay rate of photons leaking out the system, the main effect is a renormalization of the lifetime of the emitter according to the well-known Purcell effect [35]. This perturbative regime, named weak-coupling (WC) regime, can be calculated within an approach similar to the Fermi Golden Rule [36]. When the quality of the cavity is so good that the probability of reabsorbing the photon is bigger than the one to escape, this perturbative regime breaks down and strong-coupling (SC) regime takes place. SC is characterized by a reversible exchange of quanta between the QDs and a microcavity mode. The interest in this regime is two-fold: firstly, it is a requisite for many quantum information protocols. From the fundamental point of view [37], it gives rise to new quantum states of light-matter coupled systems, usually named polaritons. The manifestation of these new states is done through oscillations in mode populations in the temporal domain and with an avoided crossing of the exciton and cavity mode in the frequency domain.

The first report of SC of light and matter within the semiconductor context was achieved using quantum wells instead of QDs [38]. However, it is generally agreed that this normal mode coupling is basically classical effect [17], due to the high number of excitations taking part in the process. In fact, it can be qualitatively described in terms of Maxwell’s equations coupled to excitonic susceptibility. The search for single quanta processes continued by putting efforts in reducing the dimensionality of the systems going to a QD picture [39, 40] and mastering the design of microcavities such as pillars [11], photonic crystal cavities [42, 44] or microdisks [45].

All these efforts culminated with the –almost– simultaneous report of SC between QDs and pillar [37], photonic crystal [46] and microdisk [47] microcavities, shown in Fig. 1.3. The experimental signature of SC in all these reports is the avoided crossing between the exciton and the cavity mode. Since then, the field has witnessed many advances in the control of these systems. For instance, QDs can be precisely located inside the cavity [28, 29] and their state can be electrically controlled [48], paving the way towards on-chip control of cQED.
1.3.3 Semiconductor cQED in the context of open quantum systems.

Semiconductor cavity QED is a paradigmatic example where the theory of open quantum systems appears as an essential tool. Here, our system of interest is the composed QD-cavity system. However, there are many other elements that one must be taken into account. Firstly, as they are both optically active elements, the interaction with the vacuum radiative modes has to be considered. Besides, semiconductors underlying crystal structure supports the excitation of phonon modes that may couple to the QD. This mechanism can induce extra decoherence of the system different from the one coming from their finite linewidth. Finally, the excitation scheme typical in semiconductors is not done resonantly, but to higher levels of the QDs. This can be introduced as well in the master equation through the incoherent terms.

All these ingredients make the semiconductor cQED almost intractable from a first principles approach. Some successful attempts in this direction has been reported by using quantum many body theory [49] and methods such as clusters expansion [50]. Leading work in this direction has been also presented by [51], [52], [53] and [54].

Nonetheless, a more appealing approach for its simplicity and physical clarity is to treat all these ingredients in the semiconductor as reservoirs. Usually this can be done as they act simply perturbatively in the system dynamics. Then, we can include their effect through the incoherent terms of the master equation (Eq. 1.5. We leave the details of the discussion for Chapters 2 and 3, where it is shown how new incoherent elements appear in the master equation by tracing out the degrees of freedom of the different reservoirs. Though simpler, this approach succeeds capturing the basic effect of the different baths. In fact, this way of treating the problem has been able to achieve the best level of agreement with experimental data reported so far [48, 55].

1.4 Surface Plasmon Polaritons.

Photonic modes are not the only alternative to act as mediators of interaction between qubits. Surface Plasmon Polaritons (SPPs), an admixture of the collective charge excitation and the EM surface mode, have become increasingly popular in the last few years since they were proven to be operating in the single quanta regime [56]. These new compositd guided modes have emerged as candidates to enter in the miniaturization of quantum information devices where photonic modes are diffraction-limited. In this Section, we just give a brief review of their properties in the classical regime together with a non-extensive review of the state of art within their quantum applications.

1.4.1 SPPs in the classical regime.

Maxwell equations tell us that the interaction between the light and the conduction electrons of the metal surface can lead to surface guided EM modes at the interface between a metal and a dielectric, the so-called SPPs. Their composite nature, schematically depicted in Fig. 1.4(a), provides them most of their properties, e.g. the guided character.

The typical dispersion relationship of SPP, how their energy ($\omega$) varies with their in-plane momentum ($k$), is plotted in Fig. 1.4(b). There, it can be observed that at small energies
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Figure 1.4: SPP properties: electric field distribution (a), dispersion relationship (b) and propagation length (c) for the SPPs supported in a silver-air interface.

The SPP energy lies close to the light-line being predominantly light-like. For THz-optical frequencies, the energy dispersion starts to bend until it reaches so-called cut-off frequency, where the SPP band becomes flat. Apart from this energy dispersion, there are three basic parameters determining the characteristics of SPPs:

- **SPP wavelength**, $\lambda_{spp} = 2\pi/k$: The interesting region for applications lies in the THz and optical regime, which corresponds to SPP wavelengths around $400\text{nm} - 1\mu\text{m}$.

- **Decay length**: The penetration length of the SPP field into the dielectric (denoted as $\delta_d$ in Fig. 1.4(a)). It measures the SPP capability to confine the field within the dielectric, i.e. for the optical regime it is around $100 - 300\text{nm}$.

- **Propagation length**, $L_{prop}$: It is the distance the SPP can travel before attenuating due to ohmic metallic losses. It is inversely proportional to the imaginary part of the parallel momentum $k$. It depends strongly on the metal properties and the frequency of operation. As an example, in Fig. 1.4(c) the propagation length for silver has been plotted as a function of the frequency. For the optical regime, which is the one we consider throughout this Thesis, is around $50\mu\text{m}$.

The last two magnitudes are closely related: longer propagation lengths are due to weakly localized SPP modes that extends widely in the dielectric and vice versa. This is the well-known trade-off between confinement and dissipation, which consequences in the light-matter coupling context are studied in Chapter 6. Remarkably, in the regions interesting for applications the interplay leads to subwavelength confinement and long propagation lengths [18, 19].

1.4.2 SPPs in the quantum regime.

The interest in using SPPs in a quantum optics and computation is two-fold. Due to their ability to confine EM field within a subwavelength scale, the possibility of reducing the size of the chips to the nanoscale is foreseen [57]. Secondly, the higher confinement also yields an enhancement of the light-matter coupling [58, 60]. One of the main motivations to increase light-matter interaction is to achieve the so-called reversible or SC regime between the emitters and the SPP bath, which is useful for quantum information technologies.

The state-of-art theoretical and experimental investigations can be classified depending on the number of QEs that are interacting with the SPP field. A part of the experiments
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is performed in the limit where only one QE is put in the presence of a metallic structure that supports the propagation of SPPs. The metal structures studied range from metallic nanowires [56, 61] to two-dimensional surfaces [62]. The generation of single SPPs, probing their quantum character, has been confirmed experimentally [56, 61, 62]. In all these experiments, the system is operating within the WC regime, as no back-action from the SPP is observed in the QE dynamics. Still interesting applications have been proposed within this regime, when few emitters are placed in front of these structures such as single-photon transistors [63] or mediation for qubit entanglement [64–66].

The opposite limit, where many QEs are placed in the surroundings of a metal-dielectric interface, has shown the emergence of SC in many experiments due to the collective enhancement (√N) of the coupling with the number of QEs. These experiments are similar to the normal mode coupling appearing quantum wells excitons [38]. Experiments have been done with different systems playing the role of QE ranging from organic molecules [67–70] to the excitons in QDs and quantum wells [71,73].

1.5 Summary of contents

The rest of the text is organized as follows:

- Chapter 2 introduces the basic formalism common to the rest of the Chapters. First, the different hamiltonian descriptions that we use to describe QEs and EM modes, namely the two-level system and harmonic oscillators respectively. A detailed derivation of the quantum optical master equation is given. We focus on the different incoherent terms that arise from the coupling of the different baths. Finally, we detail the different experimental tools available to characterize open quantum systems and their corresponding theoretical magnitude.

- In Chapter 3, we study the effect of the coupling to the bath of phonons in the observation of SC between a semiconductor QD and a microcavity. In the linear regime (low pumping), where there is still only one quanta of excitation involved, it only results in a broadening of the peaks in the luminescence spectrum. However, as the pumping increases and more excitations get involved, the system has a tendency to show robust triplet spectral shapes. We compare these spectral triplets to the ones recently reported in experiments [29, 74, 75].

- In Chapter 4, we present a new method to compute time and frequency resolved N-photon correlations. The basic idea is to study correlations between the different peaks of the spectra to learn about the dynamics of the system. Its formal definition in the standard theory is given in Chapter 2. However, in Chapter 4 we focus on our new approach to the problem that allows for computations otherwise unreachable. After having described the method, we show what kind of information one can get from this new kind of measurement by considering all possible combination of single and coupled quantum emitters. With a careful analysis we are able to identify a whole new zoology of processes, completely absent in other kind of measurements.

- In Chapter 5, we upgrade the two-level system description of the QD taking into account its spin degrees of freedom. Due to Coulomb interaction, when two excitons are present
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in the system –biexciton state– its energy is decreased (or increased) due to attraction (repulsion) of the states. This energy shift, known as biexciton binding energy, allows to tune the cavity mode in resonance with the biexciton state and out of resonance of the single exciton resonance. We study the possibilities of this configuration to generate two-photon states in both an spontaneous emission and continuous (coherent and incoherent) pumping configuration.

• In Chapter 6, the focus is moved from semiconductor cQED systems to the interaction of QEs with SPPs. In this Chapter, we analyze in detail the possibilities of achieving the SC regime between single or many emitters and the SPPs present in a two-dimensional metallic system. In the single emitter situation, we upgrade our formalism in order to deal with the absorbing character of metals. We unravel the difficulties to achieve reversible dynamics in this limit. When many emitters are present, we develop an open quantum system description suitable to identify the optimal conditions for achieving SC and predict the possibility of observing quantum phenomena.

• Due to the difficulties to achieve the SC regime within the few QEs limit, in Chapter 7, we present a configuration where two QEs are interacting weakly with the SPPs modes of a one-dimensional plasmonic waveguide. By tracing out the SPPs degrees of freedom, an effective coherent and incoherent interaction between the QEs is obtained. Combined with two lasers, the steady-state of our two-qubit system can be controlled leading to entangled-stationary situations mediated by plasmons. The robustness of this proposal is analyzed by doing a systematic study in terms of the experimental parameters.

• In Chapter 8, we upgrade the previous configuration in several ways. We consider generic one-dimensional EM waveguides and consider many QEs instead of just two. We also consider different descriptions for the QEs, ranging from simple 2LS to more complex level schemes such as four-level configurations. By using coherent drivings, the steady-state of the system can be tuned. We show the possibility where pure entangled states of the ensemble of emitters can be found. Finally, a thorough discussion on the experimental feasibility is done to conclude the Chapter.

• Finally in Chapter 9, we provide a brief overview of the main results of this Thesis drawing some general conclusions.
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Chapter 2

Theoretical background.

2.1 Introduction.

In this Chapter we introduce the formalism and tools that we use during the rest of the Thesis. We start describing the most basic systems, such as the two-level system and harmonic oscillators, that we use to model, e.g. the excitons of QDs, cavity modes, etc. After a brief introduction into the field quantization, we give a detailed derivation of a particular case of the master equation. We detail the different incoherent terms that arise from the kind of baths that are considered in this text. Finally, an extensive review on the experimental characterization of quantum optical systems is given, explaining the theoretical methods for computing them.

Most of the details of the Chapter can be found in many quantum optics textbooks [76], [34], or [77]. For a special emphasis in open quantum systems and decoherence there are specialized chapters in [25–27]. Other interesting works [78] or [79] are more focused on light-matter coupling in semiconductor environments.

2.2 Quantum emitters and electromagnetic fields.

2.2.1 Quantum emitters: two-level system approximation.

Quantum emitters (QEs) are the common link between all the Chapters of the Thesis. Their importance stems from the connection to the concept of qubit (quantum bit) introduced in the previous Chapter. Qubits are the central element of quantum information and computation schemes as it is where the information is encoded [7]. In general, any quantum system with two levels, “reasonably” isolated from the rest of world, can play the role of qubit.

We are basically interested in the possibility of developing quantum computation by optical means [15]. Thus, these two-levels are going to represent the ground ($|g\rangle$) and excited state ($|e\rangle$) of some QE with an optically active transition between them. Usually QEs, such as semiconductor QDs or molecules, are far more complicated than the simple two-level picture we use to describe them. However, most of the times the energy separation between other optically active levels is big enough to neglect their effect in the transition of interest. There are some situations, however, where interesting effects arise from a more complicated
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picture as we show in Chapters 4 and 8, where we upgrade the description of QE to a more complicated scheme.

The intrinsic properties of the two-level system (2LS) approximation describing the QE are parametrized by two parameters: its transition frequency, $\omega_0$, and the dipole moment strength of the optical transition, $\vec{\mu}$. Then, the description can be done in terms of $\sigma$-operators defined as:

\[ \sigma^\dagger = |e\rangle \langle g|, \]
\[ \sigma = |g\rangle \langle e|. \]

where $\sigma^\dagger$ ($\sigma$) are named as the creation (annihilation) operator of the QE. Their anti-commutation algebra:

\[ [\sigma, \sigma^\dagger]_+ = 1, \]

summarizes the fermionic properties of the $\sigma$-operator. Finally, the hamiltonian within the 2LS approximation can be written as:

\[ H_0 = \omega_0 \sigma^\dagger \sigma. \]

Another ingredient needed for doing quantum computation is to have some mechanisms that allows for manipulation of the QE degrees of freedom. A first candidate can be monochromatic classical EM field, i.e. a laser field, which can be described through a time-dependent hamiltonian term \[77\]:

\[ H_L(t) = \Omega \sigma^\dagger e^{-i\omega_L t} + h.c., \]

where $\Omega \propto \vec{\mu} \cdot \vec{E}$ (we assume it to be real), with $\vec{E}$ representing the amplitude of the laser field. The dynamics of the combined QE-laser system can be obtained by solving Schrödinger equation (see Eq. 1.1). By using an ansatz: $|\phi(t)\rangle = c_g(t) |g\rangle + c_e(t) |e\rangle$, Eq. 1.1 yields a set of differential equation that can be solved analytically. For the particular case where the laser field is in resonance in the QE ($\omega_L = \omega_0$) the solutions are:

\[ c_g(t) = \cos(\Omega t), \]
\[ c_e(t) = i \sin(\Omega t). \]

This solution tells us that one can switch the transition from $|g\rangle$ to $|e\rangle$ by choosing the time of interaction, $t_0$, with a (pulsed) laser field, e.g. $\Omega t_0 = n\pi/2$. In the language of quantum information the laser is “writing” or initializing the qubit. The possibility of solving the dynamics within a hamiltonian description relies on the assumption that the QE is a perfect isolated system. However, we already know that even if the QE is perfectly isolated in the vacuum, it is interacting with the background of radiative modes. In the next Section, we review how to consider this kind of irreversible processes.
2. Theoretical background.

2.2.2 Canonical quantization of the electromagnetic field.

Before studying the interaction between a QE and the radiation field from a quantum mechanical point of view, let us introduce the quantization of the EM field. To be concise we just review the basic steps of this quantization procedure, as it is extensively studied in all the quantum optics textbook. Quantization usually starts with Maxwell equations for the free field, in the absence of sources, that can be converted into wave equations:

\[
\nabla^2 \vec{E} = \frac{1}{c^2} \frac{\partial^2 \vec{E}}{\partial t^2},
\]

\[
\nabla \times \vec{B} = \frac{1}{c^2} \frac{\partial^2 \vec{E}}{\partial t^2},
\]

This choice is not causal, as the absence of sources allows us to deal implicitly only with transverse fields where \( \nabla \cdot \vec{E} = 0 \). This is convenient because longitudinal fields do not satisfy a wave equation. For a deeper understanding on the consequences of this choice, one can look into Reference [80] where this problem is specifically addressed in detail.

The canonical quantization (in three dimensions) assumes a volume of quantization \( V = L^3 \) where the field is contained and solves the eigenvalue problem for Eqs. 2.8-2.9. The eigenmodes of such system are traveling waves (\( e^{i \vec{k} \cdot \vec{r}} \)) with allowed wavevectors \( k_i L = 2\pi j_i \), where \( k_i \) represents the momentum in \( i = x, y, z \) direction. Each \( \vec{k} \) vector can have two polarization (denoted by the index \( \lambda \)) unit vectors such that:

\[
\vec{k} \cdot \hat{e}_\lambda(\vec{k}) = 0,
\]

\[
\hat{e}_\lambda(\vec{k}) \cdot \hat{e}_{\lambda_1}(\vec{k}) = \delta_{\lambda,\lambda_1},
\]

\[
\sum_{\lambda} \hat{e}_\lambda^i(\vec{k}) \cdot \hat{e}_\lambda^j(\vec{k}) = \delta_{ij} - \frac{k_i k_j}{k^2}.
\]

With these normal modes, one constructs the quantum mechanical Hamiltonian corresponding to the classical energy of the EM field. It can be shown that this hamiltonian is formally equivalent to the one of a quantum harmonic oscillator. Thus, the quantization can be done along the same lines by defining the creation and annihilation operators of the EM field \( a_{\vec{k},\lambda}^\dagger \) and \( a_{\vec{k},\lambda} \). The final result of this process is the following free-energy hamiltonian for the field:

\[
H_{\text{rad}} = \sum_{\vec{k},\lambda} \omega(\vec{k}) a_{\vec{k},\lambda}^\dagger a_{\vec{k},\lambda},
\]

where the electric field operator is given by:

\[
\vec{E}(\vec{r}) = \sum_{\vec{k},\lambda} \sqrt{\frac{2\pi \omega(\vec{k})}{V}} \hat{e}_{\vec{k},\lambda} (a_{\vec{k},\lambda} e^{i \vec{k} \cdot \vec{r}} + \text{h.c.}),
\]

1Another way of viewing it is as an implicit choice of the gauge where the \( \phi = 0 \) (scalar field) and \( \nabla \cdot \vec{A} = 0 \).
2. Theoretical background.

2.2.3 Quantum emitters interacting with a continuum of electromagnetic modes.

After having introduced the formalism to deal with quantized EM field, we address the effect of the interaction of a single QE interacting with a continuum of EM modes. A paradigmatic example of continuum is the one vacuum radiative modes. For simplicity, let us assume that only one polarization is relevant in order to drop the index $\lambda$ of Eqs. 2.13, 2.14. Then, the interaction hamiltonian between the QE and the EM field is given by the product $\vec{d} \cdot \vec{E}$, where $\vec{d}$ is the dipole operator vector defined as follows: $\vec{d} = \vec{\mu}(\sigma + \sigma^\dagger)$. Combined with Eq. 2.14 one arrives to:

$$H_I = \sum_k g_k (\sigma + \sigma^\dagger) a_k + h.c.,$$

which contains two different kind of processes:

- Number of excitations conserving: $a\sigma^\dagger$ and $a^\dagger\sigma$.
- Number of excitations non-conserving: $a\sigma$ and $a^\dagger\sigma^\dagger$.

By writing $H_I$ in the interaction picture:

$$H_I(t) = \sum_k g_k (\sigma e^{-i\omega_0 t} + \sigma^\dagger e^{+i\omega_0 t}) a_k e^{-i\omega(k)t} + h.c.,$$

one realizes that the non-conserving processes are fast oscillating terms. Thus, they can be neglected as long as $|g_k| \ll \omega_0 + \omega(k)$. This is the so-called Rotating Wave Approximation, under which the interaction hamiltonian can be finally written as:

$$H_I \approx \sum_k g_k \sigma^\dagger a_k + h.c.$$  \hfill (2.17)

Once the hamiltonian has been determined, let us assume the QE is prepared in the excited state (i.e., with a laser field). As the interaction hamiltonian of Eq. 2.17 conserves the number of excitations, the Hilbert space of the problem can be restricted to: either the QE is in its initial excited state with no EM mode, $|e,0_k\rangle = \sigma^\dagger |0\rangle$, or it can be in the ground state after having decayed into one EM mode with a given $k$, $|g,1_k\rangle = a_k^\dagger |0\rangle$. Then, the evolution of the system can be expressed in terms of these two states:

$$|\Psi(t)\rangle = C_e(t) |e,0_k\rangle + C_{g,k}(t) |g,1_k\rangle.$$  \hfill (2.18)

Schrödinger equation \hfill (1.1) yields a set of differential equations for $C_e(t)$ and $C_{g,k}(t)$. By formally solving them, it is obtained an integro-differential equation for $C_e(t)$:

$$\dot{C}_e(t) = - \int_0^t K(t-t_1) C_e(t_1) dt_1.$$  \hfill (2.19)
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The initial condition imposes $C_e(0) = 1$. The solution of this integro-differential equation is directly related with the excited state population through $n_{\sigma}(t) = |C_e(t)|^2$. The kernel of this integro-differential equation reads:

$$K(\tau) = \int_0^\infty d\omega J(\omega) e^{i(\omega_0 - \omega)\tau},$$

where $J(\omega)$ is the so-called spectral density of the bath. Its expression reads $J(\omega) = \sum_{\vec{k}} |g_{\vec{k}}|^2 = \rho(\omega) g(\omega)^2$, being directly proportional to the density of modes, $\rho(\omega)$, and the coupling to them, $g(\omega)^2$. From Eqs. 2.19-2.20 can be understood that the full spectral density determines the QE-radiation dynamics. This is a good example to evidence that even the simplest problem leads to complicated time evolution within a hamiltonian description if no further simplifications are considered.

The coupling of a QE to a continuum is usually very weak, so further approximations can be made. Let us assume that the coupling to the bath is only a perturbation to the system and therefore $J(\omega)$ is smooth enough around $\omega_0$. In this case, $J(\omega)$ can be extracted from the integral of Eq. 2.20 by approximating $J(\omega) \approx J(\omega_0)$. Then, it can be used that:

$$\int dt e^{iat} = \pi \delta(a) + iP.V \int dt e^{iat}$$

leading to:

$$K(\tau) \approx \frac{\Gamma(\omega_0)}{2} \delta(\tau) + iP.V \int_0^\infty d\omega J(\omega) e^{i(\omega_0 - \omega)\tau},$$

with $\Gamma(\omega_0) = 2\pi J(\omega_0)$. With this approximation of the kernel, the solution of the integro-differential equation is straightforward. It leads to an irreversible exponential decay of the excited state population of the QE $n_{\sigma}(t) = e^{-\Gamma(\omega_0)t}$, with rate of decay given by $\Gamma(\omega_0)$. It can be proven to be formally the same result than by using the Fermi Golden rule. The principal value part gives the so-called Lamb-shift of the QE energy which is irrelevant for the purposes of the discussion. It yields a renormalization of the qubit energy $\omega_0$ that is usually embedded in the definition of $\omega_0$. Particularizing to the case of the vacuum radiation in three dimensions, it can be easily calculated that the spectral density is given by:

$$J_0(\omega) = \frac{\mu^2 \omega^3}{6\pi^2 \epsilon_0 c^3}.$$  

This results proves that, even in vacuum, the QE decoheres at a rate:

$$\gamma_0 = \Gamma(\omega_0) = \frac{\mu^2 \omega^3}{3\pi \epsilon_0 c^3},$$

which is the so-called intrinsic decay rate of the QE. The intrinsic decay rate is proportional to the module of the dipole moment of the qubit ($\propto |\mu|^2$). For this reason, in most of the Chapters we use $\gamma_0$ instead of the $\mu$ to parametrize the strength of the optical transition of the QE.
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2.3 Open quantum systems: master equation formalism.

In the previous Section, it was shown how the hamiltonian description was very limited to calculate the dynamics of quantum systems having a lot of degrees of freedom. In these situations is where the open quantum system formalism becomes an essential tool to calculate the evolution of these systems. This formalism is especially suited for situation where one is solely interested in the dynamics of a small subset of a bigger system. The main result was summarized in the master equation described in Eq. 1.5. In this Section, we detail how to derive it and its application to particular cases of reservoirs that are considered throughout this Thesis.

2.3.1 General derivation of the master equation.

Let us continue the discussion where it was left it in the introductory Chapter. The starting point is the Von Neumann equation of the density matrix operator for the total system+reservoir system:

\[
\frac{d\rho(t)}{dt} = -i[H,\rho(t)],
\]

(2.25)

where \( H \) describes the total hamiltonian: \( H = H_S + H_R + H_{SR} \). It is convenient to re-write Eq. 2.25 in the interaction picture:

\[
\frac{d\rho_I(t)}{dt} = -i[H_{SR}(t),\rho_I(t)],
\]

(2.26)

where \( \rho_I(t) \) and \( H_{SR}(t) \) are operators in the interaction picture. Formally integrating it:

\[
\rho_I(t) = \rho_I(0) - i \int_0^t ds [H_{SR}(s),\rho_I(s)].
\]

(2.27)

Let us insert it again into Eq. 2.26 and trace over the degrees of freedom of the reservoir. Then, we get the evolution of the reduced density matrix of the system (\( \rho_S = \text{Tr}_R(\rho) \)):

\[
\frac{d\rho_{S1}(t)}{dt} = -\int_0^t ds \text{Tr}_R\{[H_{SR}(t),H_{SR}(s),\rho_{S1}(s)]\},
\]

(2.28)

where we have neglected \( \text{Tr}_R\{[H_{SR}(t),\rho_{S1}(0)]\} \). This process can be continuously iterated, however, two approximations are usually introduced at this point:

1. **Born approximation**: It is assumed that the coupling to the bath is so weak that the influence of the system on the reservoir is negligible. This justifies that the density matrix is separable at all times: \( \rho(t) \approx \rho_S(t) \otimes \rho_R \). This does not mean that there are no excitations in the reservoir caused by the system, just that they decay in a time scale much faster than the one we are interested in to resolve.

2. **Markov approximation**: Connected to the previous approximation, it is also assumed that the dynamics of the reservoir is much faster than the dynamics of the system. Thus, any correlation induced in the reservoir is quickly lost. Mathematically it corresponds to replace \( \rho(s) \approx \rho(t) \) in Eq. 2.28 and extend the time integration to \( \infty \).
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With these two approximations, and going back to the Schrödinger picture, one arrives to the final Born-Markov master equation:

$$\frac{d\rho_S(t)}{dt} = -i[H_S(t),\rho_S(t)] - \int_0^\infty ds \Tr\{[H_{SR}(t),[H_{SR}(t-s),\rho_S(t) \otimes \rho_R]]\}, \quad (2.29)$$

which has the same functional expression as Eq. 1.5 presented in the introductory Chapter:

$$\frac{d\rho_S(t)}{dt} = -i[H_S,\rho_S(t)] + \mathcal{L}[\rho_S]. \quad (2.30)$$

The first part contains information about the coherent hamiltonian evolution of the system, whereas the second includes effectively the influence of the reservoir in the system dynamics. From now on, we drop the subindex $S$ for the reduced density matrix and denote $\rho_S \rightarrow \rho$.

2.3.2 Reservoir induced coherent and incoherent processes in the master equation.

The functional form of $\mathcal{L}[\rho]$ depends basically on the nature of the reservoir and how it is coupled with the system through $H_{SR}$. In order to introduce the different terms that we use during the text, let us consider a system coupled to a reservoir through the following general interaction hamiltonian:

$$H_{SR}(t) = e^{i\omega_0 t} O^\dagger E(t) + H.c., \quad (2.31)$$

where $O$ represents any system operator and $E(t)$ is given by:

$$E(t) = \sum_k g_k a_k e^{-i\omega_k t} + h.c. \quad (2.32)$$

For example, if $a_k$ represents the vacuum radiative modes and $O = \sigma$, then Eq. 2.31 recovers the typical QE-radiation dipolar interaction hamiltonian that we reviewed before. However, let us keep the discussion as general as possible and only particularize at the end. Computing the double commutator of Eq. 2.29 one arrives to the following master equation:

$$\frac{d\rho}{dt} = \ldots + A(\partial \rho \partial^\dagger - \rho \partial^\dagger \partial) + B(\partial^\dagger \rho \partial - \rho \partial^\dagger \partial)$$

$$+ C(\partial \rho \partial^\dagger - \partial^\dagger \partial \rho) + D(\partial^\dagger \partial a - \partial a \partial^\dagger \partial), \quad (2.33)$$

where $\ldots$ represents other possible terms that are not directly related to the $H_{SR}(t)$ of Eq. 2.31. We have used the following properties:

- The cyclic properties of the trace $\Tr\{ABC\} = \Tr\{BCA\} = \Tr\{CAB\}$ to reorder the field operators that appear, i.e. $\Tr\{E^-(t)\rho_R E^+(t-s)\} = \Tr\{E^+(t-s)E^-(t)\rho_R\} = \langle E^+(t-s)E^-(t)\rangle$. This mean value is usually referred as the field correlator of the bath.
The following commutation relationship for the bath operators:

\[ \langle \hat{a}_k \hat{a}_q \rangle = \langle \hat{a}_k^\dagger \hat{a}_q^\dagger \rangle = 0, \quad (2.34) \]

\[ \langle \hat{a}_k^\dagger \hat{a}_q \rangle = N(\omega_q)\delta_{k,q}, \quad (2.35) \]

\[ \langle \hat{a}_k \hat{a}_q^\dagger \rangle = (1 + N(\omega_q))\delta_{k,q}. \quad (2.36) \]

The magnitudes \(A, B, C, D\) appearing in Eqs. 2.33 are calculated from the different bath correlators as follows:

\[ A = C^* = \int_0^\infty ds e^{+i\omega_q s}\langle E(t-s)E(t)\rangle = \sum_{\vec{q}} |g_{\vec{q}}|^2 \int_0^\infty ds e^{-i(\omega_0-\omega_q)s} + N(\omega_q) \int_0^\infty ds e^{-i(\omega_0+\omega_q)s}, \quad (2.38) \]

\[ B = D^* = \int_0^\infty ds e^{-i\omega_q s}\langle E(t-s)E(t)\rangle = \sum_{\vec{q}} |g_{\vec{q}}|^2 N(\omega_q) \int_0^\infty ds e^{i(\omega_0-\omega_q)s} + (1 + N(\omega_q)) \int_0^\infty ds e^{-i(\omega_0+\omega_q)s}, \quad (2.39) \]

The last step is to use the well-known relationship:

\[ \int_0^\infty e^{\pm ias} = \pi\delta(a) \pm iP.V. \quad (2.40) \]

With all this the master equation becomes:

\[ \frac{\partial \rho}{\partial t} = [\ldots] + i\Delta \omega[\rho, \sigma^\dagger \sigma] + \frac{\gamma(1 + N(\omega_0))}{2} \mathcal{L}_\sigma[\rho] + \frac{\gamma N(\omega_0)}{2} \mathcal{L}_\sigma^\dagger[\rho], \quad (2.41) \]

where we have adopted the following convention Lindblad super-operator:

\[ \mathcal{L}_\sigma[\rho] = (2\rho \sigma^\dagger - \sigma^\dagger \sigma \rho - \rho \sigma^\dagger \sigma). \quad (2.42) \]

Let us now particularize for the case \(\sigma = \sigma\) and explain the different terms that arise:

• The superoperator \(\mathcal{L}_\sigma[\rho]\) represents an irreversible decay process due to the interaction with the reservoir. It is present even if \(T = 0\) (which implies \(N(\omega) = 0\)). The parameter \(\gamma = 2\pi J(\omega)\) is the modified lifetime due to the interaction with the bath. In the case \(a_k\) represents the vacuum radiative modes, the result from the Wigner-Weisskopf approach of the previous Section is recovered.

• When \(T \neq 0\) \((N(\omega) \neq 0)\) a new incoherent process appears described by the superoperator \(\mathcal{L}_{\sigma^\dagger}[\rho]\). It represents the probability that the reservoir is returning some excitation back to the system incoherently due to its finite temperature. In Eq. 2.41 the rates of both processes are connected because we have implicitly assumed a bath in thermal
equilibrium in Eqs. 2.30 2.37. However, this is not always the case in real systems. For example, some incoherent pumping can emerge from out of equilibrium reservoirs, i.e. exciton reservoir in the wetting layer in QDs. Therefore, in the subsequent Chapters we use an independent pumping rate, $P_0$, not directly connected to the decay rate.

• Together with the later incoherent processes, a new coherent term arises due to the interaction with the (virtual) modes of bath: the so-called Lamb-shift. Like in the Wigner-Weisskopf approach, it renormalizes the energy of the qubit. The explicit expression can be calculated from Eqs 2.38 2.39:

$$
\Delta = P \cdot V \int_{-\infty}^{\infty} d\omega \frac{J(\omega)N(\omega)}{\omega_0 - \omega} + P \cdot V \int_{-\infty}^{\infty} d\omega \frac{J(\omega)(1 + N(\omega))}{\omega_0 - \omega}.
$$

It is interesting to highlight here that in our initial interaction hamiltonian of Eq. 2.31 rotating and counter-rotating terms are preserved. If the latter were neglected, the incoherent terms would be the same, but the integral of Eq. 2.43 would extend only from 0 to $\infty$, leading to a wrong result. As the Lamb-shift is usually included in the definition of $\omega_0$, the loss of the information is not so critical. Nonetheless, when more than one emitter is interacting through a common bath [81], special attention must be paid to the Cauchy principal value in order to accurately obtain the induced coherent couplings between the QEs.

Other common Lindblad term is the one originated from an interacting hamiltonian as in Eq. 2.31 with $O = \sigma_z = [\sigma^\dagger, \sigma]$. This type of coupling typically arises from the coupling to vibrational baths [27], such as phonons or vibro-rotational degrees of freedom of molecules. By using that $\sigma_z^2 = 1$, the corresponding Lindblad superoperator reads [82]:

$$
\frac{\gamma_x}{2} L_{\sigma_z}[\rho] = \gamma_x \left( \sigma_z \rho \sigma_z - \rho \right).
$$

This mechanism is known as pure dephasing and its main effect is to erase the phase relationship between states (coherences) without altering directly the populations. With this mechanism, we have completed the description of single QE Lindblad terms that we use during this text. A generalization to many emitters for the particular case of one-dimensional reservoir is done in Appendix II, as it is needed for Chapters 7 and 8.

2.4 Experimental and theoretical characterization.

So far, we have introduced and explained in detail a simple way to deal with open quantum systems, including unitary and incoherent evolution on the same footing. The main prescription is to shift to a density matrix description of your system ($\rho$) rather than considering wavefunction ($|\Phi\rangle$). Then, Schrödinger equation is upgraded to a Born-Markov master equation:

$$
\frac{d\rho}{dt} = -i[H, \rho] + L[\rho],
$$
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that includes the coherent evolution of the system (through $H$) and the incoherent processes due its open nature (through $L[\rho]$). Once $\rho$ is determined, all the information of the system can be calculated. The goal of this Section is to review the different magnitudes available for characterizing quantum systems and how to calculate them theoretically.

2.4.1 Mean values.

In general the quantum system of interest will be described by a set of operators $a$, $b$, etc., in a Hilbert space $\mathcal{H}$. In second quantization, these operators define annihilation operators in the Heisenberg picture. In some situations it is interesting to study the dynamics of the some of the modes of your system or its intensity of emission. These are related directly to single-time quantities that can be obtained from correlators of the type $\langle \hat{a}^\dagger \mu \hat{a} \nu \hat{b}^\dagger \eta \hat{b} \theta \cdots \rangle$ with $\mu, \nu, \eta, \theta$, etc. being integer numbers. The dynamics of this general correlators can be calculated directly from $\rho$.

The straightforward approach consists of solving Eq. 2.45 to obtain $\rho(t)$ and then use $\langle \mathcal{C} \rangle = \text{Tr}(\mathcal{C} \rho)$ to calculate its mean value. However, there is an alternative approach, namely the correlator approach, that most of the times is more efficient. Let us assume that we are interested in the dynamics of a particular single time quantity described by a particular operator $\mathcal{C} = \hat{a}^\dagger \mu \hat{a} \nu \hat{b}^\dagger \eta \hat{b} \theta \cdots$, then one can formally apply:

\[
\frac{d\langle \mathcal{C} \rangle}{dt} = \text{Tr}(\mathcal{C} \dot{\rho}) = \text{Tr}\left(\mathcal{C}(-i[H, \rho] + L[\rho])\right),
\]

(2.46)

and obtain the set of correlators which are linked to $\mathcal{C}$ through the equation of motion. This set of correlators can be grouped into a single vector $u(t)$, whose dynamics is given by:

\[
\frac{du}{dt} = M_0 u,
\]

(2.47)

where $M_0$ is a matrix that can be formally obtained from Eq. 2.46. The solution is then straightforward: $u(t) = e^{M_0 t} u(0)$. In the case of a steady-state situation the problem can just be reduced to the inversion of a matrix.

2.4.2 First order correlation function and power spectrum.

In this Thesis, we are focused mainly on quantum optical systems. Most of the times, their open character comes from the leakage of radiation out from the system as depicted in Fig. 2.1. This represents not only a source of decoherence but also a way to extract information from it, i.e. to probe the inner structure of the system. This can be done by collecting all the photons coming from your system with a frequency sensitive single detector and doing statistics of the different frequencies detected. This measurement is usually referred as power spectrum or photoluminescence spectrum and we review now how to calculate it theoretically.

For the sake of illustration, let us assume that we are interested in observing the properties of the system through a given mode of the system, described by an operator $a$, which is leaking energy out of the system. The bridge between the quantum system and the observer can be made with the so-called input-output formalism: the photons inside the system, with operator $a$, are weakly coupled to an outside continuum of modes, with operators $A_\omega$.
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Figure 2.1: (a): Experimental scheme to measure one-photon spectrum: all the light of leaking out from the system is sent into a single detector that is able to resolve frequencies. This frequency sensitivity is schematically depicted as a filter before the detector. The filter determines the temporal and frequency response of the detector. (b): Experimental scheme to measure second order coherence function: the light leaking out from the system is divided into two beams and sent into two different detectors to study the correlation between them. If one is interested in frequency correlations, two filters should be included before the detector as depicted in the figure.

(corresponding to their frequency ω). In the Heisenberg picture, the output field allows to compute the time-dependent power spectrum of emission as the density of output photons with frequency ω₁ at time T₁:

\[ S^{(1)}(ω₁, T₁) = \langle A^†_{ω₁}(T₁)A_{ω₁}(T₁) \rangle. \] (2.48)

This quantity is physical (in the sense of being always positive and finite) only if the uncertainty of detection in both time and frequency are jointly taken into account [83]. Physically, this arrives from the fact that one is not directly looking to the bare fields, but it is always done through a detector which has both a frequency window and temporal response associated to it. In Fig. 2.1, this temporal and frequency uncertainty has been represented by filters. Mathematically, this amounts to adding two exponential decays in the Fourier transform of the time-autocorrelation:

\[ S^{(1)}_Γ(ω₁, T₁) = \Gamma_1 \int_{-∞}^{T₁} dt₁dt₄ e^{-\frac{Γ₁}{2}(T₁-t₁)}e^{-\frac{Γ₁}{2}(T₁-t₄)}e^{iω₁(t₄-t₁)}\langle a^†(t₁)a(t₄) \rangle, \] (2.49)

where \( Γ₁ \) is interpreted as the frequency window of the detector. This translates through convolutions as uncertainties in the time of detection:

\[ S^{(1)}_Γ(ω₁, T₁) = Γ_1 \int_{-∞}^{T₁} dt₁e^{-Γ₁(T₁-t₁)}Σ^{(1)}_Γ(ω₁, t₁), \] (2.50)

where:

\[ Σ^{(1)}_Γ(ω₁, t₁) = \frac{1}{π} \Re \int_{0}^{∞} dτ₁e^{-\frac{Γ₁}{2}τ₁}e^{-iω₁τ₁}\langle a^†(t₁)a(t₁-τ₁) \rangle, \] (2.51)

contains the uncertainty in the frequency of detection [84]:

\[ Σ^{(1)}_Γ(ω₁, t₁) = \int_{-∞}^{∞} dω₁Σ^{(1)}_0(ω₁', t₁)\frac{1}{π} \frac{Γ_1}{(Γ_1^2 + (ω₁' - ω₁)^2)}. \] (2.52)
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The kernel of this expression corresponds to the case of a perfect detector, $\Gamma_1 = 0$, known as the Page–Lampard quasi-spectrum of emission $\Sigma^{(1)}_{0} (\omega_1, t_1)$ [85]. The results of Eberly and Wódkiewicz provide a time-dependent physical spectrum, which is:

- always positive, whereas $\Sigma^{(1)}_{0} (\omega_1, t_1)$ is not in general, and
- finite, even in the steady state $S^{(1)}_{\Gamma_1} (\omega_1, T_1 \to \infty) = \Sigma^{(1)}_{\Gamma_1} (\omega_1, t_1)$, whereas $S^{(1)} (\omega_1, T_1 \to \infty)$ diverges.

The Wiener–Khinchine theorem is recovered by the steady state physical spectrum in the limit $\Gamma_1 \to 0$, and in the places where there is no confusion we simplify the notation to:

$$S^{(1)}_{\Gamma_1=0} (\omega_1, T_1 \to \infty) = S (\omega_1)$$

(2.53)

2.4.2.1 Computing two-time averages: quantum regression theorem

We have shown that in order to calculate the spectrum of the system, one needs the following two-time correlator:

$$G^{(1)} (t, \tau) = \langle a^\dagger (t) a (t + \tau) \rangle ,$$

(2.54)

usually known as the first order coherence function of the field. It can be computed from the one-time average correlators of Eq. 2.46 by recursing to the so-called Quantum Regression Theorem [86]. Here, we just enunciate it, but the curious reader can check very good demonstrations in the literature [27]. The theorem states that once a set of operators $C_{\{\eta\}}$, like the ones defined in the previous Section, satisfies:

$$\text{Tr}(C_{\{\eta\}} \mathcal{L} \Omega_1) = \sum_{\{\lambda\}} M_{\{\eta \lambda\}} \text{Tr}(C_{\{\lambda\}} \Omega_1) ,$$

(2.55)

for a general operator $\Omega_1$, and the corresponding matrix elements $M_{\{\alpha \beta\}}$ are found, then, the equations of motion for the two-time correlators have the same dynamics given by $\Omega_1$ and $M_{\alpha \beta}$ as:

$$\frac{d}{d\tau} \langle \Omega_1 (t) C_{\{\eta\}} (t + \tau) \rangle = \sum_{\{\lambda\}} M_{\{\eta \lambda\}} \langle \Omega_1 (t) C_{\{\lambda\}} (t + \tau) \rangle ,$$

(2.56)

for $\tau \geq 0$. The initial conditions of Eq. 2.56 are the one-time averages that can be computed as explained in the previous Section from Eq. 2.46. Technical details of the calculation can be found in the literature [87]. Remarkably, once the set equations 2.55, 2.56 are solved, the structure of the spectrum has a transparent clear structure compared to other methods more based in numerics found in literature [88–90] which blind all the manifold information. For instance, for the case of the Wiener-Kintchine steady-state spectrum, the final shape of the spectra reads:

$$S (\omega) = \frac{1}{\pi} \sum_{p=1} L_p \frac{\gamma_p}{(\frac{\gamma_p}{2})^2 + (\omega - \omega_p)^2} - K_p \frac{\omega - \omega_p}{(\frac{\gamma_p}{2})^2 + (\omega - \omega_p)^2} ,$$

(2.57)
where $\omega_p$ are the possible transitions in the system and $\gamma_p$ their corresponding broadening, which are calculated from the diagonalization of the matrix $M$ appearing in Eq. 2.56. The Lorentzian part corresponds to the decay of a dressed state whereas the dispersive part arises as an interference due to the overlap of energy of the dressed states. The factors $L_p$ and $K_p$ depend on factors like the dynamics of the initial state, channel of detection, etc.

### 2.4.3 Second order coherence function.

The first order coherence function or its Fourier transform (power spectrum) can only provide information on single particle events but no information at all about the statistics of the light emitted. In order to get this information, one must go further in the order of correlation function. The most popular one is the second-order coherence function of the system, $g^{(2)}(\tau)$. The experimental set-up, depicted in Fig. 2.1(b), uses a beam-splitter to divide the light in two different photon-clicks in the detector. Here, there are two-possible configurations:

- Before letting the beams into each detectors, one can put a filter, of frequency window $\Gamma_i$, to select a certain frequency $\omega_i$ and then study the correlations. This is the so-called time and frequency resolved correlations, which are the topic of study of Chapter 4.

- One can let all the light of the beams go through (no filter), obtaining the standard second order correlation function: $g^{(2)}(\tau)$. Even in the absence of filters, one should consider that the detection process has an intrinsic frequency window and temporal response that has to be taken into account properly to get meaningful results.

The two magnitudes are equivalent if one considers very broad filters ($\Gamma_i \to \infty$). Thus, we present the most general derivation –with filters included– and then particularize for colorblind detectors. Following the line of argumentation for the one-photon spectrum, we want to extend the results for the detection of two photons at given times and frequencies, $\omega_1$ at $T_1$ and $\omega_2$ at $T_2 = T_1 + \tau$. This is formally straightforward, simply by considering two detectors with their respective linewidths $\Gamma_1$ and $\Gamma_2$ [92]. The multiplicity of photons requires time ($\mathcal{T}$) and normal $(\cdot)$ ordering of the photon operators [92] and $\mathcal{T}(A_{\omega_1}(T_1)A_{\omega_1}(T_1)A_{\omega_2}(T_2)A_{\omega_2}(T_2))$ upgrades to:

$$S_{T_1,T_2}^{(2)}(\omega_1, T_1; \omega_2, T_2) = \frac{\Gamma_1 \Gamma_2}{(2\pi)^2} \int_{-\infty}^{T_1} dt'_1 dt'_2 e^{-\frac{\Gamma_1}{2}(T_1-t'_1)} e^{-\frac{\Gamma_2}{2}(T_1-t'_2)} \times \int_{-\infty}^{T_2} dt'_3 dt'_4 e^{-\frac{\Gamma_2}{2}(T_2-t'_3)} e^{-\frac{\Gamma_1}{2}(T_2-t'_4)} e^{i\omega_1(t'_1-t'_2)} e^{i\omega_2(t'_3-t'_4)} \mathcal{T}\langle a(t'_1) a(t'_2) a(t'_3) a(t'_4) \rangle. \quad (2.58)$$

Normalising this expression gives rise to the time- and frequency- resolved two-photon correlation function:

$$g^{(2)}_{T_1,T_2}(\omega_1, T_1; \omega_2, T_2) = \frac{1}{S_{T_1}^{(1)}(\omega_1, T_1)S_{T_2}^{(1)}(\omega_2, T_2)} \int_{-\infty}^{T_1} dt_1 \int_{-\infty}^{T_2} dt_2 \times e^{-\Gamma_1(t_1-T_1)} e^{-\Gamma_2(T_2-t_2)} S^{(2)}_{T_1,T_2}(\omega_1, t_1; \omega_2, t_2), \quad (2.59)$$
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where we have also isolated the two-photon quasi-distribution:

$$
\Sigma^{(2)}_{T_1 \Gamma_2} (\omega_1, t_1; \omega_2, t_2) = \frac{2R}{(2\pi)^2} \int_0^\infty d\tau_1 d\tau_2 e^{-i \frac{\omega_1}{2} \tau_1} e^{-i \frac{\omega_2}{2} \tau_2} \times e^{-i \omega \tau_2} \left[ e^{i \omega \tau_1} \mathcal{T} (a^\dagger (t_1 - \tau_1) a^\dagger (t_2) a(t_2 - \tau_2) a(t_1)) + e^{-i \omega \tau_2} \mathcal{T} (a^\dagger (t_1) a^\dagger (t_2) a(t_2 - \tau_2) a(t_1 - \tau_1)) \right],
$$

(2.60)

which, analogously to the one-photon quasi-spectrum, can be negative and is thus not a physical spectrum. The time-convoluted $g^{(2)}_{T_1 \Gamma_2}$ is, on the other hand, positive, finite and qualifies to measure correlations. It takes into account that frequency and time of emission cannot be both measured with arbitrary precision, in accordance with Heisenberg uncertainty principle. In order to obtain it, one needs to calculate first the four-time averages: $\langle a^\dagger (t_1) a^\dagger (t_2) a(t_2 - \tau_2) a(t_1 - \tau_1) \rangle$ appearing inside the integrals, by using three-times (or two in steady-state situations) the Quantum Regression Theorem.

The limiting behaviors of $g^{(2)}_{T_1 \Gamma_2}$ defined as in Eq. 2.59 are those expected on physical grounds: photons are uncorrelated at infinite delays,

$$
\lim_{|T_2 - T_1| \to \infty} g^{(2)}_{T_1 \Gamma_2} (\omega_1, T_1; \omega_2, T_2) = 1.
$$

(2.61)

By assuming color-blind detectors, the standard two-time correlators is recovered:

$$
\lim_{\Gamma_1, \Gamma_2 \to \infty} g^{(2)}_{\Gamma_1 \Gamma_2} (\omega_1, T_1; \omega_2, T_2) = g^{(2)} (T_1; T_2).
$$

(2.62)

In the steady-state, the notation is usually simplified to: $g^{(2)} (T_1; T_2) \to g^{(2)} (\tau)$. The most relevant information can be even obtained from its $\tau = 0$ value:

- If $g^{(2)} (0) > 1$, the photons coming out from the system are said to be bunched and is a typical signature of multiphoton processes.
- If $g^{(2)} (0) = 1$, then the photons are said to be coherent. This is what one gets for example from a classical laser field.
- If $g^{(2)} (0) < 1$, the photons are said to be antibunched, as for example in the case of single photon emitters. This is the smoking gun of the quantum character of the system, as it can never be obtained in a classical system.

2.4.4 Generalization to N-photon correlations.

Further generalizations of Eq. (2.59) to $N$-photon correlations, adding pairs of operators (with the corresponding integrals and detectors) quickly become intractable and have proven to be already demanding for two photons only, even in the simplest case of zero time delay. The main reason for this difficulty is that all the possible time orderings of the $2N$-time correlator $\mathcal{T} (a^\dagger (t'_1) \ldots a^\dagger (t'_N) a(t''_{N+1}) \ldots a(t''_{2N}))$ result in $(2N - 1)!!2^{N-1}$ independent regions of integration. Furthermore, each of these correlators requires the application of the quantum regression theorem $2N - 1$ times. This growth of the complexity makes a direct computation hopeless for a quantity which is otherwise straightforward to measure experimentally, merely
by detecting photon clicks as function of time and energy. This technology can be provided for instance by a streak camera [94].

Despite the experimental importance of the general problem, the theoretical literature to date addressed only two-time correlators of simple systems such as resonance fluorescence, which allows strong approximations [91, 95], or in particular cases such as zero time delay [96]. In Chapter 4, we present a new approach to this problem beyond the standard theory that we have detailed here. It allows a much more efficient way of calculating all these magnitudes and calculate system hitherto intractable. As this is a recently developed method within this Thesis we have moved the discussion to a separate Chapter, where we include the details of the method and the results of its application to a wide variety of systems.
2. Theoretical background.
Chapter 3

Pure dephasing effects in the cavity QED non-linear regime.

3.1 Introduction.

The strong-coupling (SC) between the excitons in quantum dots (QDs) and a photonic cavity mode is now a commonplace in semiconductor cQED physics (see [29, 48, 97–100] for some recent reports). The best figures of merit, however, are still far from what has been obtained with atoms [13] or superconducting qubits [101]. However, when this quantum control will be ripe for technology, it is clear that semiconductors will play a primordial role for cheap and massive deployment. For this reason, it is important to evidence, understand and manipulate quantum interactions between photons and excitons in these systems.

The most appealing features of SC are at the quantum level, when a finite number of quanta of excitations are involved. A splitting at resonance is a tempting landmark of SC, but is in no essential way different from the normal mode coupling that is a classical feature of coupled oscillators [102]. To evidence the quantum character of the coupling, photon-counting experiments have been performed, that reported that only one quantum of excitation couples the modes [29, 97]. The next step is to probe nonlinearities and witness their sensitivity at the quantum level. Because the QD is a 2LS with saturable character, coupling it strongly with more than one photon yields a dressed-mode splitting that goes like $\sqrt{n}g$ when $n$ quanta are involved (being the $g$ the interaction strength). The transitions between these dressed states provide spectral lines at incommensurate energies ($\pm\sqrt{n} \pm \sqrt{n-1})g$. They provide a direct manifestation of full-field quantization, as predicted by one of the most important theoretical model of quantum physics, the Jaynes-Cummings (JC) Hamiltonian [103], that fully quantizes both the atomic and the optical fields. Evidencing these nonlinearities are one of the most important goal of quantum optics. This goal has been fulfilled with atoms [104] and more recently with superconducting circuits [105], but remains elusive for semiconductor quantum dots.

In this Chapter, we study the effects of a typical enemy of quantum control in semiconductors, namely pure dephasing. As explained in Chapter 2, it can appear due to the interaction with phonons at low temperatures [106]. Other possible mechanism inducing pure dephasing is the presence carriers outside the QD [107] at higher temperatures. In this text, the
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microscopic nature will be overlooked. We do not pay attention to the specific mechanism causing it, just assume that it is non-negligible and treat it as a reservoir of the type described by Eq. 2.44. A careful experimental and theoretical analysis in these systems [48] has given compelling evidence that that a pure dephasing term is an important ingredient in semiconductor physics.

The structure of this Chapter is the following: first, in Section 3.2 we introduce and explain in detail all the ingredients needed to describe the dissipative JC model. This is the starting point many results of this Thesis, and in particular of this Chapter. Then, in Section 3.3 we describe the differences between the linear and non-linear regime. In Section 3.4 pure dephasing is introduced into the Master Equation of the system and study its effect in the spectral shapes, where as in Sections 3.5-3.6 a qualitative and quantitative comparison with reported experimental data is done. Finally, the main results are summarized in Section 3.7.

3.2 Dissipative Jaymes-Cummings model (cQED).

3.2.1 Coherent processes.

In this Section, we introduce the basic ingredients to describe the semiconductor cQED systems. Following the notation of open quantum systems, the system of interest is composed by the exciton of the QD, which interacts coherently with a cavity mode. The exciton in the QD is approximated within a two-level system (2LS) description as explained in Section 2.2, whereas the cavity mode is described as a quantum harmonic oscillator. The complete hamiltonian that describes the coupling between the two modes is the celebrated Jaynes-Cummings (JC) hamiltonian [103]:

\[ H = \omega_a a^\dagger a + (\omega_a - \Delta) \sigma^\dagger \sigma + g (a^\dagger \sigma + a \sigma^\dagger), \]  

(3.1)

with \( a \) the photon annihilation operator (following Bose statistics) and \( \sigma \) the material excitation annihilation operator (following Fermi statistics). The parameter \( \Delta = \omega_a - \omega_0 \) is the detuning between the two modes and \( g \) the interaction strength. Notice that the hamiltonian in Eq. 3.1 involves a Rotating Wave Approximation that imposes the condition \( g \ll \omega_a, \omega_0 \). Thanks to this approximation, the hamiltonian is excitation-conserving which makes the quantum dynamics to be enclosed in \( 2 \times 2 \) Hilbert subspaces for a fixed excitation number, admitting an analytical solution. These Hilbert subspaces of JC hamiltonian are usually named as manifolds of excitations or rungs of the JC ladder. Their eigenstates, called polariton or dressed states, are denoted by \(|n, \pm\rangle\). They appear as a ladder structure, as depicted in Fig. 3.1(a), and diagonalize the hamiltonian as follows:

\[ H = \sum_n (\omega_{L,n} |n, -\rangle \langle n, -| + \omega_{U,n} |n, +\rangle \langle n, +|). \] 

(3.2)

Their eigenenergies are \( n \)-dependent:

\[ \Omega_{L(U),n} = \frac{n \omega_a + \omega_0}{2} \pm R_n^0. \] 

(3.3)
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\[ R_0^n \] gives the splitting between the states of the n-th rung:

\[ R_0^n = \sqrt{(\sqrt{n}g)^2 + (\frac{\Delta}{2})^2}, \]  

which contains the important \( \sqrt{n} \) dependence of the splitting. This \( \sqrt{n} \)-dependence gives the non-linear behavior to the system dynamics. The most fundamental case corresponds to the case of the the first manifold \( n = 1 \), where only one quantum of excitation is being exchanged coherently between the QE and the cavity mode. At resonance, the eigenvectors are:

\[ |1, \pm\rangle = \frac{1}{\sqrt{2}}(|1, 0\rangle \pm |0, 1\rangle). \]  

This reversible exchange manifests as oscillations in the population dynamics of the bare states with frequency proportional to \( R_0^1 \). Another signature is an splitting, again proportional to \( R_0^1 \), in the frequency domain (i.e. in the spectrum) which yields a doublet shape known as Rabi doublet. As there is only one quantum of excitation being exchanged between the two fields \( R_0^1 \) this splitting is usually called Vacuum Rabi splitting.

3.2.1.1 Bosonization of the QD operators.

There are some situations in which one can consider a bosonic description for the QD operator \( \sigma \):

- In large QDs, the excitation energy levels are very close to each other and one can neglect the Pauli effects coming from the fermionic nature of the components of the exciton QD.

- In situations where the exciton QD is very little occupied, \( \langle \sigma^\dagger \sigma \rangle \ll 1 \), only the first manifold of excitation is relevant for the description. In these cases, one can always bosonize or linearize the QD operator, inspired in the Holstein-Primakoff approximation \[108]: \ \sigma = \sqrt{1 - b^\dagger b} b, \]  \( b \) satisfying \[ [b, b^\dagger] = 1 \). To first order, it consists of substituting the fermionic operator, \( \sigma \), by a bosonic one, \( b \). One should be aware that this approximation is able to obtain accurate results only for “one-photon” properties, i.e. one-photon spectrum, but fails to capture properties like the statistics of the field.
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In both cases, the 2LS operator $\sigma$ is transformed into a bosonic operator $b$. This is what is usually called in the literature as the linear model \[109\] \[110\].

3.2.2 Incoherent processes.

It has been emphasized that the cavity-QD system is far from being a closed system. It is interacting with several reservoirs as it has been schematically depicted in Fig. [3.1]b). All of them should be taken into account in the density matrix description of the system:

- Even in the simplest picture, one should take into account that the exciton is also interacting with the vacuum radiative modes of the QD and emits radiation through them. In the notation of cQED these are the so-called *leaky modes* that emit at a rate $\gamma_\sigma$. They are described, following the prescriptions of Chapter 2, through a Lindblad superoperator: $(\gamma_\sigma/2)\mathcal{L}_\sigma[\rho]$.

- The cavity is intended to produce a perfect confinement of the light. However, due to imperfections in fabrication, there is always some escape of photons through the mirrors at a rate $\gamma_a$. Thus, it can be described through a Lindblad term: $(\gamma_a/2)\mathcal{L}_a[\rho]$. The quality of the cavity is usually characterized by the so-called $Q$-factor which is inversely proportional to the cavity decay rate: $Q = \omega_a/\gamma_a$.

- One essential ingredient distinguishing semiconductor cQED from their atomic counterpart is the excitation of the system. In Fig. [3.1]b), we have schematically depicted the most common way of exciting these systems: usually excitation is done, optically or by electric injection, to the electronic levels far above resonance. This excitation creates a reservoir of electron-hole pairs that relax incoherently into the QD of interest. There are indeed microscopic derivations of these mechanisms \[111\] \[112\], but for our purposes, we adopt an heuristic model to investigate the pumping at a fundamental level. As the nature of bath is inherently not in thermal equilibrium, it is described through a Lindblad operator, $(P_\sigma/2)\mathcal{L}_{\sigma^\dagger}[\rho]$, but with a pumping rate $P_\sigma$ independent of $\gamma_\sigma$.

- For completeness, we also consider another type of pumping, which offers a counterpart for the cavity by injecting photons incoherently. As mentioned in the introductory Chapter, the self-assembled fabrication of QDs is a random process. Most of the times, together with the optically active QD that interacts strongly with the cavity, other randomly positioned QDs are also created in the neighborhood of the system. These *spectator* QDs interact very weakly with the cavity. As they are also excited by the reservoir of electron-hole pairs, they can leak some excitation into the cavity. In turn, this results in an effective cavity pumping \[113\] \[114\], which has to be described through a Lindblad term: $(P_a/2)\mathcal{L}_{a^\dagger}[\rho]$.

Taking into account all these processes, one finds that the evolution of the cavity-QD system is given by:

$$\frac{\partial \rho}{\partial t} = i[\rho, H] + \frac{\gamma_a}{2} \mathcal{L}_a[\rho] + \frac{\gamma_\sigma}{2} \mathcal{L}_\sigma[\rho] + \frac{P_\sigma}{2} \mathcal{L}_{\sigma^\dagger}[\rho] + \frac{P_a}{2} \mathcal{L}_{a^\dagger}[\rho] + \frac{\gamma_\sigma}{2} \mathcal{L}_\sigma[\rho], \quad (3.6)$$
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This is the so-called dissipative JC model. It has been thoroughly described in the literature and constitutes the starting point for our calculations. The incoherent processes renormalize the energy of the polariton states ($|n, \pm\rangle$) as follows:

$$E_{n, \pm} = n\omega_a - \frac{\Delta}{2} - i\frac{(2n-1)\Gamma_a + \Gamma_\sigma}{4} \pm \sqrt{(\sqrt{n}g)^2 - \left(\frac{\Gamma_a - \Gamma_\sigma}{4} + \frac{i\Delta}{2}\right)^2}.$$  \hspace{1cm} (3.7)

The eigenenergies are now complex due to their dissipative part: the real part corresponds to the position of the energy, whereas the imaginary part reflects the broadening of the transition. The second part of Eq. \ref{eq:3.7} is the renormalized Rabi frequency for the dissipative JC model:

$$R_n = \sqrt{(\sqrt{n}g)^2 - \left(\frac{\Gamma_a - \Gamma_\sigma}{4} + \frac{i\Delta}{2}\right)^2}.$$  \hspace{1cm} (3.8)

For the case corresponding the first rung, $n = 1$, we drop the subindex and just write $R_1 \equiv R$.

3.3 Linear vs non-linear regime.

Before studying in detail the effect of other kind of reservoirs, i.e. phonon bath, we review here some useful results that are relevant for our posterior discussion on the effect of pure dephasing. In particular, we study the differences between the linear and non-linear regime of the JC model. A special emphasis is made on the differences arising in the photoluminescence spectra.

The characterization of the different regimes appearing as a function of the incoherent pumping can be done through the study of the three following observables of the system:

- Cavity population: $n_a = \langle a^\dagger a \rangle$.
- QD population: $n_\sigma = \langle \sigma^\dagger \sigma \rangle$.
- Second order coherence of the light emitted by the cavity: $g_a^{(2)}(0) = \langle a^\dagger a^\dagger aa \rangle/n_a^2$.

In order to calculate them, we follow the procedure detailed in Section 2.4.1 \cite{87}. We define a general operator correlator $\langle (a^\dagger)^m a^n (\sigma^\dagger)^\mu \sigma^\nu \rangle$ and calculate the vector of correlators which are linked to it through the master equation. In Fig. 3.2 the evolution of these three observables as a function of $P_\sigma$ is plotted for a situation with no dephasing (solid lines). The different colors indicate different cavity decay rates $\gamma_a = \{0.2, 0.5, 1, 2\}$ (see the legend). In the case of the cavity population $-n_a$- the observable has been renormalized with the corresponding $\gamma_a$ so that they all converge to a single line. In this figure, it is possible to identify four different regimes which are commonly named in the literature \cite{115, 116} as:

1. **Linear regime**: when $P_\sigma \ll \gamma_a$ the emitter is basically in the ground state, being only able to probe the first rung of the JC ladder. Here, the substitution of $\sigma \rightarrow b$ for a bosonic operator yields the same result.

2. **Non-linear quantum regime**: when $P_\sigma \approx \gamma_\sigma$, the emitter is able to probe a few rungs of the JC ladder, but without going so high that many photons effect dominates.
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Figure 3.2: Evolution of the observables $\gamma_a n_a / g$ (a), $n_\sigma$ (b) and $g_a^{(2)}(0)$ in the dissipative JC model as a function of $P_\sigma$ for a system with $P_a = 0$, $\gamma_\sigma = 0.005 g$ and $\gamma_a^0 = 0$ (solid) or $\gamma_a^0 = g$ (dashed). The different colors represent different values of $\gamma_a$ indicated in the legend. In panel (a) are indicated the four different regions described in the main text: linear, quantum, lasing and thermal.
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Figure 3.3: (a) Contour plot of the spectral shape, $S(\omega)$, of a cavity with $\gamma_a = 0.5 g$ and $\gamma_\sigma = 0.001 g$ as a function of detuning for a pumping in the linear regime ($P_\sigma \to 0$) with $P_a = 0$. (b) Same as in panel (a), but for a pumping in the non-linear regime $P_\sigma = 0.5 g$. (c) Two cuts of the spectral shape on resonance (i) and out of resonance (ii).

3. Lasing or non-linear classical regime: when $P_\sigma \gg \gamma_\sigma$, the emitter population is around $n_\sigma \approx 0.5$, and $g_a^{(2)}(0) \approx 1$ as in a classical field. This is where the cavity grows coherence emitting like a laser.

4. Thermal regime: when the pumping is so high than the emitter is mainly excited ($n_\sigma \approx 1$) and the dephasing induced by the pump disrupts the coherent coupling so that the number of photons is very low again and the field becomes thermal ($g_a^{(2)} \approx 2$). The intermediate region between the lasing and the thermal regime is called self-quenching.

For this Chapter, we focus only on the two first regions. Due to the incoherent nature of excitation in semiconductor systems, the access to the non-linear regime is not a trivial issue as one needs a high pumping to go up in the JC ladder, but the incoherent nature also disrupts SC. However, in the next Chapter we also explore the properties of the other regimes, i.e. lasing.

Here, we are interested in the spectral signatures in the emission of the cavity when the QD is pumped incoherently. This particular choice is the most common experimental configuration in semiconductor cQED. In Fig. 3.3, we study the cavity photoluminescence...
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Figure 3.4: (a) Contour plot of the spectral shape, $S(\omega)$, of a cavity with $\gamma_a = 0.5g$ and $\gamma_\sigma = 0.001g$ as a function of detuning for a pumping in the linear regime ($P_\sigma \to 0$) with $P_a = 0$. (b) Same as in panel (a), but for a pumping in the non-linear regime $P_\sigma = 0.5g$. (c) Two cuts of the spectral shape on resonance (i) and out of resonance (ii)

spectrum, $S(\omega)$, as a function of the detuning of the QD in the linear and non-linear regime. The parameters considered for the cavity and exciton lifetime are $\gamma_a = 0.5g$ and $\gamma_\sigma = 0.001g$ respectively, which lie in the order of the state-of-art in semiconductor cQED \cite{74,117}. In the linear regime (Panel a, $P_\sigma \to 0$), one only observes the Vacuum Rabi splitting between the exciton and the cavity mode for all the possible detunings. In the case of a higher pump (Panel b, $P_\sigma = 0.5\gamma_a$), one still observes just a doublet in resonance in the cavity spectra. Only through a finite detuning, $\Delta \neq 0$, an asymmetric spectral triplet can be obtained. The extra peak comes from the transitions from the second rung of the ladder of Fig. 3.1(a). However, it practical terms it is difficult to resolve it and in fact no direct observation of the higher rungs of the ladder in semiconductor cQED has been reported by the time of writing. The only evidence of the higher rungs has been achieved through four-wave mixing experiments \cite{118}.

In Fig. 3.4 a cavity decay rate beyond the state-of-art of semiconductor parameters has been considered, $\gamma_a = 0.1g$ (and $\gamma_\sigma = 0.001g$). This value lies closer to the parameters of circuit QED \cite{101}. In the linear regime (Panel a), only the Rabi doublet is resolved. Nonetheless, in the non-linear regime (Panel b) at resonance the system clearly shows a “fork” due to the four transitions involving the first two rungs of the ladder (clearly resolved in Fig. 3.4(c.i)). The symmetry is broken, when one considers an out of resonance situation, with a clearly asymmetric spectral triplet shape in Fig. 3.4(c.ii).

3.4 Effect of pure dephasing.

Now, we study the effect of pure dephasing in the observation of SC in the linear and non-linear regime. As detailed in Section 2.3.2, pure dephasing is described as an additional Lindblad term in the dissipate JC model \cite{82}:

$$\frac{\partial \rho}{\partial t} = i[\rho, H] + \frac{\gamma_a}{2} \mathcal{L}_a[\rho] + \frac{\gamma_\sigma}{2} \mathcal{L}_\sigma[\rho] + \frac{P_a}{2} \mathcal{L}_{a^\dagger}[\rho] + \frac{P_\sigma}{2} \mathcal{L}_{a^\dagger}[\rho] + \frac{\gamma_\phi^{\diamond}}{2} \mathcal{L}_{\sigma z}[\rho], \quad (3.9)$$

where $\sigma_z = [\sigma^\dagger, \sigma]$ \cite{82}. When considering the general correlator $\langle (a^{\dagger})^m a^n (\sigma^\dagger)^m \sigma^n \rangle$, one can
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Figure 3.5: Loss of the Jaynes-Cummings quadruplet and emergence of a triplet with dephasing, for a system well into strong coupling \((\gamma_a/g = 1/10 \text{ and } \gamma_\sigma/g = 1/1000)\). Values of dephasing are \(\gamma_\phi/g = 0\) (dotted), 1/2 (dashed) and 3/2 (solid). Panel (a) is for \((P_a, P_\sigma)/g = (0.0011, 0.1)\) and (b) for \((0, 0.02)\). In inset (c), the dressed states resonances \(\omega_p/g\) for the parameters of (a), showing the impact of dephasing on strong coupling: inner transitions are melted into a common one that results into lasing.

check that the addition of pure dephasing only affects diagonal elements of \(M\) and moreover, only when they belong to phase coherence (i.e. when \(\mu \neq \nu\)), where it is acting as an extra broadening:

\[
M_{mn\mu
u} = \omega_a(m - n) + \omega_\sigma(\mu - \nu) - \frac{\gamma_a - P_a}{2}(m + n) - \frac{\gamma_\sigma + P_\sigma}{2}(\mu + \nu) - \frac{\gamma_\phi}{2}(\mu - \nu)^2.
\]  

Other elements \(M_{mn\mu
u}\) are given in [87]. In the following, we study the effect of nonzero \(\gamma_\phi\) on the spectral shape of the cavity photoluminescence spectrum, under various cases of particular experimental relevance.

In Fig. 3.3, it was studied the effect of pure dephasing in the observables determining the different regimes of operation as a function of incoherent pumping. In dashed lines, we considered the same situation than for the solid lines but with a pure dephasing rate of \(\gamma_\phi = g\). One clearly sees that the differences between them are minimal in all the observables so that the distinction between the different regimes are still valid. Surprisingly, the same values of pure dephasing lead to interesting differences in the spectral shapes.

In the linear regime, dephasing only introduces an trivial extra broadening to the spectral lines: \(\gamma_\sigma \rightarrow \gamma_\sigma + \gamma_\phi\). Thus, its effect is quite trivial and predictable [48]. However, the interplay of this extra broadening and the observation of SC in the non-linear regime shows very interesting features. Figure 3.5 shows the impact of pure dephasing on the most striking landmark of the Jaynes-Cummings nonlinearities, namely, the multiplet structure that
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corresponds to transitions between rungs of the Jaynes-Cummings ladder [119]. We consider a system as realistic as possible but still good enough to display multiplets unambiguously, i.e., such that transitions from states dressed by two (or more) photons are resolved in the photoluminescence spectrum. A system with $\gamma_a/g = 1/10$ and $\gamma_a/g = 1/1000$, as the one considered in the previous Section, produces a Jaynes-Cummings fork (a quadruplet) at resonance, as shown in dotted lines. On Fig. 3.5(a), we have recourse to a cavity pumping ($P_a/g = 0.0011$) as well as an electronic pumping ($P_b/g = 0.1$), so as to reveal the transition owing to the favorable effective quantum state realized in the system [109, 120]. Here the Rabi doublet neatly dominates.

On panel (b), only the electronic pumping is considered ($P_a = 0$) and a clear quadruplet is indeed produced, dominated by the transitions from states with two or more photons, over those with one photon that produce the Rabi doublet. With increasing pure dephasing, ($\gamma_\phi/g = 1/2$ in dashed and $\gamma_\phi/g = 3/2$ in solid lines), the spectra evolve in both cases into a triplet, with melting of the multiplet as well as the emergence of a central peak. The mechanism of this transition is revealed in the inset (c), where the dressed modes resonances $\omega_p$ (in units of $g$) are shown as a function of the dephasing for the parameters of panel (a).

These resonances correspond to transitions between the eigenstates of the system, which are the dressed states (polaritons) in the SC regime, and the bare states (exciton and photons) in the weak coupling regime. Dressed states up to five photons are excited for the chosen parameters, and the characteristic $\pm \sqrt{n} \pm \sqrt{n - 1}$ frequencies of the transitions between rungs with a such a square root splitting is indicated at the bottom of the figure (where $\gamma_\phi = 0$). Only inner peaks are displayed for clarity, outer peaks at frequencies $\sqrt{n}$.

The system remains in SC throughout, for all the states, as is evidenced from the permanence of the outer resonances $\pm (\sqrt{n} + \sqrt{n - 1})$ for all $n \geq 2$. The case $n = 1$ (in green) corresponds to the vacuum Rabi splitting. Its position is only weakly perturbed by dephasing (as are outer peaks). Inner transitions—when the decay links identical rungs of the Jaynes-Cummings ladder (the two higher or the two lower rungs)—are more significantly affected. As shown on the figure, these inner resonances, at $\pm (\sqrt{n} - \sqrt{n - 1})$ for $n \geq 2$, loose their splitting in succession with increasing dephasing, the sooner the higher the excited state (i.e., the larger the dressing). This loss of inner-splitting does not mean that the system goes to weak coupling, but instead that it crosses to lasing, as it would do without pure dephasing [120, 121].

Dephasing essentially accelerates this transition, by blurring the separation of the transitions and overlapping all of them into a common one, thereby indeed providing the system with a new common resonance, at the cavity mode. This transition is very strong from the accumulation of all the emissions of the system that were previously splitted from each others, and from Bose stimulation (dephasing here acts like a quantum eraser by providing an identical path to many previously distinguishable paths). Further increasing of the dephasing (or pumping) eventually brings the system into weak coupling, with collapse (not shown) of the outer resonances as well.

The effect on the spectral shape is to collapse the multiplet and grow a central peak that melts the inner, closely-spaced nonlinear Jaynes-Cummings features. At $\gamma_\phi/g = 1/2$, all dressed states remain splitted, although less so, and the multiplet is qualitatively identical to the case without dephasing (only with a degraded resolution). At $\gamma_\phi/g = 3/2$, however, almost all the excited states now have a common emission line, at the exception of the
first excited state, which splitting-to-broadening-ratio and intensity are however too small to
remain observable in the spectrum. As a consequence, the emission features a dominating
central peak. The same features are observed in panel (b), without cavity pumping and at
lower electronic excitation. The quadruplet at small dephasing is much less apparent, but
the triplet appears as a robust manifestation of nonlinear strong coupling with dephasing:
overlapping an emerging lasing peak at the cavity emission with the vacuum Rabi doublet
that produce satellite peaks.

In contrast with previously advanced suggestions [29, 74], our analysis shows that this
spectral structure is not attributable to loss of strong coupling. It is also different from the
triplet of Hughes and Yao [122] that is due to interferences, and, needless to say, it is not
related to the Mollow triplet either [123]. Instead, our triplet appears as a new regime at the
border of the quantum (Jaynes–Cummings) and classical (lasing) regimes, with dephasing
acting as a smoothening agent (rather than a destructive one [124]).

3.5 Qualitative comparison with experimental data.

Dephasing is not a parameter that is easy to control directly. In order to probe the non-
linearities of the system, a natural experimental attempt is to tune the pumping power, so
as to populate predominantly the excited states. The evolution of the Rabi doublet with
increasing electronic pumping is shown on Fig. 3.6(a), for a system with parameters closer
to the current experimental reality (cf. caption). In this case, a triplet is also formed, but
without any intermediate or direct manifestation of the Jaynes-Cummings spectral structure,
owing to the poor splitting to broadening ratio with state of the art experimental figures.
The observation of this trend has been recently reported by [74] (see panel (b) of Fig. 3.6).
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![Figure 3.7: Strong-coupling in the nonlinear regime in presence of dephasing as detuning is varied. Parameters are $\gamma_\sigma/g = 0.001$ and $P_\sigma/g = 0.011$ and $\gamma_\phi/g = 1$, $\gamma_a/g = 0.35$ and $P_\sigma/g = 0.1$. Instead of the usual anticrossing, a triplet is grown as the dot enters in resonance, much like the experiment of [29] (shown in Panel (b)). In red, it has been highlighted the cases where the triplet is clearly resolved.](image)

Incoherent pumping results in strong fluctuations of the particle numbers [120], so high pumping is not the ideal configuration to evidence the Jaynes-Cumming nonlinearity. Instead, high quality factor, long lifetime of the exciton and small dephasing should be a much better option.

Figs. 3.7 and 3.8 displays other manifestations of nonlinearities in the PL spectrum of a strongly-coupled quantum-dot/microcavity system. The intent is to show the wide range of phenomenologies that are accessible with different parameters, as well as the strong similarities with reported experiments that have so far eluded theoretical explanation. In the quest for strong-coupling in semiconductor, one typically performs an anticrossing experiment, where the dot and the cavity are brought to resonance to exhibit level-repulsion (maintaining their line splitting). Figure 3.7 shows a situation with detuning for a set of parameters (cf. caption). In this case case, well identified dot and cavity emission lines approach in the expected way but grow a central peak as they approach each other. This situation is very similar to the one reported by [29] which is compared in panel (b).

A second case is that of Fig. 3.8 where a doublet is now produced at resonance and a triplet is observed in its vicinity and only at negative detunings. This situation is very similar to the one reported by [75] (that has remained unexplained—and unpublished—so far).

In the case of Fig. 3.7 dephasing is constant, the cavity has a higher quality factor and electronic pumping is moderate. The triplet then arises for the same reasons as those explained for the phenomenology of Fig. 3.6. A slightly better system (either from system parameters or with less dephasing) would grow a quadruplet at resonance. These considerations match the experimental situation of a single QD detuned by a thin-film condensation technique.
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**Figure 3.8:** Strong-coupling in the nonlinear regime in presence of dephasing as detuning is varied. Parameters are $\gamma/s = 0.001$, $P_a/g = 0.011$, $\gamma^2/g$ sigmoid function of $\Delta$, $\gamma_s/g = 0.5$ and $P_s/g = 0.3$. Instead of the usual anticrossing, as detuning varies with temperature, a triplet is observed out of resonance, with an asymmetry with detuning caused by the temperature-dependent dephasing, much like the experiment of [75] (shown in Panel (b)). In red, it has been highlighted the cases where the triplet is clearly resolved.

However, in the second case of Fig. 3.8 the experimental situation varies in a few ways that would appear unimportant for the physics investigated, but that turn out to produce very different qualitative results: the dephasing has been correlated with the detuning (with a sigmoid function, to reflect that detuning is tuned with temperature), cavity photon has smaller lifetime and pumping is much stronger (as it was the case experimentally). This results in the emergence of a triplet outside of the resonance. In this later case, rather than superimposing a central peak, the noncommensurable transitions at $\pm(\sqrt{n} - \sqrt{n - 1})$ produce the multiplet out of resonance owing to the virtue of transitions from excited states to be stationary [120]. The dephasing here serves the purpose of converting the quadruplet predicted for such a structure at nonzero detuning in Ref. [120] into a triplet.

### 3.6 Quantitative comparison with experimental data.

To conclude this Chapter, we include the first trial of confronting our theory with the experimental data, by means of a fitting of experimental results. The non-linear behavior is computationally far more complicated than the linear regime. As there are no closed expressions for the spectral lineshapes [125], one needs to compute spectra completely numerical. This requires the presence of many correlators in order to track the photons from the higher rungs of the ladder. This explains why the fittings so far have restricted to the linear regime [48, 109].

In order to do a global fitting, we have used genetic algorithm methods [126]. As we had no direct access to experimental results, a digitized extraction of the experimental data from [74] was done. In Fig. 3.9, we have overimposed the result of the fitting together with the experimental image. We find our proposition to be consistent with the supposed
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**Figure 3.9:** Fit in the nonlinear regime: data of [74] with superimposed in blue for the four central panels, our global fitting (fitting parameters appear on the right side) with a fermion model [120] including dephasing [125].

parameters of this experiment, besides with a neat contribution due to a drift in detuning more than due to dephasing. Beyond supporting claims of quantum nonlinearities, our work also provides the first quantitative description of strong-coupling experimental data but now in the nonlinear and fermionic regime.

### 3.7 Conclusions.

In conclusion, we have shown that nonlinearities of the JC Hamiltonian—the pinnacle of full-field quantization in cavity Quantum Electrodynamics—have a robust tendency to manifest as triplet structures in presence of a non-negligible dephasing (such as is the case in semiconductors), rather than the expected JC multiplets of paired doublets with no emission at the cavity (central) mode.

We have also shown that various parameters (corresponding to slightly different experimental situations) result in strong qualitative differences, such as observation of a triplet at—or out of—resonance. We paid a particular attention to three experiments [29, 74, 75] that reported such triplet-like features, so far without a clear identification of the underlying physics. We can reproduce qualitatively all the experimental findings, and conjecture that in all these cases, nonlinear quantum physics is at work in a nontrivial way, being all variations of the same theme: rather than loosing strong coupling, as previously suggested, we show that dephasing acts as an smoothening agent in the quantum to classical (lasing) transition. This introduces a new type of triplet structure distinct in character from a Mollow triplet or a mere superposition of strong and weak coupling spectra.

The first global fitting within the non-linear regime is also presented, although further quantitative and qualitative analysis of the experimental data is in progress to substantiate our claims. Apart from a more compelling global fitting, other kind of measurements such as time and frequency resolved correlations (that we address in Chapter 4) can provide the definite test to discern the nature of the different spectral triplet.
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Chapter 4

Theory of time and frequency resolved $N$-photon correlations.

4.1 Introduction

In Chapter 2, it was exposed how photons leaking out of the quantum system are the most straightforward way to extract information from them. For example, in semiconductor cavity QED systems where a QD is embedded inside a microcavity, one usually access to the information of the state of the QD from the photons leaking out of the cavity. This is why the field of quantum optics, which studies the concept of photon at the quantum level and its interaction with matter, lies at the heart of the characterization of cavity QED systems.

Regardless of the wave behavior of light in a variety of contexts, ultimately, every measurement is accounted for by clicks on a detector. Usually, even in the regime of a small number of quanta in the field, the experimental observables are obtained by averaging over a large enough repetition of the experiment. For instance, a luminescence spectrum is obtained by integrating the signal over long times, in order to obtain a continuous distribution that describes the probability of emission of each photon at a given energy.

With the advances in the generation, emission, transmission and detection of photons, quantum systems are increasingly addressed at the single photon level and there is a pressing need for generalizations as well as refinements of the theory of photo-detection. To access the dynamics of photons at a quantum level, with no counterpart from a classical theory involving a continuous field, it is necessary to invoke $N$-photon correlations. An average is still taken over a large number of single-detection events, but the latter now involves $N$ correlated clicks in each shot.

Among this photon correlations measurements, the ones combining both their energy and time information are now routinely measured in the laboratory. These experiments have proven extremely powerful in characterising quantum systems such as a resonantly driven emitter [127, 129] or the strong coupling of light and matter [29, 97, 130], to perform quantum state tomography [131] or to monitor heralded single photon sources [132]. At this level of fine control of the attributes of the quantum particles, one needs a theoretical description significantly more involved than general mathematical statements, such as the Wiener–Khinchine theorem which assumes abstract and unphysical properties of the light
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field (like stationarity over infinite time durations). We already showed in Chapter 2, the more realistic and detailed one aims to characterize a quantum system in experiments, the more necessary it becomes to describe the measurement process accurately. However, it was shown how the consideration of the physics of detection into the standard photon correlation theory increases the computational complexity of the problem to the point of limiting the theoretical efforts so far to very specific and simple systems, i.e. resonance fluorescence 93, 96, 133–135, where some approximations can be done.

In this Chapter we explain our recently developed method which simplifies considerably the computational complexity by actually introducing the sensors into the dynamics. We mainly focus on the simplest case where $N = 2$ and no delay time between photons. Some exception are made, i.e. for the paradigmatic JC model, where we show time dynamics and higher order correlation in order to illustrate the power of our approach.

This Chapter is divided as follows: in Section 4.2, we give a brief overview of our method to compute these functions. Most of the details of the demonstration, which is rather technical and elaborate, are left for the Appendix I. In Section 4.3, we address the simplest case of a single mode: an harmonic oscillator (HO) or a two-level system (2LS). These serve as the first illustration of our theme that the 2PS reveals a considerably richer picture of the dynamics of emission for an otherwise identical 1PS lineshape, depending on both the mode statistics or the nature of its broadening (homogeneous or inhomogeneous). In 4.4, calculations for coupled quantum modes are shown. Here again, even though the low-pumping regime results in identical 1PS lineshapes, the coupling of two harmonic oscillators (cHOs), two two-level systems (c2LSs), or one harmonic oscillator to a two-level system (Jaynes-Cummings (JC) model), show distinct and peculiar features in the 2PS, unravelling the different nature of the three couplings. In the latter cases, of great importance in cavity-QED, we thereby identify an entire class of two-photon emission processes, to which one is completely oblivious through one-photon spectroscopy. In particular, Section 4.5 is devoted to the study of the high pumping regime for JC model, comparing it to its semi classical analogue (Mollow triplet). Finally, in Section 4.6 we summarize the main results obtained from this Chapter.

4.2 A new approach to $N$-photon correlations: “sensing” method.

In this Section, we briefly present our new theory of $N$-photon correlations, that allows for arbitrary time delays and frequencies, applicable to any open quantum system. It consists of the introduction of $N$ sensors to the dynamics of the open quantum system (noted $Q$ in Fig. 4.1(a)). Let us assume that one is interested in looking the dynamics of the system $Q$ through a given mode, e.g. $O$, then, the approach consists of coupling very weakly the $N$ sensors to this mode and study the correlation through the sensors and not through the $O$-mode itself.

Each sensor of the set $i = 1, \ldots, N$ is modeled by a two-level system with transition frequency $\omega_i$, that is matched to the frequency to be probed in the system. Its lifetime $1/\Gamma_i$ corresponds to the detector’s linewidth. The coupling or tunneling rate to each sensor $\epsilon_i$ is vanishingly small as compared to any other rate in the system $Q$, so that the system dynamics is unaltered by the presence of the detectors. Thanks to their vanishing coupling, the sensors

\footnote{The conjugate time information is still present through the linewidth of the frequency windows}
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remain in the linear regime, that is, they have a negligible population, $\langle n_i \rangle = \langle \sigma_i^+ \sigma_i \rangle \ll 1$. Furthermore, considering cross-correlations between sensors only, the result is independent of the nature of the sensors, that could be equally modeled by harmonic oscillators. Two-level systems are more convenient as their coupling to the original system adds very little computational complexity to the master equation.

Calling $\gamma_Q$ any transition rate within $Q$ (either with internal or external degrees of freedom) linked to the field of interest $O$, the tunnelling rates $\varepsilon_i$ must fulfill two conditions: the losses into the sensors must be negligible, $4\varepsilon_i^2/\Gamma_i \ll \gamma_Q$ and so must be the back action of the sensors into the system, $4\varepsilon_i^2/\gamma_Q \ll \Gamma_i$. These conditions both lead to $\varepsilon_i \ll \sqrt{\Gamma_i \gamma_Q}/2$. Under these conditions, one can then solve the full quantum dynamics of the system supplemented with the $N$ sensors. The latter play the role of the output fields $A_{\omega_i}(t)$, but instead of formally solving the Heisenberg equations and putting their correlations in terms of the system operators (as in the standard method exposed in Chapter 2), one computes directly intensity–intensity correlations between them, which is a considerably simpler task. The main result of this method is:

$$g^{(N)}_{\Gamma_1...\Gamma_N}(\omega_1, T_1; \ldots; \omega_N, T_N) = \lim_{\varepsilon_1, \ldots, \varepsilon_N \to 0} \frac{\langle n_1(T_1) \ldots n_N(T_N) \rangle}{\langle n_1(T_1) \rangle \ldots \langle n_N(T_N) \rangle}, \quad (4.1)$$

where the left hand side is the time- and frequency-resolved $N$-photon correlation function as defined previously (Eqs. 2.59 and 2.60 for $N = 2$). The proof, detailed in the Appendix I, hinges on the result that, to leading order in the couplings $\varepsilon_1^2 \ldots \varepsilon_N^2$, the correlator $\langle n_1(T_1) \ldots n_N(T_N) \rangle$ is linked to the integrals of Chapter 2 as:

$$\langle n_1(T_1) \ldots n_N(T_N) \rangle = \frac{\varepsilon_1^2 \ldots \varepsilon_N^2}{\Gamma_1 \ldots \Gamma_N} (2\pi)^N S^{(N)}_{\Gamma_1...\Gamma_N}(\omega_1, T_1; \ldots; \omega_N, T_N). \quad (4.2)$$

With this result, the complexity of computing $g^{(N)}_{\Gamma_1...\Gamma_N}(\omega_1, T_1; \ldots; \omega_N, T_N)$ is reduced to applying the quantum regression theorem only $N - 1$ times in addition to getting rid of all the integrals. For the important case of zero delay, $g^{(N)}_{\Gamma_1...\Gamma_N}(\omega_1; \ldots; \omega_N)$ reduces to a single-time average quantity.

Most of the results of this Chapter are obtained in the limit of zero delay between the photons and for $N = 2$ only. In this situation, the normalised correlation function, that we name two-photon spectrum (2PS), is therefore obtained simply in terms of the population operators of the sensors $n_1$ and $n_2$, as:

$$g^{(2)}_{\Gamma_1, \Gamma_2}(\omega_1, \omega_2) = \lim_{\varepsilon \to 0} \frac{\langle n_1 n_2 \rangle}{\langle n_1 \rangle \langle n_2 \rangle}, \quad (4.3)$$

where $\varepsilon$ represents the coupling to the sensors, small enough not to disturb the system, and $\Gamma_1$, $\Gamma_2$ are the sensors decay rates that provide the detectors linewidths or, in other terms, the respective width of the frequency windows. The case of equal frequencies $g^{(2)}_{\Gamma}(\omega, \omega)$ corresponds to measuring the photon-statistics of photons passing through a frequency window of Lorentzian shape of linewidth $\Gamma$. This corresponds to applying a single filter or to the effect of the detectors resolution, and is thus also of interest.

In practical terms, the calculation can be performed in two alternative ways. The first method relies in the actual inclusion of the sensors in the dynamics of the system, supplementing the Hamiltonian and the master equation with the corresponding terms. The main
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![Diagram of the proposal to compute $N$-photon correlations](image)

**Figure 4.1:** Scheme of our proposal to compute $N$-photon correlations between photons emitted at different times and frequencies from an open quantum open system $Q$. $N$ two-level systems of ascribed frequencies are weakly coupled to $Q$ and serve as correlation sensors at these frequencies, with their decay rate providing the detector linewidth.

drawback is that the size of the Hilbert space is increased by a factor $2^2$ (and the density matrix by a factor $4^2$). However, the computational operations are simple. In one of the possible approaches to the problem, one merely needs to solve the steady state of the full system (a set of homogeneous linear equations), which only requires the inversion of a matrix $[120]$.

An alternative method, presented in detail in the Appendix I, consists in obtaining formally the populations and cross correlations between the sensors to leading order in the couplings, $\varepsilon^2$ and $\varepsilon^4$ respectively. Then, the relevant quantities $\langle n_1 \rangle$, $\langle n_2 \rangle$ and $\langle n_1 n_2 \rangle$ can be obtained through the master equation of the system only with no increase in the numerical complexity.

In order to implement this method, one first needs to determine a vector of the system operators whose average are needed to compute the coupling to the sensors. Calling $O$ the annihilation operator of the mode of interest, which correlations one wishes to compute, such a vector can be written in the form $v = (1, O, O^\dagger, O^\dagger O, \ldots)$ (with subsequent terms depending on the systems and its dynamics). The observables of interest for the sensors cross-correlations are specified by the mean values of this vector: $\langle v \rangle = (1, \langle O \rangle, \langle O^\dagger \rangle, \langle O^\dagger O \rangle, \ldots)$. A regression matrix $M$ can be obtained from the master equation of the system $[120]$ which rules the dynamics of these correlators according to $\partial_t \langle v \rangle = M \langle v \rangle$. The steady state (if it exists) is obtained in the limit of infinite times: $\langle v^{\text{ss}} \rangle = \lim_{t \to \infty} e^{Mt} \langle v(0) \rangle$, for any initial state $v(0)$. Next, one builds two re-ordering matrices, $T_\pm$, which, when acting on the vector $\langle v \rangle$, introduce in all correlators an extra operator $O^\dagger$ for $T_+$ and an extra operator $O$ for $T_-$, keeping normal order in each case. That is, $T_+ \langle v \rangle = (\langle O^\dagger \rangle, \langle O^\dagger O \rangle, \langle O^\dagger O^\dagger \rangle, \langle O^\dagger O^\dagger O^\dagger \rangle, \ldots)$ and $T_- \langle v \rangle = (\langle O \rangle, \langle O^2 \rangle, \langle O^\dagger O \rangle, \langle O^\dagger O^\dagger \rangle, \ldots)$, respectively. With these matrices, one obtains
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The populations of the sensors to leading order in \( \varepsilon \), as the first element \([\ldots]_1 \) of the vector:

\[
\langle n_j \rangle = \frac{2\varepsilon^2}{\Gamma_j} \Re \left[ T_+ \frac{-1}{M + [-i\omega_j - \frac{\Gamma_j}{2}]} T_-(v^{ss}) \right], \quad j = 1, 2. \tag{4.4}
\]

Regarded as a function of the frequency \( \omega_j \), this produces the 1PS as measured by a detector of linewidth \( \Gamma_j \). Similarly, the cross-correlations that provide the 2PS is given by:

\[
\langle n_1 n_2 \rangle = \frac{2\varepsilon^4}{\Gamma_1 + \Gamma_2} \Re \left[ T_+ \frac{-1}{M + (-i\omega_1 - \frac{\Gamma_1}{2} + \frac{\Gamma_2}{2})} \times \right.
\]

\[
\left. \left\{ T_+ \frac{-1}{M + (-i\omega_1 - \frac{\Gamma_1}{2})} T_+ + T_- \frac{-1}{M + (i\omega_1 - \frac{\Gamma_1}{2})} T_- \right. \right.
\]

\[
+ T_+ \frac{-1}{M + (-i\omega_1 - \frac{\Gamma_1}{2})} T_- \left. \frac{-1}{M + (i\omega_1 - \frac{\Gamma_1}{2})} T_- \right) \times \right.
\]

\[
\left. \left[ T_+ \frac{-1}{M + (-i\omega_2 - \frac{\Gamma_2}{2} + \frac{\Gamma_1}{2})} T_+ + T_- \frac{-1}{M + (i\omega_2 - \frac{\Gamma_2}{2})} T_- \right. \right.
\]

\[
+ T_+ \frac{-1}{M + (-i\omega_2 - \frac{\Gamma_2}{2})} T_- \left. \frac{-1}{M + (i\omega_2 - \frac{\Gamma_2}{2})} T_- \right) \times v^{ss} \right], \quad [1 \leftrightarrow 2],
\]

where \([1 \leftrightarrow 2]\) means the interchange of sensors 1 and 2, that is, permuting \( \omega_1 \leftrightarrow \omega_2 \) and \( \Gamma_1 \leftrightarrow \Gamma_2 \) everywhere.

The advantage of this second method is twofold. First, it is very useful when the Hilbert space is small as it can lead to closed-form analytical expressions. We see some exampled of this in the next Section. Second, it may also be numerically advantageous as the matrices involved correspond to the original (smaller) Hilbert space of the bare system, in the absence of sensors. The computational price to pay is in a higher number of matrix operations (eleven different matrix inversions and numerous multiplications for \( \langle n_1 n_2 \rangle \)). In some situations, the advantage of a smaller Hilbert space dominate. In others, it is more convenient and straightforward to explicitly include the sensors and solve for the enlarged system, with a similar overall numerical efficiency. For the calculations in this Chapter we use both methods indistinctly.

Throughout the rest of the Chapter, the linewidths of the detectors will be taken equal, \( \Gamma_1 = \Gamma_2 = \Gamma \), for the sake of simplicity. Thus, we simply write \( g^{(2)}_{\Gamma}(\omega_1, \omega_2) \). The width \( \Gamma \) of the frequency windows is a fundamental parameter that cannot be dispensed with, unlike the 1PS case where an ideal detector is usually assumed in theoretical works. In the 2PS, \( \Gamma \) provides the uncertainty in the frequency (\( \Gamma \)) and time of detection (\( 1/\Gamma \)) \[83\], as required by the Heisenberg principle. In the limit of very broad filters (\( \Gamma \rightarrow \infty \)) the standard second order coherence function at zero delay is recovered: \( \lim_{\Gamma \rightarrow \infty} g^{(2)}_{\Gamma}(\omega_1, \omega_2) = g^{(2)} \). The opposite limit of very narrow filters (\( \Gamma \rightarrow 0 \)), results in a systematic tendency regardless of the underlying system, namely uncorrelated photons of different frequencies and bunching of photons with the same frequencies. This can be understood on physical grounds: in order for the detectors to provide high precision in frequency (\( \Gamma \rightarrow 0 \)), their interaction time with the system has to be long (\( 1/\Gamma \rightarrow \infty \)), so that the collected photons correspond to all the possible times in the dynamics. This leads to an apparent uncorrelated statistics: \( \lim_{\Gamma \rightarrow 0} g^{(2)}_{\Gamma}(\omega_1, \omega_2) = 1 \) provided
4. Theory of time and frequency resolved $N$-photon correlations.

that $\omega_1 \neq \omega_2$. The limiting value becomes $\lim_{\Gamma \to 0} g^{(2)}_\Gamma(\omega, \omega) = 2$ in the case of detection at equal frequencies as there are $2!$ ways that two indistinguishable photons can be collected by two different detectors. This tendency to bunch when $\omega_1 \approx \omega_2$ and $\Gamma$ is small (as compared to the relevant linewidths in the system) will be a common feature that appears independently of the system. For that reason, we name it as indistinguishability bunching. This effect has been observed experimentally in the filtering of a single mode laser [136].

4.3 Single mode emitters.

Two-photon frequency-resolved spectroscopy is such a nascent field of optical characterization that even the trivial systems need to be investigated. Namely, our starting point is the free mode (or, in the quantum optics terminology, “single mode”), which Hamiltonian simply reads:

$$H_O = \omega_O O^\dagger O.$$  \hspace{1cm} (4.5)

There are two fundamental possibilities for the operator $O$, namely, it can be the annihilation operator of a harmonic oscillator (HO), in which case we denote it $O = a$, or it can be that of a two-level system (2LS), in which case we denote it $O = \sigma$. Their respective quantum algebra is given by the bosonic commutation rule ($aa^\dagger - a^\dagger a = 1$) and the fermionic anticommutation rule ($\sigma\sigma^\dagger + \sigma^\dagger \sigma = 1$). The dynamics of the density matrix $\rho$ of the emitter—including decay (required to bridge with the external world where the measurement is performed) and a continuous incoherent pump (to populate the system)—is given by the master equation:

$$\partial_t \rho = i[\rho, H_O] + \frac{\gamma_O}{2} L_O(\rho) + \frac{P_O}{2} L_{O^\dagger}(\rho)$$  \hspace{1cm} (4.6)

with the Lindblad super-operator as defined in Chapter 2. The 1PS, provided by Eq. (12), is the same for both systems $O = a, \sigma$. It is plotted in Fig. 4.2(a). It is a Lorentzian lineshape with linewidth $\Gamma_O$ (inverse mode lifetime) given by $\Gamma_a = \gamma_a - P_a$ for the HO and $\Gamma_\sigma = \gamma_\sigma + P_\sigma$ for the 2LS [87].

The two-photon correlations, however, are dramatically different, since the HO displays bunching, $g^{(2)}[a] = 2$, while the 2LS displays the exact opposite behaviour of antibunching, $g^{(2)}[\sigma] = 0$ (the mode which statistics is measured is here denoted explicitly in square brackets to avoid confusion). The 2PS also exhibits structures in the frequency correlations that are qualitatively different. For such simple cases, Eq. (43) can be solved exactly and analytical formulas for the 2PS obtained:

$$g^{(2)}_\Gamma[O](\omega_1, \omega_2) = \left(\frac{\Gamma_O}{\Gamma + \Gamma_O}\right)^2 \left[\Gamma_O + \frac{\Gamma^2(2\Gamma + \Gamma_O)}{\Gamma^2 + (\omega_1 - \omega_2)^2} + \tilde{g}^{(2)}_\Gamma[O](\omega_1, \omega_2)\right],$$  \hspace{1cm} (4.7)

with a common expression regardless of the mode $O = a, \sigma$ spelled out above, and a term $\tilde{g}^{(2)}_\Gamma[O]$ specific to each case, given by:

$$\tilde{g}^{(2)}_\Gamma[a] = 2\Gamma \left(1 + \frac{\Gamma_a}{\Gamma_a}\right),$$  \hspace{1cm} (4.8)

for the HO (note that it is frequency independent), and by

$$\tilde{g}^{(2)}_\Gamma[\sigma](\omega_1, \omega_2) = 4\Gamma - 2\Gamma(2\Gamma + \Gamma_\sigma) \left(\frac{3\Gamma + \Gamma_\sigma}{2} + \omega_1^2 + \frac{3\Gamma + \Gamma_\sigma}{2} + \omega_2^2\right),$$

for the 2LS.
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**Figure 4.2:** (a) The one-photon spectrum (1PS) common to a single harmonic oscillator (HO) and a two-level system (2LS), and the corresponding two-photon spectra (2PS), $g^{(2)}_{\Gamma_1}(O)(\omega_1,\omega_2)$, for (b) an HO and (c)–(d) a two-level system, in units of the total broadening $\Gamma_O$. In (d), the emitter is subject to pure dephasing, $\gamma_\phi = 0.75\Gamma_\sigma$, with $\Gamma_\sigma$ such that the 1PS remains the one shown in (a). Beyond the bunching on the diagonal, common to all 2PS, clear deviations are observed depending on the type of emitter: the harmonic oscillator is structureless while the two-level system concentrates its antibunching in a butterfly-shaped region of non-overlapping frequencies. Dephasing favours antibunching. The color code is: 0 blue; 1 white; 2 red.

for the 2LS. The single filter case $g^{(2)}_{\Gamma_1}(\omega,\omega)$ shows that for the 2LS, correlations are maximum when filtering the peak itself, $\omega = 0$, and that a large overlap of the peak is needed to recover a good antibunching of the 2LS (the ideal result is recovered in the limit of broadband detection: $\lim_{\Gamma \to \infty} \left| g^{(2)}_{\Gamma_1}(\sigma)(\omega_1,\omega_2) = g^{(2)}(\sigma) = 0 \right|$. The photon-counting correlation of the filtered peak indeed reads $g^{(2)}_{\Gamma_1}(\sigma)(0,0) = 2(\Gamma_{\sigma}/\Gamma)/(3 + (\Gamma_\sigma/\Gamma))$, e.g., the filter linewidth must be over sixty-six times that of the emitter to reach the 1% level of accuracy, an awkward requirement in practice. This is an effect of the indeterminacy in the photon arrival time due to a better knowledge of its frequency. For this reason, post-processing of the coincidences through deconvolution of the spectral response is important to characterise fairly a quantum emitter.

For the HO, on the other hand, $g^{(2)}_{\Gamma_1}[a](\omega,\omega) = 2$ regardless of the filtering window $\Gamma$ and of which part of the peak is detected (maximum or any point in the tail). This is a manifestation of the classical character of the HO: it has no local information, any part behaves like the whole and one cannot tell apart from a filtered window whether the information is of a microscopic or macroscopic nature. In contrast, the 2LS has an energy scale and the information is localized in the energy window proper to the dynamics of the emitter.

The full 2PS of these systems further reveals such fundamental aspects of these emitters, the 2LS and the HO. In Fig. 4.2, we plot Eq. (4.7) in the case where the detector linewidth matches that of the 1PS peak, $\Gamma = \Gamma_O$. In this and all subsequent density plots of the 2PS, we use a color code where red corresponds to bunching $(g^{(2)} \gtrsim 2)$, blue to antibunching $(g^{(2)} \approx 0)$ and white to non-correlated emission $(g^{(2)} = 1)$. In this Chapter, we are more concerned with the qualitative patterns that emerge in two-photon spectroscopy than quantitative results.

The common characteristic between the HO and the 2LS is the indistinguishability bunching line, for frequencies that are indeed indistinguishable within the detector linewidth $|\omega_1 - \omega_2| < \Gamma$. This accounts for the diagonal feature on all plots. Apart from that, the HO correlations lack any structure and are always above one, corresponding to the expected...
bunching, whereas the 2LS correlations mainly assume values below one, the expected antibunching, furthermore in a nontrivial configuration of detection \( C \) with different frequencies that attempt to maximise the overlap with the 1PS without entering the indistinguishability bunching region:

\[
C = \left( (|\omega_1 - \omega_\sigma| < \Gamma_\sigma) \lor (|\omega_2 - \omega_\sigma| < \Gamma_\sigma) \right) \land (|\omega_1 - \omega_2| > \Gamma).
\]  

The highest antibunching is thus obtained on the antidiagonal. In practical terms, for a given detector linewidth, it is therefore better to perform photon coincidences between the left and right elbows of the 1PS, with a slight shift of both windows away from the center, rather than between photons both coming from the central peak. One can easily compute where exactly to place the filters by evaluating \( g^{(2)}_\sigma(\omega, -\omega) \) with Eqs. (4.7) and (4.9). For instance, in the case \( \Gamma = \Gamma_\sigma \), the minimum goes down to \( 2(\sqrt{2} - 1)/5 \approx 0.16 \), for \( \omega_1 = -\omega_2 = \sqrt{(15\sqrt{2} - 4)/31} \approx 0.75 \Gamma_\sigma \). This is the closest that the frequencies can get to the central one without suffering from the indistinguishability bunching. It is a considerable improvement, at the small cost of a reduced signal, on measuring the correlations from the central peak with a detector of the same linewidth, that provides an antibunching of 0.5 only. When both detection windows are far from the peak, the emitter loses its quantum character and behaves like its classical counterpart, exhibiting bunching of its photons on the diagonal and uncorrelated emission otherwise.

In order to complete the study of the correlations of a single 2LS emitter by characterizing the effect of inhomogeneous broadening. This is relevant, for instance, in semiconductor systems (quantum dots) where the solid state environment induces fluctuations and pure dephasing on the levels. In this context, filtered two-photon correlations have already shed light on the timescales and origin of fluctuation in quantum dots \[137\]. Theoretically, inhomogeneous broadening is introduced in the dynamics through another Lindblad term of the form \( \frac{\gamma_\phi}{2} \mathcal{L}_{\sigma_z}(\rho) \) \[138, 139\] as thoroughly studied in the previous Chapter. Pure dephasing occurs at the rate \( \gamma_\phi \), diminishing coherence in the system without affecting directly the populations. Its effect on the 1PS is merely to increase the linewidth of the peak, \( \Gamma_\sigma = \gamma_\sigma + P_\sigma + \gamma_\phi \). For this reason, it is typically difficult to measure a radiative lifetime from spectroscopy and time-resolved measurements are usually invoked for that purpose. For a given 1PS, however, the 2PS changes quantitatively, which allows radiative and non-radiative contributions to be measured directly from spectroscopy measurements. The 2PS spectra without (c), and with (d), pure dephasing are compared in Fig. [4.2]. While the statistics of the 2LS as a whole is not affected by \( \gamma_\phi \), its 2PS structure is. Namely, pure dephasing extends the condition of antibunching (4.9) to a wider range of frequencies and enhances the anticorrelations. This counter-intuitive result is a manifestation in 2PS of the profitable effect of dephasing for some quantum correlations \[124, 140\].

### 4.4 Coupled single mode emitters.

After having characterized single mode systems according to their statistics, We analyse the dipolar coupling of different combinations of HOs and 2LSs. We consider three paradigmatic examples, subject of intense both theoretical \[87\] and experimental study: two coupled harmonic oscillators (cHOs) \[37, 141\], two coupled two-level systems (c2LSs) \[142, 145\] and the
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Jaynes-Cummings model (JC) [29, 121, 146–148] where one HO is coupled to a 2LS. All of them can be described by the following Hamiltonian:

$$H_C = \omega_1 O_1^\dagger O_1 + \omega_2 O_2^\dagger O_2 + g(O_1^\dagger O_2 + O_2^\dagger O_1)$$ (4.10)

As in the previous section, $O_{1,2}$ can describe two different kind of modes, either HO or 2LS. The dynamics of the system is completed with the inclusion of the decay and pumping in the following master equation:

$$\partial_t \rho = i[\rho, H_C] + \frac{\gamma_1}{2} L_1 \rho O_1 + \frac{\gamma_2}{2} L_2 \rho O_2 + \frac{P_0}{2} L_0 \rho + \frac{P_0}{2} L_0^\dagger \rho.$$

In the rest of the Section we investigate an asymmetric situation where the second mode $O_2$ is pumped ($P_0 = 0$) while the other one is detected, $O_1$. With this, we reduce the number of parameters and remain close to the experimental situation in cavity-QED where typically the emitter is incoherently pumped and the system is analysed through the cavity emission.

In Fig. 4.3 we explore the 2PS of the $O_1$-mode for different values of $\Gamma = \gamma_1$, from 0.1 to 4$g$ and fixing the lifetime of the second mode to a small value $\gamma_2 = 0.001g$. In the linear regime, where $P_0 \to 0$, all the models converge to the same 1PS (first row), whereas their 2PS exhibit very different structures depending on the statistics of the fields. When the losses of the modes overcome the coupling, namely in the WC regime, the 1PS converges to that of the bare mode $O_1$. Also, the 2PS maintains the form of the single mode for cHOs and c2LSs, as in Fig. 4.2(a) and (b) respectively. However, in the case of the JC model, the saturation features of the 2LS remain present even in WC. As the quality of the coupling increases ($\gamma_1 \to 0.1g$), the system enters in the so-called SC regime, where the coherent exchange overcomes the losses. As a result, new dressed states or polaritons are formed, $p_{\pm}$. The 1PS, still identical for the three coupling models, becomes the so-called “Rabi doublet” with splitting by $2R = 2\sqrt{g^2 - [(\gamma_1 - \gamma_2)/4]^2}$. The 2PS, however, present different features that we discuss in turns.

4.4.1 Coupled Harmonic Oscillators (cHOs).

The cHOs, that we denote $a$ and $b$, are characterised by bunched correlations between any two frequencies, as expected due to the bosonic character of both modes. Similarly to the case of a single harmonic oscillator, the color-blind statistics always remains thermal, for both the bare and dressed modes: $g^{(2)}[a] = g^{(2)}[b] = g^{(2)}[p_+] = g^{(2)}[p_-] = 2$. The cross correlations, however, depend on the system parameters:

$$g^{(2)}[a; b] = \frac{\langle a^\dagger b^\dagger b \rangle}{\langle a^\dagger b \rangle \langle b \rangle} = 2 - \frac{P_a/\langle n_a \rangle + P_b/\langle n_b \rangle}{\Gamma_a + \Gamma_b}.$$ (4.12)

(at resonance) and is always between 1 and 2. In the strong-coupling regime, $g^{(2)}[a; b] \to 1$, i.e., the two modes become uncorrelated. The correlations between polaritons, $g^{(2)}[p_+; p_-]$, are also close to 1 as long as polaritons are well defined (well separated spectrally), due to the formation of an independent polaritonic dynamics.

Coming back to frequency-resolved correlations, the 2PS of the mode $a$ (2nd row in Fig. 4.3) presents, in strong-coupling, two hyperbolic dips where $g_r^{(2)}(\omega_1, \omega_2)$ drops to its
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**Figure 4.3**: First row: 1PS in the linear regime, identical for cHOs, c2LSs and the JC model. Second/third/fourth rows: 2PS for the cHOs/c2LSs/JC model. In the c2LS and JC model a logarithmic scale has been used to improve the visibility of the features. Columns (a)-(e) correspond to increasing the quality of the coupling as $\gamma_{O_1}/|g| = 4, 2, 1, 0.5, 0.1$. In all cases, $\Gamma = 0.1g$, $P_{O_1} = 0$ and $\gamma_{O_2} = 0.001g$.

minimum value of 1. The hyperbolas, given by the equation

$$\omega_1 \omega_2 = -g^2,$$

(4.13)

corresponds to the detected frequencies ($\omega_1, \omega_2$) hitting the polariton branches which, as a function of detuning $\Delta$, read $\omega_{\pm}(\Delta) = \Delta/2 \pm \sqrt{g^2 + (\Delta/2)^2}$. When one detects a photon at $\omega_1$, the classical system does not provide information on whether this photon comes from the main peak itself (where the dressed state is located and the mode emits predominantly) or from any other point on its tail. This photon is detected as if emitted by the polariton being at precisely this energy. It has thus the fitting correlation of the coupled oscillators with another photon detected at the energy of the other polariton with the same detuning as the would-be polariton accounting for the first photon. The 2PS thus evidence the existence of the full polariton dispersion via a change in the statistics, even though the modes are at resonance in the 1PS. This shows again the richer discriminative power of two-photon spectroscopy. The 2PS anticrossing is wider than the 1PS one given that the distance between vertices ($\pm g, \mp g$)
4. Theory of time and frequency resolved \( N \)-photon correlations.

Figure 4.4: 2PS for coupled and detuned harmonic oscillators. The bare states are at frequencies \( \omega_a = 0 \) and \( \omega_b = 5g \) (dashed lines). The total decay in the system is kept fixed to \( \gamma_a + \gamma_b = 0.1g \) while \( \gamma_a \) and \( \gamma_b \) vary as indicated above each plot. Other parameters: \( P_a = 0, P_b \ll \gamma_a, \gamma_b \) and \( \Gamma = 0 \).

is \( 2\sqrt{2}g \) instead of \( 2g \). The renormalisation by \( \sqrt{2} \) is due to the fact that the information is carried at the two-photon level instead of one in the photoluminescence.

When the modes are detuned, the polariton correlation interferences still form an hyperbola,
\[
(\omega_1 - \omega_{\text{hyp}})(\omega_2 - \omega_{\text{hyp}}) = -V_{\text{hyp}}^2,
\]
but its center, \( \omega_{\text{hyp}} \), and vertex, \( V_{\text{hyp}} \), depend on the set of relevant parameters of the system, namely \( \{P_a, P_b, \gamma_a, \gamma_b, \omega_a, \omega_b\} \), as shown in Fig. 4.4. In order to gain further insight into this dependence, let us assume that polaritons are well defined and, therefore, the 1PS is essentially the sum of two Lorentzian peaks associated with each polariton, \( S[a](\omega) \approx L_a^-(\omega) + L_a^+(\omega) \). We can neglect the dispersive contributions to the spectrum \([110]\) thanks to the negligible overlap between these peaks and assume complete uncorrelation between the polaritons, \( g^{(2)}[p_+; p_-] \approx 1 \). In a single particle picture, one can define a frequency dependent operator for mode \( a \),
\[
\alpha(\omega) = \sqrt{L_a^-(\omega)} p_- + \sqrt{L_a^+(\omega)} p_+,
\]
that take into account the quantum state of the system through the coefficients \( l_{\pm} \) \([110]\). The parameters \( \gamma_{\pm} \) and \( \omega_{\pm} \) are the full-width half-maximum and positions of the polariton modes, \( p_{\pm} \). The 1PS is well approximated by \( \langle \alpha^\dagger(\omega)\alpha(\omega) \rangle \). In a similar way, \( \langle \alpha^\dagger(\omega_1)\alpha(\omega_2)\alpha(\omega_2)\alpha(\omega_1) \rangle \), captures some of the features of the exact results in Fig. 4.4. The correlations computed in this way are less well reproduced than the 1PS as this approach neglects the multi-photon dynamics. However, due to the linear nature of the system, they produce interferences between the well defined polaritons with the same hyperbola, Eq. (4.14), specified by:
\[
\omega_{\text{hyp}} \approx \frac{l_a^\pm}{l_a^\pm + l_b^\pm} \omega_+ + \frac{l_b^\pm}{l_a^\pm + l_b^\pm} \omega_-,
\]
\[
V_{\text{hyp}} \approx \Re \sqrt{g^2 - \left(\frac{4l_a^\pm l_b^\pm}{(l_a^\pm + l_b^\pm)^2}\right)^2 \left(\frac{\Gamma_a - \Gamma_b}{4} + i \frac{\omega_a - \omega_b}{2}\right)^2}.
\]
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Figure 4.5: (a)–(b) Two-photon spectra (2PS), $g^{(2)}(\sigma)(\omega_1, \omega_2)$, for the coupled two-level systems (c2LSs) for the parameters of Fig. 4.3 and $\Gamma = \Gamma_{O_1}$ and $\Gamma = 5\Gamma_{O_2}$.(c)–(d) Two-photon spectra dynamics (2PS), $g^{(2)}(\sigma)(\omega, -\omega; \tau)$ for the c2LSs for pair of frequencies which follows the green anti-diagonal line in the 2PS of panels (a)–(b).

In Fig. 4.4, we exemplify how the quantum state affects the anticrossing of the 2PS for a detuned situation, where $\omega_- \approx \omega_a = 0$ and $\omega_+ \approx \omega_b = 5g$. For simplicity, only one mode is pumped in the linear regime ($P_a = 0, P_b \ll \gamma_b$). The total decay of the system is fixed ($\gamma_a + \gamma_b = 0.1g$) whereas the relative value of the two rates is varied to alter the quantum state of the system. In the asymmetric case where $\gamma_b = 0$, Fig. 4.4(a), the normalized weight is $l_a^+ \approx 0$ and, in accordance with Eq. (4.16), the center of the anticrossing $\omega_{hyp} \approx \omega_a$ with a vertex $V_{hyp} \approx g$. In the symmetric situation where $\gamma_a = \gamma_b$, Fig. 4.4(b), both weights are equal, $l_a^+ \approx l_b^+$, yielding a balanced position of the anticrossing between the two modes, $\omega_{hyp} \approx \omega_a = \omega_b$, and a larger splitting given by the same Rabi splitting as the 1PS, $V_{hyp} \approx \sqrt{g^2 + (\omega_a - \omega_b)^2}/4$. Finally, in Fig. 4.4(c) where $\gamma_a = 0$, the quantum state with $l_a^- \approx 0$, yields $\omega_{hyp} \approx \omega_b$ and the same vertex as in the case of Fig. 4.4(a), $V_{hyp} \approx g$.

4.4.2 Coupled Two-Level Systems (c2Ls).

The c2LSs inherit the possibility to display antibunching from its components. When the system enters in SC marked subpoissonian regions appear in the 2PS in stark contrast with the cHOs. First, four vertical and horizontal lines, with stronger suppression at their crossing, appear when $\omega_1$ or $\omega_2 = \pm R$, the polaritonic energies. At low pumping, the first rung of excitation dominates and, therefore, two polaritons are rarely detected simultaneously. The second feature that jumps to the eye is the superpsoissonian anti-diagonal, $\omega_1 + \omega_2 = 2\omega_\sigma = 0$. Such correlations correspond to fast two-photon relaxation from the doubly occupied state $|1, 1\rangle \rightarrow |0, 0\rangle$, through a virtual (off-resonant) intermediate state. Only thanks to the coupling, can the same 2LS effectively emits two excitations at the same time (within the detector time window $1/\Gamma$). We use the term leapfrog for this new type of processes, as the first rung is not actually populated. This is a fundamental process that is common to all quantum non-linear systems. It becomes more prominent as the detector width, $\Gamma$, decreases and the time uncertainty of measurement increases. This supports the idea that the emission of two identical photons can be enhanced (and selected) by placing the system in a high-$Q$ cavity.

In order to get further understanding in the impact of the detector linewidth in the
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observation of these new type of processes, in Fig. 4.3, the 2PS and time-dynamics of the c2LS system for two different Γ’s have been plotted. In panels (a)–(b), we show the 2PS for Γ = Γ₀, = 0.1g and Γ = 5Γ₀. As expected for the case of a bigger filter, all the features are smoother than for the thinner case. Remarkably, the four points of antibunching appearing at (±g, ±g) and (±g, ±g) are smeared out transforming into a circle of antibunching. In order to explore the τ-dynamics of the real and virtual processes, we choose the set of points corresponding to the antidiagonal line depicted in green in panels (a)–(b) of Fig. 4.5. This set of frequencies is significant as it sweeps the main line of leapfrog processes together with two points, (±g, ±g), of interference of the polariton lines. In panel (c), the τ-dynamics for the thinner detector, Γ = Γ₀, is plotted. One can observe that the leapfrogs are dominated by a bunching dynamics, whereas in the case of (±g, ±g) two lines of antibunching dynamics appear. Here as the timescale induced by the detector and the system is of the same order, both types of processes lead to the same timescale dynamics. In panel (d), however, we consider a case with Γ = 5Γ₀. Thus, the time dynamics induced by the detection process is 5 times faster than the one of the system. It is noteworthy how this fast detection timescale affects strongly to the the leapfrogs, by diminishing their importance. However it does not have much effect in the antibunching points, corresponding to real processes, which are even enhanced by a bigger filter linewidth. This proves that these new kind of leapfrog processes emerging in quantum non-linear systems are directly connected to the uncertainty introduced by the detection.

4.4.3 Jaynes-Cummings model (JC).

In the remainder of the text, we focus on the paradigmatic JC model, the coupling of a single HO (a) and 2LS (σ), as the different nature of the modes provides a richer dynamics. The ladder-type level structure that arises in SC, as shown in Fig. 4.6, is formed by the non-linear splittings (with the number of excitations n): $2E_n = 2\sqrt{(\sqrt{n}g)^2 - [(\gamma_a - \gamma_\sigma)/4]^2}$ [57]. The broadening of the transitions are also dependent on the manifold of excitation and they are given by: $\gamma_n = 2(n - 1)\gamma_a + \gamma_b$ [120]. As with the c2LSs, at the same coupling strength that the Rabi doublet appears in the 1PS, Fig. 4.3(b), four antibunching dips appear in the 2PS at $\omega_1$ or $\omega_2 = \pm R$, corresponding to the situation depicted in Fig. 4.6(i).

Stronger coupling, in Fig. 4.3(c)-(e), provides a distinct separation of transitions between different rungs, $R_2^\pm = E_n \pm E_{n-1}$, following their non-linear splitting. Two-photon cascade processes resonant with the ladder transitions, such as that in Fig. 4.6(ii), are isolated from each other and manifest in a clear enhancement of correlations. Similarly, non-consecutive transition frequencies appear as anticorrelated, such as $(-R_2^-, R)$. A grid of the corresponding horizontal and vertical lines emerges, as plotted in Fig. 4.6 with black solid lines, with enhancement/suppression of correlations at every crossing point depending if the frequency combination corresponds to consecutive/non-consecutive processes [152]. This grid structure corresponding to the system “real transitions” is better resolved in the best systems, Fig. 4.3(d)–(e), Fig. 4.7(c).

We now turn to the “virtual processes” which involve transitions into virtual states during the short interaction time with the detector, $\sim 1/\Gamma$. Two antidiagonal lines at $\omega_1 + \omega_2 = 2\omega_0 \pm E_2 \approx \pm \sqrt{2}g$ (dashed green lines in Fig. 4.6), present superpoissonian enhancement with the same origin as the antidiagonal line in the c2LSs: leapfrog two-photon transitions
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Figure 4.6: Patterns of two-photon correlations in the Jaynes–Cummings model up to the third rung of excitation (low pumping regime). (a) The grid of horizontal and vertical lines (solid black) corresponds to correlations between real states, when one frequency is pinned at a transition in the ladder that is correlated with emission anywhere else in the system resulting in resonances when matching with a cascade (bunching) or an incompatibel process like emission from the other type of polariton (antibunching). (b) The grid of antidiagonal lines (dashed green) corresponds to leapfrog processes where two-photon transitions take place from one rung of the ladder to another one two steps below, jumping over the intermediate rung. The grid of diagonal lines (except the central one, dashed-dot blue) correspond to polariton-to-virtual-state antibunching. The “indistinguishability bunching” (diagonal red line) is common to all 2PS. These two panels overlapping emerge clearly in the best systems, cf. Fig. 4.3(c)–(e), up to the second rung, and Fig. 4.7(c), (d). Panels i–iv on the right are sketches of the underlying processes responsible for these correlations (with the same color code).

from the second rung dressed states to the ground state, through virtual intermediate states, as depicted in Fig. 4.6(iii). Increasing the excitation power, four satellite antidiagonal lines appear corresponding to leapfrogs from the third rung, satisfying: $\omega_1 + \omega_2 = 2\omega_a \pm (E_3 - E_1)$ or $\pm (E_3 + E_1)$, as one can identify in Fig. 4.7(d). In general, leapfrogs are present in any nonlinear system, as simple as the c2LSs or an anharmonic oscillator.

We discuss next new unexpected features that emerge in the JC case, namely the secondary diagonal lines at $\omega_1 - \omega_2 = \pm 2R$ (dotted-dashed blue lines in Fig. 4.6). The 2PS here is typically reduced as compared to the surrounding region, melting into the two antibunching dips at the first rung resonances $\omega_1 = -\omega_2 = \pm R$. They correspond to the anticorrelated emission from both polaritons of the first rung into the same virtual final state, as shown in Fig. 4.6(iv). The lines become more pronounced when only the mode under observation is pumped, meaning that the interference between relaxations from $|1+\rangle$ and $|1-\rangle$ is playing a role. In such pumping configuration, strong polariton-to-virtual-state correlations appear in the c2LS as well (not shown). They are not peculiar to the JC model but to any strongly coupled, nonlinear system. Higher excitation, makes higher order diagonal lines appear, corresponding to higher rung dressed states, such as $\omega_1 - \omega_2 = \pm 2E_n$. Second rung diagonals are visible in Fig. 4.7(d).

This Section provides one of the main conclusions of the Chapter: The dynamics of “real processes”, involving photon by photon de-excitations, are related to the system parameters
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Figure 4.7: 1PS (first row) and 2PS (second row) for JC, going from vanishing pumping in (a), (c), to the nonlinear regime in (b), (d), $P_\sigma = 0.05g$. Second rung transitions appear in the 1PS inside the Rabi doublet and new features involving the third rung of excitation appear in the 2PS.

and less influenced by detection. The corresponding correlations are best resolved when the related peaks are separated and fully filtered. On the other hand, “virtual processes”, involving virtual states such as the leapfrogs and polariton-to-virtual state interferences, happen within the time of interaction with the detector $1/\Gamma$ and conserving energy within its width $\Gamma$. Therefore, their correlations become more prominent using narrow filters.

Apart from making a comprehensive analysis of $g_\Gamma^{(2)}\![a]$ specifics, we now turn to investigate higher order correlation functions which are exceedingly hard to compute with previous methods, such as the simultaneous three-photon correlations, $g_\Gamma^{(3)}\![\omega_1;\omega_2;\omega_3]$. First, we fix two frequencies of detection at $\omega_2 = R_3^-$ and $\omega_3 = R$ (solid arrows on the right of Fig. 4.8(a)) and again let $\omega_1$ vary. A strong enhancement is also observed for all systems, now at $\omega_1 = R_3^+$ which monitors the cascade $\mid 3+ \rangle \rightarrow \mid 2+ \rangle \rightarrow \mid 1+ \rangle \rightarrow \mid \text{vac} \rangle$ depicted in Fig. 4.2(a) and at $\omega_1 = -R_3^+$ which starts it with $\mid 3- \rangle \rightarrow \mid 2+ \rangle$. Other transitions show dips that are also clearly understood. This hints at the possible characterization of the level structure of an open quantum system. In general, however, one cannot draw conclusions from the zero-delay case only, in particular for small features, such as the small enhancement at $\omega_1 = -R_3^+$ in $g_\Gamma^{(3)}\![a]$ (for the dashed line only) which is not necessarily a bunching peak and reveals itself in the $\tau$-dynamics to be antibunched, as discussed later.

In Fig. 4.9(a), we explore the next important aspect of $g_\Gamma^{(N)}\![a]$, namely the dependence of correlations on the sensors’ linewidths, which is related to the complementary uncertainties in time and frequency. In the case $\Gamma \rightarrow 0$ of perfect detectors, $g_\Gamma^{(N)}\![a] = 1$ for all $N$, since all the frequencies are different. The other limit $\Gamma \rightarrow \infty$ corresponds to the opposite situation

---

1This limit has been misunderstood in the literature. In Ref. [96], only the frequency convolution is performed and, in the absence of time convolution, photon counting diverges in the steady state. A generalized
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Figure 4.8: (a) Dissipative Jaynes-Cummings ladder up to the first three rungs with two of the cascades probed in panels (c) [with three photons]. Solid arrows show the fixed frequencies. Curved arrows show the scanning frequency $\omega_1$, at the transitions where the joint emission is strongly enhanced (dashed) or, on the other hand, suppressed (dotted). (b) Cavity 1PS, $S[a](\omega)$, probed by weak incoherent excitation ($P_b = \gamma_b = 0.01g$) for three cavities of decreasing quality $\gamma_a = 0.01$ (solid), 0.1 (dashed) and 0.5g (dotted). (c) Three-photon correlations, $g^{(3)}(\omega_1;\omega_2;\omega_3)$, at zero delay for the three cavities, with sensor linewidths $\Gamma = \gamma_2$ (solid) and $\gamma_2/2$ (dashed and dotted).

of exact $\tau$-delay between photons of completely indeterminate frequencies. This is of more interest, in particular at zero time delay, which is the case of Fig. 4.9(a). For instance, for the Jaynes-Cummings system at low pumping, this recovers results derived by other approaches for colorblind detectors [115, 153]:

$$g^{(N)}[a] = Ng^{(N-1)}[a](4g^2/\gamma_a + \gamma_b)(\gamma_b + \gamma_a)\left[4g^2/\gamma_a + \gamma_b + (n-1)\gamma_a\right]$$

The intermediate case of finite linewidth of the sensors is the most interesting. Features are most marked when linewidths are of the order of those of the transitions involved, since this is when the peaks of the spectrum are best filtered. Smaller linewidths (longer times) are to be favoured for bunching and larger linewidths (smaller time) for antibunching. One sees for instance in Fig. 4.9(a) that consecutive transitions—such as those sketched in panel i (with three photons) or ii (with two photons)—show an enhancement as a result of detecting photons in the order of their emission in the cascade. Conversely, the simultaneous emission from both Rabi peaks, in the configuration sketched as iv, substantially suppressed, leading to a strong antibunching. This observation with a microcavity containing a single quantum

Mandel Q parameter $\sqrt{S^{(1)}(\omega_1)S^{(2)}(\omega_2)S^{(2)}(\omega_1,\omega_2) - 1}$ (in our notations) is used to bypass this difficulty, but for the smallest $\Gamma$ considered, the filtering of the peaks is too narrow and the structures obtained are those of the prefactor only (uncorrelated photons).
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Figure 4.9: (a) Two- and three-photon correlations at zero delay as a function of the sensor linewidth $\Gamma$, with frequencies of detection as shown in the insets $i$–$iv$. (b–c) $\tau$-dynamics of the correlation functions with $\Gamma = \gamma_2$ for, (b), two photons in the configurations of insets $ii$ and $iv$ and, (c), three photons in the configurations $i$ and $iii$. Positive $\tau$ corresponds to detection in the order from top to bottom of the ladder. Parameters: $P_b = \gamma_b = 0.01g$, $\gamma_a = 0.1g$.

dot has been used to demonstrate the quantum nature of strong light-matter coupling [29] (with detuning to better separate the peaks). Further theoretical investigations with this formalism (to be discussed elsewhere) would allow to elucidate the nature of spectral triplets also observed in such experiments [29, 74, 139].

Figures 4.9(b–c) show an example of the $\tau$-dependence of the correlations, for the case $\Gamma = \gamma_2$, both at positive and negative delays. The configuration $ii$ has the typical shape of a cascade between consecutive levels, with antibunching for $\tau < 0$, a step at $\tau = 0$ and bunching for $\tau > 0$. This behaviour is well known, for instance from the biexciton-exciton cascade [132]. It is also observed for two-photon transitions higher in the ladder (not shown) or $N$-photon in any consecutive transitions, such as is shown in $i$ for three photons starting from the third rung. In contrast, the filtering of peaks which do not belong to the same cascade, exhibit antibunching, as seen in $iv$ for the two Rabi peaks or $iii$ for one of its three-photon counterparts. In such a case, the order of the transition does not matter anyway and the $\pm \tau$ show qualitatively the same behaviour. These results are, to the best of our knowledge, the first computations of three-time frequency-resolved correlation functions. Thanks to the ease of our method, they could be easily extended to higher order correlations.

4.5 Lasing and the Mollow triplet.

We have already described the effect on the JC model 2PS of increasing the excitation power and entering the non-linear regime. Higher rungs are populated and in Fig. 4.7(d), one can distinguish correlations between transitions involving up to the third rung. Increasing $P_\sigma$ further brings the HO (typically a cavity mode) into the lasing regime [88, 115], where the field becomes coherent and $g^{(2)}[a] \rightarrow 1$ as already shown in Chapter 3. There, the cavity 1PS reduces to a single line that narrows with its population as $\gamma_L \approx g^2/(2\gamma_a \langle n_a \rangle^2)$ [116], where $\langle n_a \rangle \approx P_\sigma/(2\gamma_a)$. The inverse quantity, $1/\gamma_L$, corresponds to the coherence time of the laser. More interesting is the 1PS of the 2LS (or quantum emitter), which converges to the so-called Mollow triplet [123], with some specificity of its own due to the incoherent nature of the excitation [154]. Therefore, in this discussion we analyse the emission directly from the
2LS, by connecting the sensors to it.

The classical Mollow triplet is obtained when a 2LS is driven by intense laser light. A standard way to describe the laser excitation is through the semiclassical Hamiltonian term \( H_L = \Omega_L (\sigma + \sigma^\dagger) \) which relies on the approximation of an infinite laser coherence time \( (\gamma_L = 0) \). In this model, the laser dresses the 2LS levels arriving to the following dressed states,

\[
\vert - \rangle = c \vert 0 \rangle - s \vert 1 \rangle , \tag{4.19}
\]

\[
\vert + \rangle = s \vert 0 \rangle + c \vert 1 \rangle , \tag{4.20}
\]

with \( \vert 0 \rangle \) the ground state and \( \vert 1 \rangle \) the excited state of the 2LS. The parameters \( c \) and \( s \) determine the proportion of bare states that contains each of the dressed states and are depend on both the laser intensity, \( \Omega_L \), and detuning, \( \Delta = \omega_0 - \omega_L \), as follows:

\[
c = \frac{\sqrt{\sqrt{\left(2\Omega_L\right)^2 + \Delta^2} + \Delta}}{2\sqrt{\left(2\Omega_L\right)^2 + \Delta^2}} , \tag{4.21}
\]

\[
s = \frac{\sqrt{\sqrt{\left(2\Omega_L\right)^2 + \Delta^2} - \Delta}}{2\sqrt{\left(2\Omega_L\right)^2 + \Delta^2}} . \tag{4.22}
\]

The ladder operator can then be decomposed into the four possible transitions, \( \sigma = \vert 0 \rangle \langle 1 | = \vert 0 \rangle \langle 1 | = c^2 \vert + \rangle \langle - | + c s \vert + \rangle \langle - | - s^2 \vert + \rangle \langle - |. \) The first and last terms give rise to sidebands in the 1PS at positions \( \Omega_\pm = \pm \sqrt{\left(2\Omega_L\right)^2 + \Delta^2} \), whereas the two in the middle are responsible of the central peak, as showed schematically in Fig. 4.10(c).

In the case of the quantized model of laser described by the JC ladder, the splitting from very high rungs of the JC ladder becomes homogeneous giving rise to similar dressed states, \( \vert n\pm \rangle \approx \vert n\pm \rangle \) as in the classical Mollow triplet. The intensity of the effective cavity laser acting on the 2LS depends directly on the population of the cavity \( \langle n_a \rangle = \Omega_L^2 / g^2 \).

The 1PS between the conventional Mollow triplet and the fully quantized picture are compared in Fig. 4.10(a) and Fig. 4.10(b) respectively. Parameters were chosen so that \( \langle n_a \rangle = 9.5 \) in both cases and the three peaks match in position and broadening, with \( P_r = 2g \) for the JC. A fundamental difference between the lineshapes, is that the finite laser linewidth, \( \gamma_L \), in the JC model produces a Rayleigh scattering peak of the same width on top of the 2LS incoherent triplet, while it is a Dirac \( \delta \) function in the conventional Mollow triplet theory due to the infinite coherence time of the laser. We show that, although this is a rather innocent departure in the 1PS, it has dramatic consequences for the photon statistics.

Correlation between full, well separated peaks of the Mollow triplet has been subject of experimental [127,129] and theoretical [91,93,95,96,133,135,155,156] studies, always within the semiclassical model. Recently, the 2PS (more specifically a closely related generalised Mandel \( Q \) parameter) of resonance fluorescence was obtained [96] within the generating function formalism, via single-molecule photon counting statistics with spectral resolution. One can understand these correlations again through the decomposition into two-photon dressed state transitions:

\[
\sigma_\sigma = s^3c \langle - \rangle \left( \langle +| + \rangle - \langle -| - \rangle \right) \langle +| - c^2s^2 \langle + | \left( \langle -| - \rangle - \langle +| + \rangle \right) \langle +| + c^3s \langle + | \left( \langle +| + \rangle - \langle -| - \rangle \right) \langle +| , \tag{4.23}
\]

\[
+ c^3s \langle + | \left( \langle +| + \rangle - \langle -| - \rangle \right) \langle -| - c^2s^2 \langle - | \left( \langle +| + \rangle - \langle -| - \rangle \right) \langle -| . \tag{4.24}
\]
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**Figure 4.10:** Normalised 1PS (first row) and 2PS (second and third rows) for the Mollow triplet under coherent (left) and incoherent excitation (right). Parameters are chosen so that the sidebands are at the same positions \( \Omega \pm = \pm 6.16g \) and have the same broadening with \( P_\sigma = 2g \) and \( \langle n_a \rangle = 9.5 \). Vertical/horizontal gridlines mark the positions of the upper (green), lower (orange) and central black (peaks), arising from the transitions between dressed states depicted in (c). In (d) and (e) the detector width, \( \Gamma = 3P_\sigma / 2 \), is wide enough to filter full spectral peaks. Clear correlations appear for the pairs of transitions in (f). In (g) and (h) the detector width, \( \Gamma = P_\sigma / 2 \), is smaller than the spectral peaks. In this case, the dominant feature is the *leapfrog* triplet of antidiagonal lines, corresponding to two-photon de-excitation processes sketched in (i).
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Figure 4.11: Two-photon correlators for frequencies of interest of the Mollow triplets as a function of the detector linewidth, $\Gamma$. (a) Correlations of a two-level system driven by a large coherent pump ($\Omega_L = 150\gamma_\sigma$) for the four most relevant ($\omega_1, \omega_2$) configurations: $(0,0)$ in a solid red line, $(\Omega_+, \Omega_-)$ in dashed orange, $(\Omega_+, \Omega_+)$ in dotted-dashed blue and $(\Omega_+, 0)$ in dotted blue. Four regions of detection can be defined (separated by vertical gridlines). Correlations from the central peak (solid red) exhibit a bunching region of $g^{(2)}(0,0) \approx 3$ at small $\Gamma$ when the coherent scattering is a significant fraction of the filtered light. Vanishing $\Gamma$ yields the statistics of the classical laser since the semiclassical zero linewidth cannot display indistinguishability bunching. (b) Comparison of the central peak correlations, $(0,0)$ (solid red), in the case of an incoherently pumped two-level system in free space (dotted black) and in a cavity (solid black). The laser intensity here is lower: $\Omega_\pm = \pm 6.16g$, as in Fig. 4.10. The linear regime, $\Omega_L \ll \gamma_\sigma$, is plotted with a dotted red line as a reference in units of $\gamma_\sigma = g$. When the photon field is quantized, the correct limit $g^{(2)}(0,0) = 2$ when $\Gamma \to 0$ is recovered.

Each of the $2^3$ terms represents a possible deexcitation path and all together, they interfere destructively to give rise to the expected total antibunching as $\sigma = 0$. The first line corresponds to the cascade transitions depicted in Fig. 4.10(f), starting from $|+\rangle$:

- $(\Omega_+, 0)$: One would expect this combination to produce bunched photons but, as it corresponds to two different paths with amplitudes of probability with opposite signs (first two terms in Eq. (4.23)), destructive interference leads to $g^{(2)}(\sigma)(\Omega_+, 0) = 0$. Such debunching effect occurs within the detector timescale $1/\Gamma$ [128, 157].

- $(\Omega_+, \Omega_-)$: Their cascade configuration produces a strong bunching, with a well defined time order that depends on the detuning with the laser [134]. However, at resonance, destructive interference debunches again the statistics to $g^{(2)}(\sigma)(\Omega_+, \Omega_-) = 1$.

- $(0,0)$: A similar situation of bunching and interference leads to $g^{(2)}(\sigma)(0,0) = 1$.

- $(\Omega_+, \Omega_+)$: photons from the same sideband do not form a cascade so their simultaneous emission is suppressed (despite the indistinguishability bunching): $g^{(2)}(\sigma)(\Omega_+, \Omega_+) = 0$.

These ideal correlations are shown in Fig. 4.11(a) in the full peak detection region (in yellow), where $\Omega_L \gg \Gamma_\sigma$. With a less intense laser such as than in Fig. 4.10 the features are still visible but slightly tempered due to the overlap between peaks, as is the case in experiments [129].
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Thanks to the ease of use of our general solution, we are able to compare the semiclassical, in Fig. 4.10(d), model for the laser to the JC model, Fig. 4.10(e), which requires a high cavity photon number, providing the one-atom laser 2PS for the first time. In these qualitatively similar plots, the interference effect described above is even more evident as it extends beyond the four points \((\Omega_\pm, 0)\), forming two blue rings of antibunched statistics. These interference rings are more clear in the strongly driven situation depicted in Fig. 4.12. Their origin, as for the leapfrogs, stems from the uncertainty introduced by including the detector physics, which extends the interference appearing at the points \((\Omega_\pm, 0)\) and \((\Omega_\pm, \Omega_\pm)\) to two circles. At the center of these interference rings, \((\Omega_\pm/2, \Omega_\pm/2)\), two red spots of enhanced emission appear from the concentration of leapfrog outer lines in the Jaynes-Cummings model. With a narrower detector, leapfrogs are enhanced due to the longer uncertainty in the time of two-photon emission, as shown in Fig. 4.10(g) and (h). In the same way that the JC multiplets from high rungs of excitation converge to the Mollow triplet in the 1PS, the antidiagonal leapfrog lines in the 2PS converge to a \textit{leapfrog triplet} at:

\[
\omega_1 + \omega_2 \approx 0, \quad \omega_1 + \omega_2 \approx \Omega_\pm,
\]

as schematically depicted in Fig. 4.10(i). They are more pronounced in Fig. 4.10(g), as the perfect laser approximation, \(H_L\), generates dressed states homogeneously split for all intensities \(\Omega_L\).

If the detectors are narrower than the peaks, \(\Gamma < \Gamma_\sigma\), the interference effect described above disappears (see Fig. 4.11). Furthermore, as we previously discussed, when \(\Gamma\) is smaller than any peak width, photons are detected from any point of the dynamics and appear as uncorrelated. For different frequencies this means \(\lim_{\Gamma \to 0} g^{(2)}_{\Gamma}[\sigma](\omega_1, \omega_2) = 1\) while for equal frequencies, \(\lim_{\Gamma \to 0} g^{(2)}_{\Gamma}[\sigma](\omega, \omega) = 2\) due to the indistinguishability of the photons. In this limit, the statistics observed can no longer be attributed to the system, but to the detection process. The 2LS excited incoherently (with or without the cavity) always recovers this limit correctly as, in the JC model, the smallest width, \(\gamma_L\) is still finite and sets a clear lower boundary (see Fig. 4.11(b)). In contrast, one has a totally different result under coherent excitation of a perfect laser whenever \(\omega_1 + \omega_2 = 2\omega_L = 0\): \(\lim_{\Gamma \to 0} g^{(2)}_{\Gamma}[\sigma](0, 0) = 1\) and \(\lim_{\Gamma \to 0} g^{(2)}_{\Gamma}[\sigma](\Omega_+, \Omega_-) = 2\). Due to the implicit assumption of zero-linewidth for the laser field, it is not possible in these cases for the detector linewidth to be thinner and reach the uncorrelated limit. Instead, the limit \(\Gamma \to 0\) isolates completely the Rayleigh peak so correlations become exactly 1, those of the laser. This occurs with a detector linewidth below \(\Gamma_{\min}\), defined as that at which the coherent part of the filtered 1PS is as large as the incoherent part,

\[
S^{\text{coh}}_{\Gamma_{\min}}[\sigma](0) = S^{\text{incoh}}_{\Gamma_{\min}}[\sigma](0),
\]

where \(S_{\Gamma}[\sigma](\omega) = S^{\text{coh}}_{\Gamma}[\sigma](\omega) + S^{\text{incoh}}_{\Gamma}[\sigma](\omega)\). In the limit of intense lasing, \(\Gamma_{\min} \approx \Gamma \sigma^2/(4\Omega_L^2)\). In the intermediate region, \(\Gamma_{\min} < \Gamma < \Gamma_\sigma\), correlations from the central peak are bunched (and equal to 3 in the ideal case), due to the mixture of scattered and emitted light.

In real lasers, \(\gamma_L \neq 0\) due to phase fluctuations. Non-monochromatic theoretical models, where the phase varies stochastically \([158, 159]\), take into account both the amplitude and speed of fluctuations, recovering not only a finite \(\gamma_L\) for the laser mode \([158, 160]\) but also physical correlations at all limits \([161]\). The JC model or one-atom laser is free from this pathology as fluctuations are intrinsic to the dynamics, provided by the interplay between
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\[ \text{Figure 4.12: 2PS for the 2LS under coherent excitation deep in the Mollow triplet regime (} \Omega_+ = \sqrt{(2\Omega_L)^2 + (\omega_\sigma - \omega_L)^2} = 300\gamma_\sigma \text{) in the cases where (a) the laser is on resonance with the 2LS (} \Omega_L = 150\gamma_\sigma \text{, as in Fig. 4.11(a)), (b) there is some detuning (} \Omega_L = 100\gamma_\sigma \text{), (c) detuning dominates (} \Omega_L = 10\gamma_\sigma \text{). In contrast with the 1PS, detuning turns the 2PS assymetric.} \]

coherent exchange, incoherent pump and decay. However, not being perfectly coherent, it is harder to isolate completely the cavity laser field and recover the laser correlations. One requires a very good system (\( \gamma_a \ll g \)) in a very intense and well defined lasing regime, where \( \gamma_L \ll \gamma_a, \Gamma_{\text{min}} \), that is \( P_\sigma \gg \sqrt{2}g \).

Very broad filters \( \Gamma \gg \Omega_+ \), overlapping in frequency, recover the full antinbunching of the 2LS, \( \lim_{\Gamma \to \infty} g^{(2)}(0,0) = g^{(2)}_\sigma = 0 \). This is independent of the type of excitation. Under very low coherent excitation (dotted red line in Fig. 4.11(b)), where the 1PS is dominated by the coherent part, correlations monotonously go from 1 to 0 as

\[ \lim_{\Omega_\rightarrow 0} g^{(2)}_\sigma (0,0) = \left( \frac{\gamma_\sigma}{\gamma_\sigma + \Gamma} \right)^2. \]  

(4.27)

This regime has been exploited to create an ultra-coherent, i.e. indistinguishable in frequency thanks to the inherited long laser coherence time, single photon source [162–166]. It is interesting to note that filtering the coherent peak, \( \Gamma < \gamma_\sigma \), leads to the laser statistics and the destruction of the antibunching even if the coherent part strongly dominates the 1PS. Only the full emission has the property of interfering destructively and provide photons one by one.

Finally, the impact of detuning from the laser (in the semiclassical approximation) is shown in Fig. 4.12. In the absence of pure dephasing, the 1PS remains symmetric around the laser frequency (here \( \omega_L = 0 \)). Interestingly, the 2PS does not, even if detuning is small as compared to the driving, as shown in (b). The asymmetry in the 2PS consists in the disappearance of the ring of interferences nearer to the two-level system frequency (in this case \( \omega_\sigma > \omega_L \)). When detuning dominates and \( \Omega_+ \approx \omega_\sigma \), as in (c), the region around this peak becomes more antibunched, as it correspond to a real transition in a two-level system. On the other hand, the region around the other sideband, \( (\Omega_-, \Omega_-) \), becomes more bunched, as it corresponds to a virtual laser transition [133, 134]. Two red lines cross at \( (\Omega_-, \Omega_-) \),
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only interrupted by the blue interference ring. A strong bunching point emerges at \((\Omega_+, \Omega_-)\), accompanied by the typical cascade \(\tau\)-dynamics, making the system suitable for heralded single photon emission \([129]\).

One can understand the asymmetry in the 2PS with detuning, \(g^{(2)}_\Gamma[\sigma](\Omega_+, \Omega_+) \neq g^{(2)}_\Gamma[\sigma](\Omega_-, \Omega_-)\), as a manifestation of the dissimilar two-photon dynamics of the dressed states, namely, the \(\tau\)-dynamics of the colour-blind correlations corresponding to each transition: \(g^{(2)}[\sigma(-) \langle +\rangle(\tau)\) and \(g^{(2)}[\sigma(+) \langle -\rangle(\tau)\). These two functions are identical in the limiting \(\tau\)-values, equal to 0 at \(\tau = 0\) and to 1 at \(\tau \to \infty\), but evolve differently at intermediate \(\tau\). In the limit of high excitation and full filtering of each peak, such dressed state two-photon dynamics is overall well mapped by the frequency-resolved correlations, \(g^{(2)}_\Gamma[\sigma](\Omega_+, \Omega_+, \tau)\) and \(g^{(2)}_\Gamma[\sigma](\Omega_-, \Omega_-, \tau)\), as long as \(\tau > 1/\Gamma\). However, as we have shown, the \(\tau = 0\) value is not well mapped, being larger than zero when the detection is included (spoiling perfect antibunching). The frequency-resolved functions at \(\tau = 0\), include an average over the short-time dressed-state dynamics, within the detector time-scale, \(1/\Gamma\). Therefore, the interaction with the filter/detector can be considered a dephasing mechanism of the dressed-state dynamics, which breaks the symmetry of the 2PS even at \(\tau = 0\). This view is confirmed by the behaviour of the physical time-dependent 1PS \([83]\), in the absence of pure dephasing, which is also asymmetric in general before reaching its symmetric steady state lineshape (not shown).

4.6 Conclusions.

In conclusion, we have performed the first systematic investigation of the two-photon spectra (2PS) of a variety of quantum optical systems, using our recently developed formalism to compute frequency and time resolved \(N\)-photon correlations \([152, 167]\). We have focused here on the case \(N = 2\) of two-photon correlations at zero time delay. Thanks to our formalism, such investigations can be generalised to higher photon number and/or arbitrary time delays. We studied systems of increasing complexity, starting from the simplest possible case that is the quantum harmonic oscillator and proceeding with the two-level system and then all their possible combinations, namely, two coupled harmonic oscillators, two two-level systems and a mixture of both that amounts to the celebrated Jaynes-Cummings model. The latter, in contrast with our starting point, is an extremely rich and complicated system that stands as the pillar of cavity quantum electrodynamics. We have outlined what are the common features shared by all these systems and what are those specific to their underlying structure and dynamics. These results constitute the backbone for two-photon spectroscopy. The main finding can be summarised as follows:

- There is a universal bunching of photons when filtering an emission line below its linewidth, regardless of its inherent statistics, due to the indistinguishable and uncorrelated arrival of photons (indistinguishability bunching). This manifests as a diagonal on all 2PS.

- An antibunching arises for a two-level system with a characteristic butterfly-shape that is reproduced by any two-level transition that can be resolved in isolation from a more complex level structure (see Ref. \([168]\) for an example within a four-level system).
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- The 2PS of various types of coupled systems differ greatly from each other even when their 1PS are identical, and within the same system, some symmetries of the 1PS are lifted in 2PS. This shows the much higher degree of characterization accessible via two-photon spectroscopy.

- The 2PS of coupled harmonic oscillators features an anticrossing (two hyperbolas) of uncorrelated emission corresponding to the independent and classical polaritons dynamics. Coupled two-level systems or the Jaynes–Cummings model on the other hand give rise to rich patterns of correlations permitting to investigate the underlying physical picture in terms of relaxation between quantum states.

- Such correlations are due to fundamental processes that can be identified through simple equations that locate them in the 2PS. They are i) *leapfrog processes*, i.e., two-photon emission jumping over an intermediate rung of the level structure through a virtual state of indeterminate frequency and ii) *polariton-to-virtual-state anticorrelations*, where the emission does not correspond to dressed states transitions but take into account the dynamical nature of the system, with the final state provided by a virtual state or fluctuation of the system.

- Leapfrog processes are particularly noteworthy for applications in quantum information processing. They are present in any nonlinear quantum system, as simple as an anharmonic oscillator. $N$-photon leapfrogs with $N > 2$ also take place, though the higher the $N$, the weaker the process. In the Jaynes–Cummings system, they are evidenced by higher order correlations, $g_T^{(N)}(\omega_1, \ldots, \omega_N)$, at the frequencies

$$\sum_{i=1}^{N} \omega_i = N\omega_n \pm (E_n - E_{n-N}) \quad \text{or} \quad N\omega_n \pm (E_n + E_{n-N}) \label{4.28}$$

but their further characterization is out of scope of this text.

- The intricate pattern of $N$-photon correlations that is formed by the combination of all the above processes in the Jaynes–Cummings model, that is neatly resolved in a system well into the strong-coupling regime, evolves when brought in the lasing regime into the qualitatively different 2PS of the Mollow triplet, that features new types of patterns such as circles rather than simply straight lines. For high rungs of excitation, $n \gg 1$, the lines in Eq. \ref{4.28} converge to the central antidiagonal, $\sum_i \omega_i \approx 0$, while the lines in Eq. \ref{4.29} agglomerate at the outer positions, $\sum_i \omega_i \approx \pm 2\sqrt{n}g$. This formation of the Mollow triplet in the 1PS gives rise to *leapfrog triplet* in the 2PS, with the same origin as in the linear regime in terms of two-photon transitions between dressed states.

Beyond spelling out the dynamics of emission at the quantum level, the theory of two-photon spectroscopy also allows to address fundamental theoretical issues of the quantum formalism and illustrates the deep link between the quantum dynamics and the detection process. For instance, in the limit of an ideal detector, the semiclassical description of the Mollow triplet fails to recover the fundamental indistinguishability bunching. This is due to the artificial $\delta$ line of the scattering peak produced by the semiclassical approximation.
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This shortcoming can be solved by turning to a fully quantized theory or upgrading the semiclassical theory to get rid of the artifacts caused by a fixed phase.

Another conclusion from our study is that the dynamics of “real processes”, involving photon by photon de-excitations, are related to the system parameters and less influenced by detection. The corresponding correlations are best resolved when the related peaks are separated and fully filtered. On the other hand, “virtual processes”, involving virtual states such as the leapfrogs and polariton-to-virtual state interferences, happen within the time of interaction with the detector, $1/\Gamma$, and conserving energy within its linewidth, $\Gamma$. Therefore, their correlations become more prominent using narrow filters.

We have thus amply demonstrated that two-photon spectroscopy unravels a rich two-photon dynamics and interference effects in open quantum systems by a precise disposition of filters of given resolutions. Such correlations can be further taken advantage of by considering finite time delays and/or optimising the frequency windows. Further interesting systems to apply two-photon spectroscopy are ultra strong coupling systems [169], closely spaced atoms in optical lattice [170], the biexciton two-photon emission in a quantum dot [150, 168] or the dynamics of Bose-Einstein condensation [171].
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Chapter 5

Photon pair emission in cavity QED systems

5.1 Introduction

Photon pairs can be used as fundamental building blocks for an extended range of Quantum Information Processing protocols, with applications in quantum metrology [172], quantum communication and cryptography [173–175], linear-optics quantum computation [176–180], and even for fundamental tests of quantum mechanics like hidden variables interpretations [181, 182]. A number of devices have been proposed and experimentally demonstrated with atomic gases [183–185] or nonlinear crystals [172, 186, 187]. The realization of such devices, however, is a highly nontrivial task since, in order to be useful, the generated photons need to be almost identical, narrow-band and generated with a high repetition rate. Useful quantum states made from two photons include pairs of identical photons, that are however not necessarily superimposed in space and/or in time, and the two-photon (2P) Fock states [2] where the two photons share the same attributes in their energy, space and time profile, encoding the information in their polarization. Standard protocols for quantum computation may rely on not-superimposed photons pairs [173] but 2P states can be used for more efficient quantum computation [178].

In this Chapter, we show how a semiconductor cavity QED system appears to be a suitable platform where two-photons states can be created at will with the promising advantages of semiconductor systems for optical access, on-chip integration, output-collection and scalable technological implementations [131, 188–190]. As explained in Chapters 1 and 2, a semiconductor quantum dot (QD) has a discrete spectrum that supports a series of optical transitions that can be coupled to one or more cavity modes. Apart from a few localized state in the neutral QD, this nanostructure can accommodate several carriers in several states, which combined with Coulomb interaction, makes the electronic configurations to form a very rich N-exciton optical spectrum [130, 191, 192]. However, in most of the cases a “minimal” description can be made: in Chapter 3, a two-level system approximation was used, which is suitable for systems where only one excitonic transition is relevant for the physics described. However, here we use an upgraded configuration where the QD is composed by four levels as the ones shown in panel (b) of 5.1 ground state, exciton and a biexciton state. Our proposal [149, 150] relies
on the fact that the biexciton (the occupation of the quantum dot by two excitons of opposite spins) energy allows to tune the cavity in resonance with twice the cavity photon energy (see panel (b) Fig. 5.1). As the biexciton binding energy can be large, single-photon processes are detuned and therefore effectively suppressed, while simultaneous two-photon emission is Purcell enhanced [149]. This effect has been recently demonstrated experimentally [151]. In the experiment, following our proposal, the signature for the two-photon emission is a strong emission enhancement of the cavity mode when hitting the biexciton two-photon resonance. Because of incoherent excitation used in both the theoretical proposal and its experimental realization, the quantum character of the two-photon emission is not directly demonstrated nor quantified.

This Chapter is divided as follows: first, in Section 5.2 we describe the system, introducing the Hamiltonian and Lindblad terms needed to account for the dissipative and pumping mechanisms. Next, in Section 5.3 we introduce the configuration, that is nowadays experimentally accessible, to achieve a two-photon state by starting with a quantum dot which is initially prepared in a pure biexciton state, and analyze in detail the underlying microscopic mechanisms, demonstrating the perfect two-photon character of the emission beyond a mere enhancement at the expected energy; we show how the two-photon state is created by the system in a chain of virtual processes that cannot be broken apart in physical one-photon states. The understanding we develop is analytical and allows for optimisation of a practical setup, enabling the realization of a practical source of two simultaneous and indistinguishable photons in a monolithic semiconductor device. Then, in Section ?? we study thoroughly the effect of continuous excitation with coherent and incoherent character respectively in the limit of low pumping, which we see is the optimal configuration to achieve the desired two-photon state. In both cases, we develop an analytical approach at the two-photon resonance that yields to analytical formulas for the optimal pumping in both configurations. Finally, in Section 5.5 we make a summary of the main points and give an outlook on the possibilities of the system.

### 5.2 Description of the system

So far we have described exciton in QD systems in a simplified two-level system picture. However, if one takes into account the spin-degree of freedom of the exciton, one realizes it is possible for the QD to accommodate two different excitons, with spin-up and spin down and even both of them at the same time forming the so-called biexciton state. Taking into account these degrees of freedom the complete QD picture should be described with the following hamiltonian:

\[
H_{\text{QD}} = \sum_{i=\uparrow, \downarrow} \omega_X \sigma_i^\dagger \sigma_i - \chi \sigma_\uparrow^\dagger \sigma_\uparrow \sigma_\downarrow^\dagger \sigma_\downarrow,
\]

where we have included \(i=\uparrow, \downarrow\) the spin-up and spin-down degrees of freedom for the excitonic states \(\sigma_i\) (fermions) with common frequency \(\omega_X\). The biexciton binding energy \(\chi\) allows to

---

The Authors of Ref. [151] also realize this limitation and speculate on the scheme that we analyze here in details.
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![Figure 5.1: Panel(a): Possible experimental configuration for two-photon emission. Panel (b) & (c): Level scheme of a quantum dot coupled to a cavity mode with linear polarization $H$ at the 2PR. In (b), the microscopic configuration and in (b) the effective processes taking place in the de-excitation of the biexciton. Those involving the cavity are, on the one hand, through the emission of two real and distinguishable photons $\omega_1$ and $\omega_2$ (in dotted red and pink), and, on the other hand, through the simultaneous emission of one two-photon state at $\omega_a$ (in dashed blue), labeled $\omega_{1,II}$.](image)

bring the biexciton energy $\omega_B$ in resonance with the two-photon energy while detuning all other excitonic emissions from the cavity mode. It is red (blue) shifted if the biexciton is “bound” (“antibound”), giving rise to a positive $\chi > 0$ (negative $\chi < 0$) binding energy $\chi = 2\omega_X - \omega_B$. Our scheme works with both the bound and antibound biexciton. Without loss of generality, we assume $\chi > 0$, with the added advantage of being less affected by pure dephasing and coupling to phonons [193], that will be neglected in this Chapter. This binding energy is typically large ($\chi \gtrsim 400\mu eV$) as compared to the possible splittings between excitonic states ($\approx 10\mu eV$) [151], which is ideal for our purpose.

The complete system consists of a QD embedded in a microcavity. The description of the cavity can also be upgraded by considering the two-possible polarizations. However, for the purposes of the proposal it is convenient that the QD is coupled only to one of its modes, polarised along a direction that we call horizontal (H). In principle, the full Hamiltonian of the system without making any explicit assumption, is given by [149]:

$$H = H_{QD} + \omega_a a^\dagger a + \sum_{i=\uparrow,\downarrow} g_i (a^\dagger \sigma_i + a \sigma_i^\dagger) + \sum_{j=1,2} \omega_{1,II} |j, n \rangle \langle j, n |. \quad (5.2)$$

The cavity mode should have a strong polarization, say linearly polarized in the horizontal direction for a photonic crystal, a case we shall assume in the following. The first requirement of the proposal is the following: we assume an equal coupling of both excitons to the linearly polarized mode of the cavity, $g_{\uparrow} = g_{\downarrow} = g/\sqrt{2}$, and take $g$ as the unit in the remaining of the Chapter.

The Hilbert space of the quantum dot is spanned, in its natural basis of circular polarisation, by the ground $|G\rangle$, spin-up $|\uparrow\rangle$, spin-down $|\downarrow\rangle$ and biexciton $|B\rangle$ states. In the linearly polarised basis, the excitonic states are $|H\rangle = (|\uparrow\rangle + |\downarrow\rangle)/\sqrt{2}$ and $|V\rangle = (|\uparrow\rangle - |\downarrow\rangle)/\sqrt{2}$. The dot-cavity joint Hilbert space includes the photonic number $n$: $|j, n\rangle$, where $j = G, V, H$ and B, with $n \in \mathbb{N}$. With the previous considerations, the Hamiltonian in the basis of linearly
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polarized states reads:

\[ H = \omega_a a^\dagger a + \omega_X (|H\rangle \langle H| + |V\rangle \langle V|) + (2\omega_X - \chi) |B\rangle \langle B| + g [a^\dagger (|G\rangle \langle H| + |H\rangle \langle B|) + \text{h.c.}], \quad (5.3) \]

The dynamics is completed then by including the dissipative terms which affects the bare states, i.e., in the spin-up/spin-down basis, yielding a master equation:

\[ \partial_t \rho = i[\rho, H] + \frac{\kappa}{2} L_a(\rho) + \frac{\gamma}{2} \sum_{i=\uparrow, \downarrow} [L_{|G\rangle\langle i|} + L_{|i\rangle\langle B|}] (\rho), \quad (5.4) \]

where \( L_a(\rho) \) is following the notation introduced in Chapter 2, with \( \kappa \) the cavity losses and \( \gamma \) the exciton relaxation rates. Another assumption is that \( \gamma \ll \kappa \), which is the typical experimental situation. Panel (b) of Fig. 5.1 shows the self-consistently truncated configuration of levels involved in the biexciton de-excitation. The coherent coupling \( g \) is represented by bidirectional (green) arrows, spontaneous decay \( \gamma \) by straight (gray) arrows and cavity decay \( \kappa \) by curly (blue) arrows, each of them linking in a reversible (\( g \)) or irreversible (\( \gamma, \kappa \)) way the different levels.

A \emph{one-photon resonance} (1PR) is realized when the cavity is set at resonance with one of the excitonic transitions: \(|B,0\rangle \rightarrow |H,0\rangle\) with frequency \( \omega_1 \approx \omega_B - \omega_X \) or \(|H,0\rangle \rightarrow |G,0\rangle\) with frequency \( \omega_2 \approx \omega_X \). The resonant single-photon emission is then enhanced into the cavity mode according to the conventional scenario [194], with a Purcell decay rate:

\[ \gamma_P = 4g^2/\kappa. \quad (5.5) \]

A \emph{two-photon resonance} (2PR) is realized when the transition \(|B,0\rangle \rightarrow |G,0\rangle\) matches energetically the emission of two cavity photons [149]:

\[ \omega_a \approx \omega_X - \chi/2 \quad \text{with} \quad \chi \gg g, \kappa. \quad (5.6) \]

This process also benefits from Purcell enhancement. In fact, if the decay rates \( \kappa \) and \( \gamma \) are small enough, two-photon Rabi oscillations between states \(|B,0\rangle\) and \(|G,2\rangle\) are even realized, with a characteristic frequency \( g_{2P} \approx 4g^2/(\sqrt{2}\chi) \) [149]. Note that in Eq. (5.6), we have neglected the small Stark shifts \( \sim g_{2P} \), which should be taken into account to achieve maximum Rabi amplitude. Here, to remain within experimentally achievable configurations, we consider systems which figures of merit are such that the system is in strong coupling at the 1PR, \( 4g \gtrsim \kappa \). However the coupling needs not be so large that the system is in strong-coupling also at the 2PR. In other words, the system remains within the 2P weakly coupled regime, \( 4g_{2P} \ll \kappa \), where two-photon oscillations do not actually take place. In these conditions, at the 2PR, the one-photon Rabi oscillations (e.g., \(|B,0\rangle \leftrightarrow |H,1\rangle\)) still take place at the frequency \( g \) but, as they are largely detuned, the coupling strength effectively reduces to \( g_{1P} \approx g/\sqrt{1 + [\chi/(\gamma + \kappa)]^2} \approx g\kappa/\chi \) [110].

Now, in order to study the 2P emission character of the described system we propose three different experimental configurations regarding the pumping conditions. In Section 5.3 we consider that the system is initially prepared in the biexciton state by a pulsed orthogonal laser and study its desexcitation properties. In Section 5.4 we introduce continuous excitation of coherent and incoherent nature and study its impact on 2P emission efficiency.
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5.3 Spontaneous emission configuration

5.3.1 Initialization in the biexciton state

In this Section, we assume that the QD is in the biexciton state in an empty cavity, $|B, 0\rangle$, as the initial state and then leave the system free to relax. This is what is known as spontaneous emission configuration. Remarkably, it can be easily proven that a small spurious population of excitonic states does not directly affect the results either, but merely decreases the efficiency of the proposal. The fine structure splitting between $|H\rangle$ and $|V\rangle$ is not important as the latter is not directly coupled to the cavity, thus not entering in the desexcitation process. This recourse to one polarization is an additional advantage of our scheme as compared to others that rely on the biexciton decay through both of the excitonic paths, such as the generation of entangled photon pairs [195, 196].

There are several ways to initialize the system in the biexciton state. We can assume that the QD is excited by a laser of amplitude $\Omega_i(t)$ and frequency $\omega_L$, described in the coherent part of the master equation 5.4 by an extra Hamiltonian:

$$H_{\text{las}}(t) = \sum_{i=\uparrow, \downarrow} \Omega_i(t)(\sigma_i + \sigma_i^\dagger), \quad (5.7)$$

The laser, which should be set to match the two-photon resonance, $\omega_L = \omega_B/2 = \omega_X - \chi/2$, brings it in the biexciton state through two-photon absorption. This can be realized via two appropriate colored pulses [197, 198] or, more efficiently by a single pulse spectrally matching the direct 2P absorption [199]. The laser polarization should be taken orthogonal to that of the cavity, $\Omega_\uparrow(t) = -\Omega_\downarrow(t) = \Omega(t)/\sqrt{2}$, so that the latter is not affected by the excitation process. Such an inversion of the system has been demonstrated both theoretically and experimentally [199]. In the case of a single excitonic transition under pulsed excitation, it is well known that the population inversion follows single-photon Rabi oscillations as a function of the pulse total intensity $\theta = \int \Omega(t)dt$ only, according to the pulse area theorem, as $\sin^2(\theta/2)$. In the case of 2P resonant excitation of the biexciton, the oscillations depend also on the pulse shape, duration $\tau_p$ and binding energy $\chi$. Only when the pulse becomes very strong, $\theta \gg \chi\tau_p$, one finds simple relation $\sin^2(\theta/(2\sqrt{2})$ independent of the pulse characteristics. This pulse should be intense enough to fully invert the population into the biexciton state, short (at most of a few picoseconds) in order to minimize the effect of pure dephasing, and spectrally much narrower than the binding energy in order to minimize the transfer of population to the intermediate excitonic states. Another promising possibility is the rapid adiabatic passage from the ground to the biexciton state via frequency-sweeping pulse as proposed in [200]. This has been recently experimentally demonstrated for single exciton [201, 202] and has the advantage of being largely unaffected by variation in the dipole coupling or in the optical field, typical of quantum dots. To summarize, coherent control of excitonic states has made significant progresses in the last years [203] and successful manipulation of the biexciton has been reported in several works [195, 196, 204, 206].

Nonetheless, for the purposes of this Section we do not worry about the particular mechanism chosen, but just assume the biexciton state as the initial state of the dynamics. For the rest of the Chapter, we use the following state-of-art parameters for the calculations: $\chi = 20g$, $\kappa = g$, $\gamma = 5 \times 10^{-4}g$, unless stated otherwise.
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5.3.2 Demonstration of the two-photon emission at the two-photon resonance

To characterize and analyze the main output of the system, shown in Fig. 5.2, we study the time-resolved power spectrum $S(t, \omega) \propto \Re \int_0^t dT \int_{-T}^T d\tau e^{i\omega\tau} \langle a^\dagger(T) a(T + \tau) \rangle$ introduced in Chapter 2 and which calculation can be done in two ways. One can make use of our recently developed method explained in Chapter 4, and calculate the time-dependent spectra by coupling one “sensor” two the system and calculating its time-dependent population as a function of its transition frequency. Alternatively, due to the small size of the Hilbert space in this case the explicit computation can be done by making use of the Quantum Regression Theorem and doing the formal integration obtaining the following expression:

$$S(t, \omega) = \frac{1}{\pi} \sum_{\alpha \in \{1, 2, I, II, \ldots\}} \left( L_\alpha(t, \omega) \frac{\gamma_\alpha}{(\omega_\alpha^2 + (\omega - \omega_\alpha)^2)} - K_\alpha(t, \omega) \frac{\omega - \omega_\alpha}{(\gamma_\alpha^2)^2 + (\omega - \omega_\alpha)^2} \right), \quad (5.8)$$

where we emphasised in the sum four dominant processes labeled 1, 2, I and II (results below include all processes). In this Chapter we prefer the latter method to calculate $S(t, \omega)$ as one obtains separate information from the different decay channels. Each $\alpha$ corresponds to a transition in the system, characterised by its frequency ($\omega_\alpha$) and broadening ($\gamma_\alpha$), which allow us to identify its microscopic origin, as discussed below. The quantities $L_\alpha$ and $K_\alpha$ are real-valued functions of time and frequency, that correspond, respectively, to the time-integrated signal and its interference with other transitions, up to time $t$. They tend at infinite time to frequency-independent quantities that we label without tilde, $L_\alpha$ and $K_\alpha$, corresponding to their full time-integrated values. Therefore, $L_\alpha$ quantifies the total intensity emitted through a given transition $\alpha$. The characteristic spectral profile of the cavity-assisted two-photon emission is shown in Fig. 5.2 with a central peak that is strongly enhanced at the two-photon resonance, corroborating its two-photon character, and surrounded by standard (single-photon) de-excitation [149, 151]. The 2P peak is spectrally narrow and isolated from the other events, that can never be completely avoided, so the source is appealing on practical grounds. As such, this is one of the principal quantities of interest in this text, that is experimentally measured by conventional photoluminescence measurements. The time dependent spectra of emission, on the other hand, can be obtained with a streak camera [94].

The system decays via the cavity mode (through the annihilation of a photon $a$) or via spontaneous emission into the leaky modes (related to the four excitonic lowering operators). With the biexciton state in an empty cavity, $|B, 0\rangle$, as the initial condition, we identify three main de-excitation mechanisms of the system. We now describe them in turns.

i) The first decay route is a cascade of two spontaneous emissions, from $|B\rangle$ to $|H\rangle$ (or $|V\rangle$) in a first time, and then from $|H\rangle$ (or $|V\rangle$) to $|G\rangle$ in a second time, as shown in straight (gray) lines in Fig. ?? (b). This decay into leaky modes is at the excitonic energies, $\omega_1$, $\omega_2$, and is a direct process with a straightforward microscopic origin as a real transition between two states. Each process happens at the rate $\gamma$, so that, as far as the biexciton is concerned, its total rate of de-excitation through this channel is $2\gamma$. The effect of this channel is to reduce the efficiency of de-excitation through the cavity mode, which is the one of interest. This can be kept small by choosing a system with a small $\gamma$. 
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**Figure 5.2:** Cavity spectra of emission $S(t, \omega)$ at the two-photon resonance for different times (unframed) and integrated over all times (framed). They feature the 2P peak at $\omega_a \approx -\chi/2$ (central, blue) and the two 1P peaks at $\omega_1 \approx -\chi$ (left, red) and $\omega_2 \approx 0$ (right, pink). The 2P peak cannot be decomposed into two physical processes. Parameters: $\chi = 20g$, $\kappa = g$, $\gamma = 5 \times 10^{-4}g$.

---

ii) The second decay route is another cascade of one-photon emissions, but now through the cavity mode, namely from $|B\rangle$ to $|G\rangle$ passing by $|H\rangle$. It is shown in dotted lines in Fig. 5.1(b). It effectively amounts to two consecutive photons into the cavity mode at the excitonic energies $\omega_1$ and $\omega_2$, also shown (with the same color code) in Fig. 5.1(b), but the microscopic origin is now more complex, as it involves virtual intermediate states. The first photon, 1, is emitted through the process $|B,0\rangle \xrightarrow{|H,1\rangle} |H,0\rangle$, via the off-resonant (“virtual”) state $|H,1\rangle$ and the second, 2, similarly through the process $|H,0\rangle \xrightarrow{|G,1\rangle} |G,0\rangle$. Due to the dispersive coupling, the initial state in each of these processes (which has no photon) acquires a small component, $C_{1P} = 2g/\chi$, from the corresponding virtual state (which has one photon). It is through this component that it can effectively emit a cavity photon, at rate $\kappa$. The effective total decay rate can be understood as the probability to transit to the virtual state, times the photon decay rate: $\kappa_{1P} = C_{1P}^2 \kappa$. This derivation leads to the same result as directly computing the Purcell decay rate in the dispersive regime, $\kappa_{1P} = 4g_{1P}^2/\kappa$. We estimate the positions and broadenings of the two resulting spectral peaks ($\alpha = 1, 2$ in Eq. (5.8)), by applying the quantum regression theorem within an effective Hilbert space [120] excluding V-polarised and two-photon states (none of them being an initial or a final state of the aforementioned processes). The minimal regression matrix to reproduce the main spectral features, including the two transitions under discussion, is $4 \times 4$. With this prescription, $\omega_1 \approx -\chi - 2g^2/\chi$, $\omega_2 \approx 2g^2/\chi$ and $\gamma_1 \approx 3\gamma$, $\gamma_2 \approx \gamma$. The broadenings of the transitions correspond, as expected on physical grounds, to the sum of the decay rates that affect the initial and the final states, without any influence from the virtual ones.
iii) Finally, the central event in our proposal is formed by the third channel of de-excitation of the biexciton, namely, the emission into the cavity mode of two simultaneous and indistinguishable photons with a frequency very close to that of the cavity $\omega_{\text{II}} \approx \omega_{\text{bi}}$. This process is sketched by the single dashed (blue) line in Fig. 5.1(b), with an intermediate step marked by a point at $|G,1\rangle$. Effectively, this amounts to the generation of a two-photon state, represented by the two curly transitions $\omega_{\text{I,II}}$ in Fig. 5.1(b). The two indices I and II strictly correspond to transitions that arise in the spectral decomposition (5.8), namely, $|B,0\rangle \rightarrow |G,1\rangle$ for the first sequence of events, I, and the closing of the path, $|G,1\rangle \rightarrow |G,0\rangle$, for the second transition, II. Although I and II are used in Fig. 5.1 to label the two photons for the sake of illustration, these two photons are indistinguishable and cannot be interpreted as real events taken in isolation in association with the above sequences of transitions. Indeed, each event gives rise to an unphysical spectrum (involving negative values) and only when both processes are taken together, they interfere to sum to a physical spectrum which can be interpreted as a probability of (two-photon) detection. This decomposition of the two-photon (central) peak is shown in Fig. 5.2 in the time-dependent spectra, with the process I shown in a dotted line and II in dashed line. They sum to the physical (observable) peak, in solid line. Both peaks grow together in time and develop an asymmetry, one being completely positive, I, the other completely negative, II. None, not even the fully positive peak, can be observed in isolation.

In contrast, the single-photon peaks on both sides (red and pink), are formed by single, isolated transitions, showing their real (as opposed to virtual) nature. The Purcell rate of the two-photon emission is again related to the small component of single, isolated transitions, showing their real (as opposed to virtual) nature. The Purcell rate $\Gamma$, the other completely negative, II. None, not even the fully positive peak, can be observed.

In the case when $\omega_{\text{a}} = \omega_{\text{b}}$, the cavity is then in resonance with the lower transition, that can start only as a successor of the upper transition resulting in high probability for
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two photons detection, but only at very early times, since one photon is a precursor of the other one in a cascade of two otherwise distinguishable events. The proof is complete with the autocorrelation time $\tau$, shown in panels (a) and (b), further demonstrating that in the 2PR emission, the two photons arrive at zero time delay (the emission being less likely again at nonzero delay). Cross-correlations measurements between the three filtered peaks would also show strong features, namely anticorrelations at all delays between all the peaks, with the exception of the positive cross-correlation between 1 and 2 (in this order and with some delay) and positive autocorrelation of the central peak (at zero delay).

5.3.3 Efficiency of the two-photon emission

Now that we have demonstrated from various points of view the two-photon character of the central peak, we aim to maximise it as compared to all other de-excitation channels.

Although we present and plot numerical results of the full master equation (5.4) throughout the manuscript, we also provide analytical expressions for the magnitudes of interest. In order to compute intensities of emission, $I_a$, we need to obtain the full density matrix. As in the case of solving the QRT, we can exclude in the derivation the V polarised states. Note, however, that $|G, 2\rangle$ plays a central role in the one-time dynamics and must be included in the estimation of the density matrix elements. There are three key parameters to enhance the 2P emission: $\kappa, \gamma$ and $\chi$. The case $\gamma = 0$ is the ideal configuration, where all the emission goes through the cavity:

$$I_a = \int_0^{\infty} \langle a^\dagger a \rangle(t) \, dt = \frac{2}{\kappa}, \quad (5.9)$$
5. Pure dephasing effects in the cavity QED non-linear regime.

Figure 5.4: (a) Intensity $L_1 + L_{II}$ of emission in the 2P channel (blue) and $L_1 + L_2$ in the two 1P channels (red) as a function of $\kappa$, for $\chi \to \infty$ in the most efficient case $\gamma = 0$. The shaded (yellow) area $\kappa < 2g$ shows the region where the 2P emission dominates. (b) Same as before for $\kappa = g$ as a function of $\chi$, that must be large enough so that 1P are suppressed and small enough to maintain a high cavity emission efficiency in the realistic case of nonzero $\gamma$.

which, in the limit $\chi \to \infty$, is redistributed between the two possible decay paths as:

$$L_1 + L_2 \approx \frac{\kappa_{1P}}{\kappa_{1P} + \kappa_{2P}} I_a \approx \frac{2}{\gamma \chi^2}, $$  \hspace{1cm} (5.10)

$$L_1 + L_{II} \approx \frac{\kappa_{2P}}{\kappa_{1P} + \kappa_{2P}} I_a \approx \frac{2\gamma P}{\gamma \chi^2 + \kappa}, $$  \hspace{1cm} (5.11)

This is shown in Fig. 5.4(a), where we see that the 2P emission dominates over the 1P when $\kappa < 2g$ (shaded in yellow in Fig. 5.4(a)), since in this case $\kappa_{2P} > \kappa_{1P}$. For cavities with high enough quality factor (small $\kappa$), the 2P emission is over four orders of magnitude higher than the 1P, showing that the device is extremely efficient for good technological systems [98].

When $\gamma$ is nonzero, the situation of experimental interest, but still is the smallest parameter ($\gamma \ll \kappa, g \ll \chi$), the channel of decay that it opens, leads to:

$$I_a = \int_0^\infty n_a(t) \, dt = \frac{\gamma P (\gamma P + \kappa)}{\gamma \chi^2}, $$  \hspace{1cm} (5.12)

which is now redistributed between the two cavity decay paths as an increasing function of $\chi^{-2}$:

$$L_1 + L_2 \approx \frac{\kappa_{1P}}{\kappa_{1P} + \kappa_{2P} + 2\gamma} I_a \approx \frac{\gamma P \kappa}{\gamma \chi^2}, $$  \hspace{1cm} (5.13)

$$L_1 + L_{II} \approx \frac{\kappa_{2P}}{\kappa_{1P} + \kappa_{2P} + 2\gamma} I_a \approx \frac{\gamma^2}{\gamma \chi^2}. $$  \hspace{1cm} (5.14)

This nonzero $\gamma$ case is shown in Fig. 5.4(b), where the most efficient situation can be recovered in a region of $\chi$ bounded by above by:

$$\chi_{\text{max}} = \min(2g\sqrt{\kappa/(2\gamma)}, 4g^2/\sqrt{2\kappa\gamma}), $$  \hspace{1cm} (5.15)

that follows from $2\gamma = \min(\kappa_{1P}, \kappa_{2P})$. Above $\chi_{\text{max}}$, the 2P emission still dominates over 1P emission but efficiency is spoiled, according to Eqs. (5.13), that are shown in dashed tilted lines.
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5.4 Continuous excitation configuration

5.4.1 Theoretical description.

In the previous configuration, the dynamics was always time-dependent: the final state was always $|G\rangle$ and system needed to be initialized each time in the biexciton state, $|B\rangle$ to get the 2P state out from the cavity.

Now, we study a different configuration where some source of continuous excitation is plugged into the system, arriving to a stationary situation where the 2P state is being continuously emitted.

As introduced in Chapter 2, semiconductor QDs are usually excited via a continuous excitation of the wetting layer which results in an incoherent population of the dot levels, named as Incoherent excitation. This kind of excitation can have a substantial and undesired impact on the quantum properties, namely, an increase of decoherence and dephasing in the dynamics as we described in Chapter 3. It enters in the incoherent part of the master equation with the following Lindblad term:

$$P \sum_{i=V,H} \left[ \mathcal{L}_{i}\langle G| + \mathcal{L}_{i}\langle B| \right](\rho). \quad (5.16a)$$

Coherent excitation, close to resonance to the quantum dot levels, provides a second possibility to probe the system. To this intent, one can for instance apply a laser whose polarization is orthogonal to that of the cavity mode, in order not to excite cavity photons (directly or indirectly though the state with the cavity polarization). Coherent excitation may seem like a better choice because it does not introduce extra decoherence in the dynamics. Moreover, if the laser is also tuned to the two-photon resonance, it excites the biexciton directly with high probability \[199\]. However, one must remain in the linear regime as well in order not to dress the system \[207\], adding excitation-induced features. It is theoretically described by an extra Hamiltonian, already defined in 5.7 that enters in the coherent part of the master equation.

In this Section, the two-photon emission under a low continuous excitation of both types is considered, as it appears to be the optimal regime. An analytical approach at the two-photon resonance is derived, consisting in solving the effective dot dynamics and deriving the cavity properties from physical arguments. The comparison between the numerical and analytical results provides the limiting excitation before the two-photon emission is hindered by decoherence or dressed states. This analytical understanding provides optimal pumping strength and information on the differences between the two types of excitation and the limiting excitation before the two-photon emission is hindered by decoherence (incoherent excitation) or dressed (coherent excitation).

5.4.2 Numerical results

The steady state of a given density matrix $\rho$ is obtained by setting $\partial_t \rho = 0$. As we are interested in the low excitation regime, this is done numerically with a sufficient truncation in the number of photons. The characteristic experimental values are similar to the ones considered in the previous Section. Taking the exciton relaxation rate, $\gamma$, as the smallest
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parameter in the system and the biexciton binding energy, $\chi$, as the largest, which is the typical experimental situation \[151\]. In order to increase efficiency of the two photon emission, the system is in the regime of strong coupling, that is, we assume parameters in the range $\gamma \ll \kappa \ll g \ll \chi$.

As in the previous Section, in a continuously pumped the main quantities of interest—characterising the cavity emission—are the steady state mean cavity photon number $n_a = \langle a^\dagger a \rangle$ and the $Q$ Mandel factor at zero delay. The $Q$ factor quantifies bunching ($Q > 0$) and antibunching ($Q < 0$) in the emission, taking into account the available signal $n_a$. In Fig. 5.5, $Q$ and $n_a$ is plotted under weak incoherent (a) and coherent (b) excitation.

As a first step, the cavity frequency is tuned through the system, probing the different resonances. Keeping in mind the level structure of Fig. 5.1 (b), we locate the two-photon resonance (2PR) by a clear bunching peak of the $Q$-factor at $\omega_a \approx \omega_B / 2 = \omega_X - \chi / 2$ (at $-10g$ in the figures). This corresponds to the simultaneous emission of two cavity photons from $|B\rangle$ as shown in Refs. \[149, 150\]. On the other hand, at the two possible one-photon resonances (1PR), namely at $\omega_a = \omega_1 \approx \omega_X - \chi$ and $\omega_a = \omega_2 \approx \omega_X$ (at $-20g$ and 0 in the figures), the $Q$-factor drops or even becomes negative. These features, accompanied by an enhancement in the cavity emission $n_a$, especially at the 2PR, are in agreement with the properties found for an ideal device that can be prepared in the biexciton state $|B_0\rangle$ \[150\].

There are, however, some differences between this ideal case and the two types of excitation. For instance, under coherent excitation, two new two-photon resonances appear at $\omega_X - 3\chi / 4$ and $\omega_X - \chi / 4$ (at $-15g$ and $-5g$ in the figure) that we call (i) and (ii). They arise when two photons match the transitions to Raman virtual states created by the laser, close to $|G\rangle$ and $|B\rangle$, respectively, as depicted on the right hand side of Fig. 5.5. These are excitation induced resonances. They show how the cavity emission can be strongly and qualitatively affected by the laser even though it has the orthogonal polarization.

In order to analyse other more subtle issues related to the excitation, regarding efficiency, degree of simultaneity or indistinguishability of the two-photon emission at the 2PR, we carry out some approximations on the master equation and obtain analytical expressions for the cavity/dot populations and Mandel parameter ($Q$).

5.4.3 Analytical results

Let us tune the cavity to the two-photon resonance (2PR), $\omega_a \approx \omega_X - \chi / 2$, as in Fig. 5.1 (b). Here, the effective one-photon and two-photon coupling strengths are much smaller than the cavity decay rate, $g_{1P} \approx g \kappa / \chi$ and $g_{2P} \approx 4g^2 / (\sqrt{2} \chi) \ll \kappa$ \[149\]. Therefore, one can adiabatically eliminate the cavity and consider only the quantum dot effective dynamics in its reduced Hilbert space. The cavity simply provides three extra decay channels that are Purcell suppressed/enhanced, given by the rates \[150\]:

$$\kappa_{1P} = 4g_{1P}^2 / \kappa \quad \text{and} \quad \kappa_{2P} = 4g_{2P}^2 / (2\kappa). \quad (5.17)$$

The first one provides a second de-excitation channel from $|B\rangle$ to $|H\rangle$ and from $|H\rangle$ to $|G\rangle$ via the emission of one cavity photon. The second rate provides a third de-excitation channel from $|B\rangle$ to $|G\rangle$ via the emission of two cavity photons.
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![Figure 5.5: Steady state of the system under (a) incoherent and (b) coherent excitation when sweeping the cavity frequency through the different resonances. The results are exact, obtained by solving numerically the corresponding full master equation. I plot $Q$, $n_a$, $\rho_{B,H}$, and $|\rho_{B,G2}|$. With vertical guide lines I have marked the two-photon and one-photon resonances. The laser frequency in (b) is set at the two-photon resonant excitation, $\omega_L = \omega_X - \chi/2$. In this case, I also find two additional bunching peaks in $Q$, (i) and (ii), due to the two-cavity-photon resonance with virtual (Raman) states driven by the laser. Parameters: $\chi = 20g$, $\kappa = g$, $\gamma = 0.01g$, $P = 0.06g$, $\Omega_V = 0.5g$.](image)

### 5.4.3.1 Quantum dot properties

The master equation for the reduced dot density matrix $\rho$, where the cavity degree of freedom has been traced out, reads:

$$\dot{\rho} = i[\rho, H_{dot} + H_{las}] + \frac{\gamma + \kappa_1 P}{2} \left[ L_{G}\langle G | H \rangle + L_{H}|G \rangle \langle H | \right] (\rho) + \frac{\kappa_2 P}{2} L_{G}|G \rangle \langle G | (\rho) + \frac{P}{2} \sum_{i=V,H} \left[ L_{i}|i \rangle \langle G | + L_{G}|i \rangle \langle i | \right] (\rho). \tag{5.18}$$

For simplicity, the small Stark shifts induced by the dispersive coupling on the exciton and cavity frequencies can be neglected as they are of the order of $g_{1P}$, $g_{2P}$. The equations under incoherent excitation involve only the populations:

$$\begin{align*}
\dot{\rho}_{G,G} &= -2P \rho_{G,G} + \gamma \rho_{V,V} + (\gamma + \kappa_1 P) \rho_{H,H} + \kappa_2 P \rho_{B,B}, \tag{5.19a} \\
\dot{\rho}_{V,V} &= P \rho_{G,G} - (\gamma + P) \rho_{V,V} + \gamma \rho_{B,B}, \tag{5.19b} \\
\dot{\rho}_{H,H} &= P \rho_{G,G} - (\gamma + P + \kappa_1 P) \rho_{H,H} + (\gamma + \kappa_1 P) \rho_{B,B}, \tag{5.19c} \\
\dot{\rho}_{B,B} &= P \rho_{V,V} + \gamma \rho_{H,H} - (2\gamma + \kappa_1 P + \kappa_2 P) \rho_{B,B}. \tag{5.19d}
\end{align*}$$

Together with the normalization $\text{Tr}(\rho) = 1$, they provide analytical expressions, such as:

$$\begin{align*}
\rho_{H,H} &\approx \frac{P \gamma \Gamma_B + P^2 (\Gamma_B + \Gamma_H - \gamma)}{\gamma \Gamma_B \Gamma_H + 2P[\gamma (\Gamma_B - \Gamma_H) + \Gamma_B \Gamma_H]} + 3P^2 \Gamma_B + 2P^3 \xrightarrow{P \to 0} \frac{1}{\Gamma_H} P, \tag{5.20a} \\
\rho_{B,B} &\approx \frac{P^2 (\Gamma_H + \gamma) + 2P^3}{\gamma \Gamma_B \Gamma_H + 2P[\gamma (\Gamma_B - \Gamma_H) + \Gamma_B \Gamma_H]} + 3P^2 \Gamma_B + 2P^3 \xrightarrow{P \to 0} \frac{\Gamma_H + \gamma}{\gamma \Gamma_B \Gamma_H} P^2. \tag{5.20b}
\end{align*}$$
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Figure 5.6: Steady state of the system at the 2PR under (a) incoherent and (b), (c) coherent excitation as a function of the corresponding excitation rates. The quantities \( n_a, \rho_{BB}, \) and \( \rho_{HH} \) are shown. The exact numerical results appear with solid lines and the analytical approximations discussed in the text in dashed lines. The formulas for \( n_a \) and \( Q \) are a good approximation for \( P < P_{\text{lim}} \) and \( \Omega_B < \Omega_{\text{lim}} \). The maximum \( Q \) under incoherent excitation is achieved at \( P_{\text{max}} = 0.066g \), which is the parameter used in Fig. 5.5(a). The optimum \( Q \) under coherent excitation is achieved at vanishing pumping. Parameters: \( \chi = 20g, \omega_g = \omega_X - \chi/2 \). In (a), (b) \( \kappa = g \), giving \( \kappa_1P = 0.01g, \kappa_2P = 0.04g, P_{\text{lim}} = 0.5g \) and \( \Omega_{\text{lim}} = 0.63g \). In (c) \( \kappa = 0.3g \) giving \( \kappa_1P = 0.003g, \kappa_2P = 0.13g \) and \( \Omega_{\text{lim}} = 1.15g \). In (a), \( \gamma = 0.01g \). In (b), (c), \( \gamma = 0.1g \).

where \( \Gamma_B = 2\gamma + \kappa_1P + \kappa_2P \) and \( \Gamma_H = \gamma + \kappa_1P \) are the dissipation rates of levels the B and H. At vanishing pumping, we find the expected linear increase for single exciton populations and square increase for the biexciton population. In Fig. 5.6(a) we give an example of the quality of the approximation. Both the numerical exact solution of the full master equation (solid lines) and the approximated formulas (5.20) (dashed lines) are plotted for increasing excitation. They match almost perfectly for the whole pumping range. Eventually the system saturates on the biexciton state (not shown).

The equations under coherent excitation involve not only the populations but also some off-diagonal terms of the density matrix:

\[
\begin{align*}
\partial_t \rho_{GG} &= \gamma \rho_{VV} + \Gamma_H \rho_{HH} + \kappa_2 P \rho_{BB} - i \Omega_B (\rho_{V,G} - \rho_{G,V}), \\
\partial_t \rho_{GG} &= (i \frac{\chi}{2} - \gamma) \rho_{GG} + i \Omega_V (\rho_{G,G} - \rho_{V,V} + \rho_{V,B}), \\
\partial_t \rho_{BB} &= -\left( -\frac{\chi}{2} + \Gamma_H + \kappa_2 P \right) \rho_{BB} - i \Omega_V (\rho_{V,B} - \rho_{G,B}), \\
\partial_t \rho_{VV} &= -\gamma \rho_{VV} + \gamma \rho_{BB} + i \Omega_V (\rho_{V,G} - \rho_{G,V} + \rho_{V,B} - \rho_{B,B}), \\
\partial_t \rho_{BB} &= \left( -i \frac{\chi}{2} - 2\gamma + \Gamma_H + \kappa_2 P \right) \rho_{BB} + i \Omega_V (\rho_{V,V} - \rho_{BB} - \rho_{G,G}), \\
\partial_t \rho_{HH} &= -\Gamma_H \rho_{HH} + \Gamma_H \rho_{BB}, \\
\partial_t \rho_{BB} &= -\Gamma_B \rho_{BB} + i \Omega_V (\rho_{B,B} - \rho_{B,V}).
\end{align*}
\]

All off-diagonal terms involving the \( H \)-state vanish in the steady state. Including the nor-
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malization $\text{Tr}(\rho) = 1$, one obtains analytical expressions, such as:

$$\rho_{B,B} = \rho_{H,H} \approx \frac{4(2\Omega_V^2)^2}{\Gamma_B^2 + \Gamma_B(\gamma_B + \Gamma_B)\Omega_V^2 + 64\Omega_V^4},$$  \quad (5.22a)

$$\rho_{V,V} \approx \frac{4\Omega_V^2(\Gamma_B^2 + 4\Omega_V^2)}{\Gamma_B^2 + \Gamma_B(\gamma_B + \Gamma_B)\Omega_V^2 + 64\Omega_V^4},$$  \quad (5.22b)

$$\rho_{B,G} \approx -i\frac{4\Omega_V^2\Gamma_B\chi}{\Gamma_B^2 + \Gamma_B(\gamma_B + \Gamma_B)\Omega_V^2 + 64\Omega_V^4},$$  \quad (5.22c)

The behaviour at vanishing pumping is the expected one: the exciton populations increase as $\Omega_V^2$ and the biexciton population as $\Omega_V^4$. Consistently, the two-excitation off-diagonal term $|\rho_{B,G}|^2$ increases as $\Omega_V^4$. The population of the biexciton state is plotted in Fig. 5.5(b) and (c) for two different coupling strengths with the cavity, strong ($\kappa = g$) and very strong ($\kappa = 0.3g$). Again, a very good agreement between exact and approximated solutions us found. The agreement depends more critically on $\gamma$ than under incoherent excitation, the larger $\gamma$ the better the agreement. That is why it is increased from $\gamma = 0.01g$ to $\gamma = 0.1g$ in Figs. 5.5(b), (c). Of course, this means slightly decreasing the efficiency of the two cavity photon emission as compared to the total emission of the system [150]. However, in this Section we are more interested in identifying what plays a fundamental role in the dynamics under continuous excitation, in order to grasp the conditions for two-photon emission. Large pumping leads to saturation which in this case means equal population for all four dot levels, $1/4$.

Then, we are going to derive analytical expressions for $n_a$ and $Q$, in terms of the previous analytical matrix elements.

5.4.3.2 Cavity properties

In Eq. 5.8, the time-dependent cavity spectrum, $S(\omega, t)$, was split into its four main contributions. In this Section, due to the continuous source of pumping we are more interested in the steady state situation. Still in this case the separation into the main transitions of the spectra can be done:

$$S(\omega) = \frac{1}{\pi} \sum_{\alpha \in \{1,2,\text{II}\}} \left( L_\alpha \left( \frac{\gamma_\alpha}{(\gamma_\alpha)^2 + (\omega - \omega_\alpha)^2} \right) - K_\alpha \left( \frac{\omega - \omega_\alpha}{(\gamma_\alpha)^2 + (\omega - \omega_\alpha)^2} \right) \right),$$  \quad (5.23)

with $L_\alpha$ quantifies the total intensity emitted through a given transition $\alpha = |i\rangle \rightarrow |f\rangle$, from a given initial state $|i\rangle$ to a given final state $|f\rangle$. The sum of all $L_\alpha$ is the total photon mean number in the steady state:

$$n_a = \text{Tr}(\rho a^\dagger a) = \sum_{i,f} \rho_{i,f} |\langle f | a | i\rangle|^2 = L_1 + L_2 + L_1 + L_{\text{II}},$$  \quad (5.24)

in the basis of states in which the density matrix is diagonal. Due to the dispersive (weak) coupling to the cavity, one can safely assume that the dynamics never involves more than two photons and truncate the dot-cavity Hilbert space as in Fig. 5.1(b-c). Moreover, only states with no photon are significantly populated. All other states remain virtual, in the sense that
they serve as intermediate states for perturbative second order processes but never achieve a sizable population. As a result, the initial states that we should consider are not exactly $|H,0\rangle$ and $|B,0\rangle$, with zero photon, because the dispersive interaction with the cavity couples each of them weakly to states with one or two photons. The photonic components can be obtained by diagonalising the Hamiltonian in each manifold of excitation. For instance, in the manifold of two excitations, states $|B,0\rangle$, $|H,1\rangle$ and $|G,2\rangle$ interact through the non-Hermitian Hamiltonian

$$H_{2P} = \begin{pmatrix} -i\gamma & g & 0 \\ g & \chi/2 - i(\kappa + \gamma)/2 & \sqrt{2}g \\ 0 & \sqrt{2}g & -i\kappa \end{pmatrix}, \quad (5.25)$$

as shown in Fig. 5.1(b). We have added the corresponding dissipation of each level as an imaginary part to the frequency and considered the renormalization of the coupling by the number of photons involved ($g$ or $\sqrt{2}g$ for one and two-photon states, respectively). One should be aware that the use of a non-hermitian hamiltonian to introduce losses has a certain range of applicability. However, in order to obtain mean values works well.

Diagonalising this Hamiltonian to second order at large $\chi$ and $\kappa \gg \gamma$, one obtains new eigenstates that differ from the bare ones in additional small components from all the other bare states. That is, state $|B\rangle \approx |B,0\rangle$ becomes $|B_2\rangle \approx C|B,0\rangle + C_{1P}|H,1\rangle + C_{2P}|G,2\rangle$ with $|C_{1P}|^2 = 2g/\chi$ and $|C_{2P}|^2 = 2\sqrt{2}g^2/(\chi \kappa)$. Similarly, in the manifold of one excitation, states $|H,0\rangle$ and $|G,1\rangle$ interact through the non-Hermitian Hamiltonian

$$H_{1P} = \begin{pmatrix} \chi/2 - i\gamma/2 & g \\ g & -i\kappa/2 \end{pmatrix}, \quad (5.26)$$

as shown in Fig. 5.1(c). The state $|H\rangle \approx |H,0\rangle$ becomes $|H_1\rangle \approx C'|H,0\rangle + C_{1P}|G,1\rangle$. In practical terms, one must consider as initial states in Eq. (5.24) the superpositions $|B_2\rangle$ and $|H_1\rangle$, with coefficient rewritten as $|C_{1P}|^2 = \kappa_{1P}/\kappa$ and $|C_{2P}|^2 = \kappa_{2P}/(2\kappa)^2$. These results do not change within the same degree of approximation if one includes decoherence due to the incoherent pump (affecting all levels but $|B,0\rangle$) as long as $P \ll \chi$. Coherent excitation does not bring any additional decoherence.

From these perturbed initial states, there are four main possible transitions via the cavity mode (see Fig. 5.1(a)), at frequencies and with broadenings that we already described in the previous Section. The following analytical expressions for the intensities are obtained:

1) the decay from $|B_2\rangle$ to $|H,0\rangle$, gives rise to the component $L_1 = \rho_{B,B}|\langle H,0|a|B_2\rangle|^2 = \rho_{B,B}\kappa_{1P}/\kappa$,

2) the decay from $|H_1\rangle$ to $|G,0\rangle$, gives rise to the component $L_2 = \rho_{H,H}\kappa_{1P}/\kappa$,

3) the decay from $|B_2\rangle$ to $|G,1\rangle$, gives rise to the component $L_1 = \rho_{B,B}\kappa_{2P}/(2\kappa)$.

\[\text{In fact, this is an alternative way to estimate } \kappa_{1P}, \kappa_{2P}, \text{ and then } g_{1P}, g_{2P} \text{ with Eq. (5.17). The effective photonic decay rate of } |H_1\rangle \text{ is its photonic component } |C_{1P}|^2 \text{ times the associated decay rate } \kappa, \text{ etc.}\]
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(a) Incoherent excitation
(b) Coherent excitation

Figure 5.7: Analytical approximations for the two contributions to the cavity emission: from single photons, $L_1 + L_2$, and from pairs of photons, $L_1 + L_{II}$. Panel (a) corresponds to situation of Fig. 5.6(a) and panel (b) to situations of Fig. 5.6(b) and (c), plotted in solid and dashed lines, respectively.

II) the direct decay from $|G, 1\rangle$ to $|G, 0\rangle$, gives rise to the component $L_{II} = \rho_{G1,G1} |G, 0\rangle a |G, 1\rangle |^2 = \rho_{G1,G1}$. This level has a very small population in the steady state. Its dynamics under incoherent excitation reads

$$\frac{\partial}{\partial t} \rho_{G1,G1} \approx \kappa^2 P \rho_{B0,B0} - \kappa \rho_{G1,G1} - 2P \rho_{G1,G1}.$$  

(5.27)

For the success of a simultaneous two-photon state emission from $|B, 0\rangle$, the population of $|G, 1\rangle$ should remain small, keeping its virtual nature. Moreover, the photon should also be quickly emitted before incoherent pumping drives the state upwards into $|H, 1\rangle$. This means that one requires

$$P \ll P_{lim} = \frac{\kappa}{2} \quad \text{and} \quad \kappa \gg \kappa_2P.$$  

(5.28)

in order not to break the indistinguishability and simultaneity of the two emission events.

In the case of coherent excitation we set $P \to 0$. We neglect the possible dynamics of state $\rho_{G1,G1}$ due to the effective one- and two-photon effective driving to the off-resonant state $|V, 1\rangle$ and the two-photon resonant state $|B, 1\rangle$. They do not play a role as they are small in the regime of pumping where our approximations hold: $\Omega_1P \approx \Omega_V \gamma/\chi$ and $\Omega_2P \approx 2\Omega_V^2/\chi$.

In total, the cavity intensity reads:

$$n_a \approx \rho_{B,B} \left[ \frac{\kappa_1P + \kappa_2P}{\kappa} + \frac{\kappa_2P}{\kappa + 2P} \right] + \rho_{H,H} \frac{\kappa_1P}{\kappa}. $$  

(5.29)

Similarly, one can obtain the second order coherence function in two different ways,

$$G^{(2)} = \text{Tr}(\rho a a a) = \sum_{i,f} \rho_{i,i} |\langle f | a^2 | i \rangle|^2 \approx \rho_{B,B} \kappa_2P/\kappa,$$  

(5.30a)

$$\approx (L_1 + L_{II})/2 \approx \rho_{B,B} \kappa_2P \left[ \frac{1}{\kappa} + \frac{\kappa + 2P}{2} \right].$$  

(5.30b)

One can estimate them by comparing populations $\rho_{V,V}$ and $\rho_{B,B}$ in Eq. (5.22), to second order in $1/\chi$, with the occupation of a two-level system in the linear regime, given by $4\Omega^2/\Gamma$, with $\Gamma$ its decay rate.
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The two lines converge at low incoherent pumping.

5.4.3.3 Incoherent excitation

In the case of incoherent pumping, it is preferable to use the second line of Eq. (5.30) to compute $G^{(2)}$ because it incorporates the fact that the second photon in the two-photon de-excitation is less likely to be emitted due to the pumping induced transition $|G, 1\rangle \rightarrow |H, 1\rangle$ explained above. Fig. 5.6(a) shows that both $n_a$ and $Q$ calculated from Eq. (5.30b) are in good agreement with the exact solution. One may think that pumping strongly will be beneficial for our purposes as the biexciton level is more likely occupied and available for the two-photon de-excitation. However, when the pumping overcomes the cavity losses, $P_{\text{lim}} \approx \kappa/2$, the $Q$-factor drops dramatically becoming very different from the analytical result (not shown). The states that we assumed virtual are no longer so, as the pumping forces them to participate in the dynamics. The cavity intensity increases and a truncation at two photons is not appropriate. Even though the coupling is not strong enough to achieve lasing [149], the system is not anymore in the spontaneous emission regime. Finally, the decoherence and disruptive effect of the pump dominates, quenching also the cavity emission. To sum up, the two-photon mechanism that we pursue and described analytically—that is, an efficient succession of fast two-photon emissions—is washed out when $P > P_{\text{lim}}$. Remaining in the unsaturated regime of Fig. 5.6(a), the survival of the desired two-photon emission is ensured.

The $Q$-factor achieves a maximum at a pumping rate that we call $P_{\text{max}}$, marked with a vertical guideline in Fig. 5.7(a). At this point, the pumping is small enough to keep the virtual nature of $|G, 1\rangle$ and, therefore, the simultaneity and indistinguishability of the emissions. At the same time, the population of the biexciton is already clearly larger than the other states, enough for the two-photon emission to dominate. This is shown in Fig. 5.7(a) where it is compared the intensity associated to the single photon emissions, $L_1 + L_2$, with that associated to the two-photon emission, $L_{\text{II}}$. Once the small pumping that we call $P_{\text{min}}$ (where both contributions cross) is overcome, the two-photon emission dominates. Due to the fact that below $P_{\text{min}}$ the one-photon emission dominates, the $Q$ factor is zero for vanishing pumping. In the limiting case of $\gamma = 0$, the minimum pumping vanishes and the $Q$-factor is what we call $Q_0$, marked with a vertical guideline. This is shown in Fig. 5.7(b) where it is compared the intensity associated to the single photon emissions, $L_1 + L_2$, with that associated to the two-photon emission, $L_{\text{II}}$. Once the small pumping that we call $P_{\text{min}}$ (where both contributions cross) is overcome, the two-photon emission dominates. Due to the fact that below $P_{\text{min}}$ the one-photon emission dominates, the $Q$ factor is zero for vanishing pumping. In the limiting case of $\gamma = 0$, the minimum pumping vanishes and the two-photon process dominates at all pumpings, depending on the system parameters only,

$$Q_0 = \lim_{P \rightarrow 0} (\lim_{\gamma \rightarrow 0} Q) = \frac{1}{3} \frac{4g^2}{4g^2 + \kappa^2} \leq \frac{1}{3}.$$

(5.31)

Note that in this case, $Q$ still increases from $Q_0$ and reaches its maximum value at a finite $P_{\text{max}}$, as when $\gamma \neq 0$.

5.4.3.4 Coherent excitation

In the case of coherent excitation, one also finds a maximum value of excitation intensity, $\Omega_{\text{lim}}$, after which our analytical expressions do not hold, as shown in the two different examples of Fig. 5.6(b), (c). In principle, coherent excitation does not induce decoherence at high pumpings. However, passed the linear regime, it starts dressing the quantum dot four-level system, shifting the levels and changing its resonances. This becomes detrimental for our two-photon emission process. One would need to recalculate the conditions for a two-photon
resonance taking into account the dressing by the laser. A more careful analysis of the spectrum of emission (and the new peaks appearing) would then be required. Moreover, the two-photon absorption from the laser creates coherence between states \(|G⟩\) and \(|B⟩\) that may interfere with our mechanism. We already showed an example of such laser-cavity interaction in Fig. 5.5(i-ii). One can estimate \(Ω_{\text{lim}}\) as the point at which \(Ω_{2P} = κ_{2P}\), and get \(Ω_{\text{lim}} ≈ 2\sqrt{2}g^2/\sqrt{κχ}\). Similarly to the incoherent pumping case, \(Ω_V > Ω_{\text{lim}}\) also leads to a growth in the cavity emission that we cannot reproduce analytically due to the truncation of the Hilbert space at two-photons.

In contrast with the incoherent excitation, the \(Q\)-factor starts from a local maximum at vanishing pumping. The reason is that the biexciton state has always the same population as the H-state so there can be a large ratio of two versus one-photon emission for arbitrarily small pumping, depending on \(κ_{2P}/κ_{1P}\) only (always \(≫ 1\) in our examples). This is shown in Fig. 5.6(b) where two-photon process always dominates, \(L_1 + L_{II} > L_1 + L_2\). The fraction \(L_1 + L_{II}/(L_1 + L_2) = 4g^2/κ^2\) is indeed constant over the whole region. Then, one can conclude that the maximum \(Q\)-factor achieved in the region of interest (before saturation) reads

\[
Q_0 = Q_{\text{max}} = \lim_{Ω_V \to 0} = \frac{1}{2} \frac{4g^2}{4g^2 + κ^2} \leq \frac{1}{2}.
\]  

(5.32)

This puts a upper limit to \(Q\) of 1/2 in the present conditions. It also tells us that the better the system (deeper into the strong coupling regime), the higher the bunching in the linear regime, c. f. Fig. 5.6(b-c). However, one must bear in mind that the state \(|G, 1⟩\) should remain virtual in order to have simultaneous and indistinguishable emissions, and this means keeping \(κ_{2P}/κ ≪ 1\), that is, \(κ ≫ 4g^2/χ\) (equal to 0.2g in our examples).

5.5 Conclusions

In conclusion, we have presented a scheme where the biexciton is in two-photon resonance with a microcavity mode, as an efficient two-photon source, both in terms of the purity of the two-photon state and of its emission efficiency. The timescale for two-photon emission, that limits the repetition rate, is of the order of \(κ_{2P}^{-1}\) and the linewidth of the 2P peak \(\approx κ\) is determined by the cavity quality factor. The quantum character of the two-photon emission is demonstrated theoretically by a detailed analysis of all the processes involved in the biexciton de-excitation, which also allows us to find analytically the optimum conditions for its realization. We have shown that the two-photons are emitted simultaneously with no delay in the autocorrelation time. Experimentally, the ultimate proof of indistinguishability can be obtained by directing the central peak to a beam-splitter, which half of the time will separate the photon pair into two ports that can then be fed in an Hong-Ou-Mandel interferometer.

In the case of continuous excitation, we have studied the impact of both kind of excitations. Remarkably, we are able to characterize the regions for optimally generating the 2P states thanks to the analytical understanding of the problem. Further insight of them problem can be obtained by measuring time and frequency resolved correlations explained in detail in the Chapter 4 [152].
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Chapter 6

Strong-coupling between quantum emitters and surface plasmons.

6.1 Introduction

As already mentioned the introductory Chapter, surface plasmon polaritons (SPPs) have attracted a great interest very recently in the light-matter coupling community [58–60]. This interest has mainly emerged due to the enhancement of light-matter interaction (see Chapter 1 for more details). Many experiments have achieved the so-called reversible or strong-coupling (SC) regime between quantum emitters (QEs) and the SPP bath, where the EM modes and the QE are exchanging energy coherently. This foresees their application in quantum information technologies. From the theoretical point of view, SPPs of a metal surface is a paradigmatic example of a structured reservoir: due to their characteristic dispersion relationship (see Fig. 1.4), almost flat for energies around the cut-off, it is induced a very high density of modes around it.

Within the experimental and theoretical literature, it has been considered two different regimes depending on the number of QEs interacting with the SPPs. Many of the experiments work in the limit where only one QE is in the presence of a metallic structure that supports the propagation of SPPs, such as metallic nanowires [56, 61] or two-dimensional surfaces [62]. In all these experiments, the system operates within the weak-coupling (WC) regime, as no signature of reversibility is observed. However, interesting applications have been still proposed within this regime. For example, when a few emitters are placed in front of these structures, it has been predicted that the SPP modes can mediate qubit entanglement [64–66], as we show in the next Chapter.

On the other hand, many experiments work in the situation where many QEs are placed in the surroundings of a metal-dielectric interface. In this case, the emergence of SC is due to the collective enhancement of the QE-SPP coupling constant with $\sqrt{N}$, being $N$ the number of QEs. These experiments made use of different systems to play the role of QEs: ranging from organic molecules [67–70] to the excitons in quantum dots and quantum wells [71–73].

This Chapter focus on two-dimensional geometries, considering a two-dimensional metal layer of thickness $h$ as depicted in Fig. 6.1 in both the single (in (a)) and many QE limit (in (b)). In both cases, our goal is to do a thorough analysis on determining the key experimental
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Figure 6.1: (a) Schematic picture of one QE placed at a distance \( z \) from the interface with a metal film of thickness \( h \). (b) \( N \) QEs distributed in a dielectric host of width \( W \) that is separated by a distance \( s \) from a metal film of thickness \( h \).

parameters that play a role in the emergence or not the reversible dynamics. Despite both cases share the goal, the appearance of SC in each situation stems from different origins, so that we need to use different approaches for them. First in the case of many QEs, we consider them to be in a disordered homogeneous distribution, resembling the experimental conditions. This assumption implies translational invariance and conservation of parallel momentum. As a consequence, the SPP mode matching the energy of the QEs be the more relevant for the SC. On the contrary, in the single QE situation, the fixed position induced a coupling all the possible momenta and therefore the information from the whole range of SPPs energies is relevant. We study this limit with an analogue situation as the one considered in Chapter 2 for the Wigner-Weisskopf decay situation. In this approximation, the spectral density of the bath \( J(\omega) \) in the whole range of frequencies was important for determining the full dynamics of the system.

Taking into account this last observation, Chapter 6 is divided as follows: in Section 6.2, we introduce the formalism needed to deal with the single QE limit and analyze what limits the observation of reversible dynamics in this regime. Then, in Section 6.3 we adopt an open quantum system approach for the many QE situation. Here, we separate the different contributions appearing in these systems and develop an self-consistent quantum formalism for treating coherent and incoherent mechanisms on the same footing. This framework not only allows us to characterize the regions of SC, which can be qualitatively obtained semiclassically, but also settles the theory for the prediction of new plasmonic quantum phenomena. Finally, Section 6.4 summarizes main points of the Chapter.

6.2 Analysis of the single emitter configuration.

This Section is devoted to the interaction of a single QE with the SPPs of a two-dimensional metal film such as the system depicted in Fig. 6.1(a). The QE is embedded into a dielectric host that is characterized by its dielectric constant, \( \epsilon_d \), and placed on top of a thin metal film (thickness \( h \)). The metal is characterized by means of a complex dielectric function given by the following Drude formula:

\[
\epsilon_m(\omega) = \epsilon_{m,\infty} - \frac{\omega_p}{\omega(\omega + i\gamma_p)},
\]

where \( \omega_p = 9 \text{ eV} \) and \( \gamma_p = 0.03 \text{ eV} \) are the parameters for Silver [208]. In this Chapter
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the acronym QE will refer to a quantum system with discrete electronic levels, like organic molecules or quantum dots. It will be represented within a two-level system (2LS) approximation, detailed in Chapter 2, characterized by its transition frequency ($\omega_0$) and intrinsic decay rate ($\gamma_0$). The transition frequency we consider is $\omega_0 = 2\,\text{eV}$ so that we work in the optical regime. Unless stated otherwise, the dipole moment, $\mathbf{\mu}$, of the QE will be assumed to be oriented normal to the surface: $\mathbf{\mu} = \mu\hat{z}$, as this is the optimal configuration to couple to the SPP field [58].

After describing the main ingredients of the problem, we firstly make a brief review of the results that can be obtained within a semi-classical formalism where only classical Maxwell Equations are considered.

6.2.1 Green’s function formalism: Classical description.

6.2.1.1 General framework.

When a dipole is placed in front of a metallic structure, its response can be characterized by means of the so-called Green’s function formalism. The Green function defines the classical relationship between the electric field at given position $\mathbf{E}(\mathbf{r})$ and the dipole $\mathbf{\mu}$ placed at $\mathbf{r}_0$ that generates it:

$$\mathbf{E}(\mathbf{r}) = \omega^2 \mu_0 \mathbf{\mu} \hat{G}(\mathbf{r},\mathbf{r}_0) \cdot \mathbf{\mu}(\mathbf{r}_0). \quad (6.2)$$

In our problem, the dipole is placed at a distance $z_0$ above a metal surface. Thus, we just need the Green’s function in the upper half-space ($z > 0$), that consists of a sum over the free-space and the reflected contributions [58]:

$$\hat{G}(\mathbf{r},\mathbf{r}_0,\omega) = \hat{G}_0(\mathbf{r},\mathbf{r}_0,\omega) + \hat{G}_R(\mathbf{r},\mathbf{r}_0,\omega). \quad (6.3)$$

From this tensor, the classical emission properties of the dipole can also be extracted, such as its modified decay rate [58], as follows:

$$\frac{\Gamma(\omega)}{\Gamma_0} = \frac{\text{Im}\left\{\mathbf{\mu} \cdot \hat{G}(\mathbf{r}_0,\mathbf{r}_0,\omega) \cdot \mathbf{\mu}\right\}}{\text{Im}\left\{\mathbf{\mu} \cdot \hat{G}_0(\mathbf{r}_0,\mathbf{r}_0,\omega_0) \cdot \mathbf{\mu}\right\}} = 1 + \frac{6\pi}{\omega_0} \left[\mathbf{\mu} \cdot \text{Im}\left\{\hat{G}_R(\mathbf{r}_0,\mathbf{r}_0,\omega)\right\} \cdot \mathbf{\mu}\right]. \quad (6.4)$$

As we have assumed a normal orientation of the dipole, we only need the $zz$ component, which can be easily obtained from its normal mode expansion:

$$\mathbf{G}^{zz}(\mathbf{r}_0,\mathbf{r}_0,\omega) = i \frac{k^3}{4\pi \omega_0 k_z} \int dk \frac{k^3}{k_z} \left[1 - r_p(k)e^{2ik_zz_0}\right], \quad (6.5)$$

where $k$ labels the in-plane momentum ($\vec{k} = (k \cos \theta, k \sin \theta, k_z)$). The first part of the sum corresponds to the direct emission into vacuum modes, whereas the second accounts for the reflected contribution. The latter is proportional to the reflection coefficient for $p$-polarization.

---

1The dipole moment, $\mathbf{\mu}$, should not be confused with the magnetic permitivity of the medium, $\mu_0\mu_1$. 
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For a layered structure as the one shown in Fig. 6.1, the reflection coefficients is the following:

\[ r_p(k) = \frac{r_{1m} + r_{m2}e^{2ik_{m,z}h}}{1 + r_{1m}r_{m2}e^{2ik_{m,z}h}}, \]

(6.6)

with \( r_{ij}(k) \):

\[ r_{i,j}(k) = \frac{\epsilon_i(\omega)k_{z,j} - \epsilon_j(\omega)k_{i,z}}{\epsilon_i(\omega)k_{z,j} + \epsilon_j(\omega)k_{i,z}}, \]

(6.7)

where the indexes can label either one of the dielectrics (1, 2) or the metal (m). We consider for simplicity a symmetric configuration where \( \epsilon_1 = \epsilon_2 = \epsilon_d \). This implies that the SPP wavevectors perpendicular to the surface in the dielectric (metal) to be defined by:

\[ k_{1,2,z} = k_z = \sqrt{\epsilon_d k_0^2 - k^2} \]

(6.10)

and the denominator: \( 1 + r_{1m}r_{m2}e^{2ik_{m,z}h} = 0 \), determines the resonances of the SPP field of the metal layer. In a symmetric configuration, this leads to the following two equations:

\[ \epsilon_m(\omega)k_z + \epsilon_d k_{m,z} \tanh(-ik_{m,z}h/2) = 0, \]

(6.8)

\[ \epsilon_m(\omega)k_z + \epsilon_d k_{m,z} \coth(-ik_{m,z}h/2) = 0, \]

(6.9)

which define the equations for the symmetric and antisymmetric SPP modes supported by the layered structure. Although, in general, these equations have to solved numerically, there are two limits in which they can be solved analytically, namely thin and thick film limit. In particular, these are going to be the two cases that are considered for the analysis of the dynamics.

6.2.1.2 Thick film limit.

Firstly, we consider the limit where \( h \to \infty \). This implies that both hyperbolic functions in Eqs. (6.8,9) go to 1, \( r_p(k) \approx r_{1,m} \) and the symmetric and antisymmetric SPP modes coincide. This regime will be named as the thick film limit. It is the most common experimental situation and consequently the main situation of interest for this Section.\footnote{From numerical calculations (not shown), we have checked that from \( h \gtrsim 50 \text{ nm} \) the SPP resonances converge to the infinite case.} In this case, both equations lead to the well known dispersion relationship for SPPs:

\[ k_{spp}(\omega) = k_0 \sqrt{\frac{\epsilon_d \epsilon_m(\omega)}{\epsilon_m(\omega) + \epsilon_d}}. \]

(6.10)

Fig. 6.2(a) shows the SPP dispersion relationship for a dielectric with \( \epsilon_d = 1 \). It can be easily observed that the momentum of the SPP field always lies always out of the light line, \( k_{spp}(\omega) > \epsilon_d k_0 \), leading to an evanescent behavior of the SPP field into the dielectric as \( k_{1,z} \) is imaginary. Importantly, it also bends to an asymptotic value given by the condition \( \epsilon_d + \epsilon_m(\omega) = 0 \), which defines the so-called plasmon cut-off frequency. For \( \omega > \omega_{\text{cut}} \), SPPs can...
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Figure 6.2: (a) SPP dispersion relationship for \( \epsilon_d = 1 \) for the limit \( h \to \infty \) for the symmetric (dashed red) and antisymmetric (solid blue) mode. (b) SPP dispersion relationship for \( \epsilon_d = 1 \) for the limit \( h \to 0 \) for the symmetric (dashed red) and antisymmetric (solid blue) mode. In both panels the light line is plotted in dotted in black.

not be accurately defined. Its explicit expression depends of the different material parameters exposed in the previous Section and reads:

\[
\omega_{\text{cut}} = \frac{\omega_p}{\sqrt{\epsilon_d + \epsilon_m}}. \tag{6.11}
\]

Around this frequency there is a region of small group velocity \( |\partial_q \omega| \approx 0 \), which translates into a high density of modes. Therefore, this region plays a relevant role in the possible observation of reversible dynamics.

6.2.1.3 Thin film limit.

In the thin film limit, defined by \( h \to 0 \), the arguments of the hyperbolic functions in Eqs. 6.8-6.9 are very small and can be expanded by using \( \tanh(x) = x = \coth^{-1}(x) \). Thus, the equation for the symmetric mode yields an energy dispersion that lies exactly in the light line \( k^+_{\text{spp}}(\omega) = k_0 \sqrt{\epsilon_d k_0} \), as depicted in Fig. 6.2(b), whereas the equation for antisymmetric case mode reads:

\[
k^-_{\text{spp}}(\omega) = k_0 \sqrt{1 + \left( \frac{2\epsilon_d}{\epsilon_m(\omega)hk_0} \right)^2}. \tag{6.12}
\]

Both dispersion relationships are plotted in Fig. 6.2(b). It can be observed that the cut-off appears at the same frequency as for thick film limit, while, the in-plane momentum for the antisymmetric mode, \( k^-_{\text{spp}} \), is much larger. As the SPP field in the dielectric decays proportional to \( e^{-|k_z|z} \) and \( |k_z| \propto k^-_{\text{spp}} \), this translates in a higher confinement of the field. Therefore, in the thin film limit the enhanced confinement favors larger interaction strengths. The reflection coefficient can be further simplified:

\[
r_{p,h \to 0}(k) \approx \frac{-\epsilon_m(\omega)d}{\epsilon_m(\omega)k_zd + 2\epsilon_d}, \tag{6.13}
\]

which is formally the same expression that one obtains for a truly two dimensional systems as a graphene layer [209]. Once the SPP resonances of the problem for both the thick and
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thin film limit have been identified, one can extract their contribution to the decay rate of a QE as we detail in the next subsection.

6.2.1.4 Contributions to the decay rate.

It was shown in Eq. 6.4 that the decay rate of a QE can be calculated semiclassically by using the Green Function of the system: \( \Gamma(\omega) \propto \text{Im}\{G(\vec{r}, \vec{r}', \omega)\} \). In Eq. 6.5 this function was expressed as a sum over all \( k \)-modes of the system, containing then information about the different decay channels through which the energy can flow.

These channels can be classified depending on the radiative or non-radiative character. Radiative modes are characterized for showing an in-plane momentum which always inside the light line \( (k < \epsilon_d k_0) \). They are characterized for having a propagating behavior into the dielectric with \( \text{Im}\{k_z\} = 0 \). Extracting their contribution from the total Green function can be done just by limiting the interval of integration to:

\[
G_{zz}^{\text{rad}}(\vec{r}, \vec{r}', \omega) = \frac{i}{4\pi k_0^2} \int_{0}^{\epsilon_d k_0} dk k^3 \left[ 1 - r_p(k) e^{2ik_z z} \right], \tag{6.14}
\]

The other contribution comes strictly from the reflected part of the Green Function as it corresponds to non-radiative modes of the surface. They come from the modes with \( k \)'s outside the light line \( (k > \epsilon_d k_0) \) thus having an evanescent character \( \text{Im}\{k_z\} \neq 0 \). The SPP resonances of the metal film are part the non-radiative channel and if we were dealing with a lossless metal \( (\text{Im}\{\epsilon_m(\omega)\} \approx 0) \) they will be the only contribution in the evanescent region. Under this assumption, it is possible to estimate the contribution of the resonances by using a extracting SPP pole from the integral of Eq. 6.5. It can be done by using:

\[
G_{zz}^{\text{spp}}(\vec{r}, \vec{r}', \omega) = \int_{\epsilon_d k_0}^{\infty} f(k) \frac{dk}{k - k_{\text{spp}}} = i\pi f(k_{\text{spp}}) + \text{P.V.} \int_{\epsilon_d k_0}^{\infty} \frac{dk}{k - k_{\text{spp}}}, \tag{6.15}
\]

where \( f(q) \) is different for the thick and thin film limit, though in both cases can be calculated analytically. When considering small but non-negligible losses, the plasmon pole approximation can still be made but a new channel of decoherence appears. This accounts for direct excitation of electron-hole pairs in the metal which correspond to high \( k \) modes mostly relevant when the QE is placed very close to the interface.

In Fig. 6.3 the total decay rate together with its different contributions is plotted for a QE with energy \( \omega_0 = 2 eV \) and for the two limits of interest. As expected, for very small distances, \( k_0 z \ll 1 \), the ohmic losses contribution dominates (green region). This contribution scales as \( z^{-3} \) and increases the Purcell factor, defined by ratio \( \Gamma/\gamma_0 \), of the QE. In this region the QE is said to be quenched and no interesting effects are expected [18]. However, in the next Sections it is shown that this is not strictly true from an integration of the dynamics beyond the Fermi golden rule [36]. As the distance from the surface increases, this contribution becomes less relevant and the SPP channel (red region) starts to dominate. At distances around 180 nm (25 nm) for the thick (thin) metal film, the emission into the SPP channel compared with the rest –characterized by the so-called \( \beta \)-factor \( (\beta = \Gamma_{\text{spp}}/\Gamma) \)– is almost perfect. By further separating the QE, the effect of the metal surface is negligible and most energy is going into vacuum radiative modes (blue region).
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Figure 6.3: (a) Total decay rate $\Gamma/\gamma_0$ (solid black) for a QE with frequency $\omega_0 = 2\text{eV}$ as a function of its distance $z$ to a thick metal film ($h \to \infty$), together with the contribution of the three different channels: radiative (dotted blue), SPP (dashed red) and ohmic losses (dashed-dotted green). (b) Same as in panel (b) for a thin metal film ($h \to 0$).

Regarding the comparison between the thick and thin film limits, two main features can be observed due to the aforementioned higher confinement of the field as $h$ decreases. First, the Purcell ratios available are two orders of magnitude higher in the limit of $h \to 0$. Moreover, the distances to observe surface-related effects are less than 50 nm in the thin film limit due shorter penetration length of the electric field in the dielectric.

Some initial works in the field identified the regions where the SPP contribution dominates (in red) with the regions of SC [63, 210]. However there are reasons that prevent this identification. Firstly, it should be emphasized that all these semi-classical calculations have been made by using the Fermi golden rule [36, 58]. This approach is based on a second order perturbation theory, neglecting any back-action of the bath into the QE system, implying then unambiguously an irreversible decay dynamic of the QE population. Thus, this formalism is not suitable to set the conditions where SC or reversible dynamics between QE and the SPP bath occurs.

The second bottleneck appears in the separation of the contributions of the non-radiative modes. As it was pointed out, this separation is only valid if Im{$\epsilon_m(\omega)$} ≈ 0, which is not satisfied in the frequency region close to the cut-off frequency $\omega_{\text{cut}}$. The SPP losses are so big that plasmons are overdamped –propagating less than its wavelength– and the SPP resonance is not well-defined. Consequently, at these frequency region, which can be important in the study of reversibility, all the evanescent part of the fields should be taken into account as a whole. In the next Section, we will show how to do the proper treatment of these surface lossy modes in a self-consistent formalism that is able to deal with all frequency ranges.

6.2.2 Theoretical quantum framework.

In the previous Section, some difficulties due the complex dielectric function $\epsilon_m(\omega)$ in metallic systems have been highlighted. Its imaginary part takes into account the dissipation in metals and is responsible for the finite propagation length of the SPP field in the surface. In the regions where the losses are not so big, the SPP contribution can be separated from pure losses and even a canonical quantization of the SPP field can be performed [211, 212].
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inclusion, a posteriori, of the the losses can then be done within a master equation theory 213 (more details in this Chapter).

However, a proper quantization with a complex permittivity is not a trivial issue as Maxwell equations cannot be obtained from a Lagrangian in this case. Thus a straightforward canonical quantization is not possible. The alternative is to assume that dissipation is linear and that it can be modeled by coupling the EM field of the SPPs to an additional bath of harmonic oscillators, which represents the ohmic losses. Importantly, the system and bath can be cast to a total Lagrangian and consequently this allows the quantization of the EM field in dispersive media 214.

To apply this quantization to complex geometries, the theory can be conveniently reformulated in terms of the Green’s tensor of the classical problem 215–217. The usefulness of this approach can be appreciated by looking at a key result, the quantum expansion of the electric field:

\[
\vec{E}(\vec{r}, \omega) = i \sqrt{\frac{\hbar}{\pi \epsilon_0 c^2}} \int d^3 \vec{r}_1 \sqrt{\text{Im}[\epsilon_m(\omega)]} \hat{G}(\vec{r}, \vec{r}_1, \omega) \hat{f}(\vec{r}_1, \omega). \tag{6.16}
\]

Here, the electric field can be expanded in normal modes where the coefficients are given by the Green’s function of the classical field. These normal modes of the combined EM field and the dispersive media are represented by the bosonic creation (annihilation) operators \(\hat{f}(\vec{r}, \omega)\) (\(\hat{f}(\vec{r}, \omega)\)). Due to the dispersive character of the media, the resulting combined SPP+losses operators have to be space and frequency dependent \(\hat{f}(\vec{r}, \omega)\). They obey the commutation relation \([\hat{f}(\vec{r}, \omega), \hat{f}(\vec{r}_1, \omega_1)] = \delta(\omega - \omega_1) \delta(\vec{r} - \vec{r}_1)\). We use \(\epsilon_0\) to denote the vacuum permittivity and \(c\) the speed of light. Finally, \(\hat{G}(\vec{r}, \vec{r}_1, \omega)\) is the dyadic Green’s function of the classical field defined as 58

\[
\left[ \nabla \times \nabla \times - \frac{\omega^2}{c^2} \epsilon_m(\omega) \right] \hat{G}(\vec{r}, \vec{r}_1, \omega) = I \delta(\vec{r} - \vec{r}_1). \tag{6.17}
\]

Therefore, within this formalism the quantum fields Eq. (6.16) are determined by the classical Green’s function, Eq. (6.17). The Green’s tensor also has the following interesting property:

\[
\int d^3 \vec{x} \text{Im}[\epsilon_m(\omega)] \hat{G}(\vec{r}, \vec{x}, \omega) \hat{G}^*(\vec{x}, \vec{r}_1, \omega) = \text{Im}[\hat{G}(\vec{r}, \vec{r}_1, \omega)] \tag{6.18}
\]

that is useful for calculations. The dispersive field Hamiltonian is then given by :

\[
H_f = \int d^3 \vec{r} \int_0^\infty d\omega \omega \hat{f}(\vec{r}, \omega) \cdot \hat{f}(\vec{r}, \omega). \tag{6.19}
\]

In order to define the interacting hamiltonian between a quantum emitter and the dispersive electromagnetic field, it is useful to divide the electric field in the real space: \(\vec{E}(\vec{r}) = \vec{E}^-(\vec{r}) + \vec{E}^+(\vec{r})\). Here, \(\vec{E}^\pm(\vec{r})\) represents the annihilation/creation operator that is defined by:

\[
\vec{E}(\vec{r}) = \int_0^\infty d\omega \vec{E}(\vec{r}, \omega), \tag{6.20}
\]
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where \( \vec{E}(\vec{r}, \omega) \) has been already defined in Eq. 6.16. With this definition, the interaction Hamiltonian between the quantum emitter and the electromagnetic field in the dielectric-absorbing medium interface becomes:

\[
H_{\text{int}} = -\vec{\mu} \cdot \vec{E}(\vec{r}_0, \omega) \sigma^\dagger + \text{h.c.},
\]

where \( \vec{r}_0 = (\vec{R}_0, z_0) \) is the position of the QE. With this Hamiltonian, the dynamic of the problem is fully determined. However, the complicated functional form of the \( \vec{f}(\vec{r}, \omega) \) makes them operationally difficult to deal with, limiting its applicability to simple problems.

6.2.3 Characterization of Strong-Coupling.

6.2.3.1 Wigner-Weisskopf approach: spectral densities.

Once we have introduced the theoretical quantum framework to deal with absorbing media, the goal of this Section is to study the possibility of finding reversible dynamics between the QE and the SPP modes. A standard approach to define the regions of reversibility is to study the so-called Wigner-Weisskopf problem, already sketched in Chapter 2. First, the QE is assumed to be initially in its excited state, \( |e, 0_\omega\rangle \), and only subject to the interaction with the bath. Then, if the emitter decays irreversibly, the system is said to be in weak-coupling (WC). In the case some reversibility appears (manifested in oscillations in the excited state population), the system is said to be strong-coupling (SC) or subject to a non-markovian decay.

Let us consider the Wigner-Weisskopf problem for the complete Hamiltonian given by:

\[
H = H_0 + H_f + H_{\text{int}}.
\]

As a result of the rotating-wave approximation, it conserves the number of excitations, the overall-system state ansatz:

\[
|\Psi(t)\rangle = C_e(t) |e, 0_\omega\rangle + \int d\vec{r} \int d\omega C_1(\vec{r}, \omega; t) |g, 1_{\vec{r}; \omega}\rangle,
\]

where \( \vec{f}^{(1)}(\vec{r}, \omega)|g, 0_\omega\rangle = |g, 1_{\vec{r}; \omega}\rangle \). Using the non-local operators \( \vec{f}^{(1)}(\vec{r}, \omega) \) of Section 6.2.2 and the expression 6.18 it is straightforward to arrive to the following integro-differential equation for \( C_e(t) \):

\[
\dot{C}_e(t) = -\int_0^t K(t - t_1)C_e(t_1)dt_1,
\]

with the initial condition \( C_e(0) = 1 \) and being the excited state population \( n_{\sigma}(t) = |C_e(t)|^2 \). The so-called kernel of this integro-differential equation is given by:

\[
K(\tau; z_0) = \int_0^\infty d\omega J(\omega; z_0)e^{i(\omega_0 - \omega)\tau},
\]

The naming of these oscillations appearing due to the interaction with structured reservoirs is not unified within the literature. In this Chapter, we use the terms reversible dynamics, strong-coupling or non-markovian decay interchangeably.
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where $J(\omega; z_0)$ is the so-called spectral density of the metal-dielectric system, which is obtained from the total Green function of the system:

$$J(\omega; z_0) = \frac{\omega^2}{\pi \epsilon_0 c^2} \cdot \text{Im}[\hat{G}^*(\vec{r}_0, \vec{r}_0, \omega)] \cdot \mu.$$  \hspace{1cm} (6.25)

The spectral density contains information of both the coupling, $g(\omega)$, and the density of modes of the bath, $\rho(\omega)$, which determines the whole dynamics of the system. When it is smooth enough around $\omega_0$, one can approximate in Eq. 6.24 $J(\omega; z_0) \approx J(\omega_0; z_0)$ and then:

$$K(\tau; z_0) \approx \Gamma(\omega_0) \frac{\delta(\tau)}{2} + i \text{P.V.} \int_0^\infty d\omega J(\omega; z_0) e^{i(\omega_0 - \omega)\tau},$$  \hspace{1cm} (6.26)

with $\Gamma(\omega_0) = 2\pi J(\omega_0)$. Then, it is straightforward to integrate the integro-differential equation arriving to an irreversible exponential decay of the excited state population of the QE $n_{\sigma}(t) = e^{-\Gamma(\omega_0)t}$. The principal value part gives the well-known Lamb-shift of the QE energy and it is irrelevant for the discussion of this Chapter, we embed it in the definition of $\omega_0$. Assuming the $J(\omega)$ to be smooth is related to the so-called Born-Markov approximation [25], which consists of neglecting any memory effect from the bath. This approximation is also implicit in the use of the Fermi Golden rule, so that all the approaches give formally the same results in this limit. However, in order to be fully sure that this condition is satisfied, one should integrate exactly the integro-differential equation. Before going into the complete problem metal-dielectric problem, let us review a particularly relevant example that helps to understand subsequent results.

- **A case of common interest: pseudo-mode spectral density.**

In this Section we study a simplified problem but insightful problem. Let us assume that the QE interacts with a bath with the same coupling constant at all frequencies, namely $g$, and whose density of modes is peaked at frequency $\omega_a$ with a Lorentzian profile of width $\gamma_a$. The spectral density, $J(\omega) = g^2(\omega), \rho(\omega)$, of the bath reads:

$$J_{pm}(\omega) = \frac{g^2}{\pi} \frac{\gamma_a/2}{(\gamma_a/2)^2 + (\omega - \omega_a)^2}. \hspace{1cm} (6.27)$$

This equation describes the spectral density of the so-called pseudo-mode, that describes e.g. the physics of the coupling to a cavity mode. The spectral density energy dispersion is given by $\gamma_a$ and represents the loss rate of the pseudo-mode. The spectral density’s height is directly proportional to $g^2$, that measures the efficiency of the coupling with the QE. The kernel in this case admits an analytical solution:

$$K_{pm}(\tau) = g^2 e^{-\gamma_a \tau/2} e^{i \Delta \tau}, \hspace{1cm} (6.28)$$

where $\Delta = \omega_a - \omega_0$ is the detuning between the pseudo-mode and the QE energy. In this case the problem admits an analytical solution by going to the Laplace space, where the integro-differential equation can be easily integrated:
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\[ sC_e(s) = -K_{pm}(s)C_e(s) + 1 \rightarrow C_e(s) = \frac{1}{s + K_{pm}(s)}. \] (6.29)

Then, it is possible to go back to the real space and find a lengthy but analytical solution for \( C_e(t) \). Importantly, the behavior of the dynamics is determined by some exponentials of the form \( e^{iRt} \), where \( R \) is the so-called Rabi frequency, which can be written as follows \( R = \sqrt{g^2 - (\gamma_a + i2\Delta)^2}/16 \). It can happen that the QE has some intrinsic losses which are not decaying through the pseudo-mode. Still, they can be described within this framework as follows:

\[
\dot{C}_e(t) = -\int_0^t K(t - t_1)C_e(t_1)dt_1 - \frac{\gamma_a}{2}C_e(t),
\] (6.30)

then, they also appear within the Rabi frequency, which is written in its definite form:

\[
R = \sqrt{g^2 - \left(\frac{\gamma_a - \gamma_a + 2i\Delta}{4}\right)^2}.
\] (6.31)

Within this model, SC is usually defined at resonance \[109\]: when the coupling \( g \) is bigger than the intrinsic losses of the system \( (\gamma_a, \gamma_\sigma) \), \( R_{\Delta=0} \in \mathbb{R} \) and the system is said to be in SC. In the opposite situation, when \( R_{\Delta=0} \) is purely imaginary, the system shows an irreversible decay with a modified lifetime given by:

\[
\Gamma_{WC}(\Delta = 0) = \gamma_\sigma + \frac{4g^2}{\gamma_a}.
\] (6.32)

When the two modes are out of resonance, i.e., \( \Delta \neq 0 \), SC is not well defined. In this case, there is always be some \( \text{Re}R \neq 0 \), which yields some oscillatory behavior in the population. The visibility of the oscillations depends of both the losses and the detuning. The intrinsic losses of the modes, which damp the oscillations, set the time scale \( (\gamma_a^{-1}, \gamma_\sigma^{-1}) \) at which these oscillations are visible. Nevertheless, even in the absence of losses the visibility of the oscillations is attenuated by the detuning. In fact, an analytical expression for the visibility can also be obtained:

\[
V = \frac{1}{1 + \left(\frac{\Delta}{\sqrt{2g}}\right)^2},
\] (6.33)

which can be controlled through the ratio \( \Delta/\sqrt{2g} \). The meaning of this visibility parameter is very intuitive as it basically corresponds to the amplitude of the oscillations of the populations, i.e., when \( V = 1 \) the system exhibits complete oscillations from 0 to 1.

As a last remark, we would like to emphasize that there is an implicit assumption in the starting interaction Hamiltonian that sets a limit to the validity of these results. In the interaction Hamiltonian from Eq. \[6.21\], the counter-rotating terms appearing in the
dipolar coupling have been neglected. This can be done as long as the coupling constant satisfies: $g \ll \omega_0 + \omega_0$, usually named as Rotating Wave Approximation \cite{218}. When $g$ is comparable to these magnitudes, new effects appear due to the counter-rotating terms \cite{218}, which start to be noticeable approximately when $g \gtrsim 0.1\omega_0$.

- **Spectral densities for the thick and thin metal film.**

Let us now focus on the system of interest: a QE interacting with the mode(s) appearing at the metal-dielectric interface. From the general expression of the spectral density of Eq. 6.25 and Green’s functions obtained in Section 6.2.2 for the thick and thin metal film limits, it is straightforward to get the spectral density of the complete bath. In Fig. 6.4, the spectral densities of the two limits are plotted for different QE separations to the interface, $z$. Some useful information can be extracted for this plot:

- In both cases the spectral density is peaked around $\omega_{\text{cut}}$ (around 3.55 eV for the $\epsilon_d = 1$ chosen). At these frequencies, the energy dispersion relationship is almost flat which leads to a high-density of modes at the surface. This high-density of modes makes that in spite of being extremely lossy modes, they still play a relevant role for the possible observation of reversible dynamics. The intuitive picture is that their slow group velocity allows them to interact with the QE before propagating far from it.

- For both limits (thin and thick metal films), there are three effects that appear when the separation of the QE to the surface increases: firstly, the maximum of the peak moves to lower frequencies, which is favorable for the observation of SC as QEs energies usually lie in the optical regime (around 2 eV). However, two harnessing effects appear at the same time: the bigger spreading of energies increases and the height of the peak decreases.

- Finally, by comparing the thick and thin films one can see that the spectral density is one order of magnitude higher in the film limit than for the thick film. However, thin films also result in a bigger spectral width, yielding a higher loss rate. The smallest dispersions in energies appear at small separations from the surface, and are of the order of approximately 0.1 eV and 0.5 eV for the thick and thin film limit respectively.

The next step is to separate the different contributions to the spectral density as we did in Section 6.2.1.4. It is possible to isolate the radiative contribution by taking only the contribution of the traveling modes in the $k$-integral contributing to the complete spectral density. By doing so, it is obtained a background to the total spectral density, $J_{\text{rad}}(\omega) \propto \omega^3$. Thus, the peak structure stems solely from the surface evanescent modes, that we denote as $J_{\text{nr}}(\omega)$. Unfortunately, the SPP contribution can not be extracted from the plasmon pole approximation, as it fails for the relevant frequencies close to the cut-off, $\omega_{\text{cut}}$. Therefore, in order to be consistent one should not divide the contribution from the evanescent mode, but just consider them as a whole\footnote{Only, when the frequency region close to the cut-off is not important, which happens for big enough separations $z$, the separation of the SPP contribution from $J_{\text{nr}}(\omega)$ can be made.}.\footnote{1}
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Figure 6.4: (a) Total spectral density for a thick metal film a dielectric $\epsilon_d = 1$ and dipole frequency $\omega_0$ for four different separations $z$ to the metal surface. Inset: Fitting to a pseudo-mode spectral density for the $z = 5nm$. (b) Same as in (a) for the thin film limit.

As a last remark, let us highlight that the thick film limit and small distances, $k_0z << 1$, the non-radiative spectral density can be accurately approximated by the one of a pseudo-mode: $J_{nr}(\omega) \approx J_{pm}(\omega)$, as shown in the inset of Fig. 6.4(a). From this fitting, one can extract the parameters $(g, \gamma_a)$ to study the conditions of reversibility as explained in the last subsection. The background of radiative modes is responsible of a finite modified lifetime, $\gamma_0$, for the QE. For the thin-film limit there is an asymmetry at the cut-off frequency that makes the fitting not very accurate. However, the kernel is very similar to the one of a pseudo-mode of Eq. 6.28 and an approximate extraction of the parameters can be made.

6.2.3.2 Analysis of the dynamics.

As mentioned in the introduction of this Chapter, the have been several approaches to study reversibility in single QE-SPP system that always relied in important approximations. In a first approach, the SC conditions for the one-dimensional SPP modes of cylindrical waveguides \cite{63, 210} were defined based on a separation of the different contributions as we showed in Section 6.2.2. According to their criterion, the system operates in SC as long as $\Gamma_{spp} > \Gamma_{rad} + \Gamma_{rad}$. However, from a straightforward analysis of the Wigner-Weisskopff theory, it is easy to prove that this criterion flaws: the dynamics is fully determined by the $\Gamma$’s only if the dynamics is irreversible. More accurate approaches, taking into account the whole frequency range appeared \cite{219}. They assume $\text{Im}[\epsilon_m(\omega)] = 0$, and do the full integration of the dynamics. However, this assumption is quite relevant as they are taking out one of the fundamental ingredients in metallic systems. In a first attempt, we used the the full spectral density \cite{220}, but using an approximated method, (Time-Convolutionless approach), for the numerical integration of the master-equation. The time-convolutionless method \cite{25} consists of transforming the integro-differential equation into a set of linear differential equations that are straightforwardly solved.

In this Section, we perform a more complete approach for these kind of systems. The analysis relies only in one reasonable assumption, that is to separate the radiative background from the contribution of the evanescent modes. The radiative modes give a certain modified lifetime to the emitter, $\gamma_\sigma = 2\pi J_{rad}(\omega_0)$. The peak structure from the surface modes is the only possible source of reversibility of the system and can not be treated perturbatively.
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Figure 6.5: (a) & (b) Coupling and losses parameters extracted from a pseudo-mode approximation for a dipole with $\omega_0 = 2$ eV, embedded in a dielectric with $\epsilon_d = 1$ and with separations $z = 5$ nm and 20 nm respectively. The real part of the Rabi frequency is also plotted in solid black to identify the regions of WC, SC and USC.

if the emergence of SC is to be studied. The integro-differential equation obtained from Eq. 6.23 obtained and this assumptions is:

$$
\dot{C}_e(t) = -\int_0^t K_{nr}(t-t_1)C_e(t_1)dt_1 - \gamma_\sigma \sigma C_e(t).
$$

The solution of this Equation and the observation or not of oscillations is the only way of determining the emergence of reversibility. However, in order to give a more visual estimate of the regions of SC, in terms of the parameters of the system (e.g., $\gamma_0$ or $z$), we make use of the fact that in most of the regions of interest, the non-radiative spectral density, $J_{nr}(\omega)$, or its kernel, can be very well fitted to the one of a pseudo-mode. From this fitting, we are able to extract $g, \gamma_a$, which together with $\gamma_\sigma$, allowing us to define a SC criterion in terms of the Rabi frequency defined in Eq. 6.32.

Thick film limit. In Fig. 6.5, the situation for a dielectric with $\epsilon_d = 1$ and a QE with two different separations ($z = 5$ nm, 20 nm) from the metal surface is analyzed. In panels (a)-(b), the evolution of the relevant parameters for SC: $g, \gamma_a, \gamma_\sigma$, extracted from the pseudo-mode approximation is plotted. Also the real part of the Rabi frequency (in resonance) is shown in solid black line, as it is good criterion for determining the onset of SC. Notice that a third region has also been included characterized by the values of $g \gtrsim 0.1\omega_0$. This region corresponds to a set of parameters in which the rotating wave approximation implicit in the starting Hamiltonian is not valid. In order to describe properly this region, usually named as ultra SC (USC), one should include the counter-rotating terms before obtaining the integro-differential equation. Even though this limit is a noteworthy limit that should be explored, it is beyond the scope of this Thesis. Thus, for the numerical integration of Eq. 6.34 we restrict ourselves only to regions where our formalism is still adequate.

Panel 6.5(a) corresponds to a situation where $z = 5$ nm. Due to the high enhancement of the field at this distance, the $\gamma_0$’s where SC emerges are of the order of $\mu$eV, which is within the state-of-art of current QE parameters. In fact, it quickly reaches the USC region where our description is not valid. For $z = 20$ nm, we already showed in Fig. 6.4(a), that the
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Figure 6.6: Panel (a): Dynamics of the excited state QE population, with $z = 5 \text{ nm}$, embedded in a dielectric with $\epsilon_d = 1$ in front of a thick metal film for different $\gamma_0$'s as specified in the legend. Panel (b): Same as in panel (a), but for a dielectric with $\epsilon_d = 11$.

Figure 6.7: (a) & (b) Coupling, losses parameters extracted from a pseudo-mode approximation for a dipole with $\omega_0 = 2 \text{ eV}$, with separation $z = 5 \text{ nm}$ and a dielectric $\epsilon_d = 11$. The real part of the Rabi frequency is also plotted in solid black to identify the regions of WC, SC and USC.

spectral density is around two order of magnitude smaller. Thus, the SC emerges for higher values of $\gamma_0$ (> 0.1 meV) that start to be beyond the currently available QE parameters. In Fig. 6.6(a), we show the results of the numerical integration of Eq. 6.34 for $z = 5 \text{ nm}$ and increasing values of $\gamma_0$'s. It can be observed how the visibility of the oscillations increases with $\gamma_0$, due to the increase of $g$. As the QE energy and the peak of the spectral density are highly detuned, the onset of the oscillations is not abrupt. The oscillations increase their visibility as $g$ increases its value, as shown in Eq. 6.33. Due to the high detuning even in the regions of SC, the visibility of the oscillations is small.

Once we have identified the detuning as such a determinant factor to observe a reversible decay in the QE population, let us look for alternative ways to decrease it. A straightforward way of decreasing $\Delta$, and consequently favor the observation of oscillations, is to use different QEs with higher energy. However, we can also keep fixed the QE energy and lower the cut-off energy. As we showed in Eq. 6.11 that $\omega_{\text{cut}} \propto 1/\sqrt{\epsilon_d}$, then by embedding the QE into a dielectric with higher $\epsilon_1$, the cut-off frequency decreases and so does the energy where the plasmon peak appears in the spectral density.
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As an example in Fig. 6.7 we consider the case of a dielectric with \( \epsilon_d = 11 \), similar to the one of Si, which yields \( \omega_{\text{cut}} \approx 2.2 \text{ eV} \). Then we study the same cases \((z = 5, 20 \text{ nm})\) as in Fig. 6.5. In panels (a) and (b), we show the results from extracting the parameters from a pseudo-mode approximation. As the higher dielectric constant has the effect of damping more the electric field, the onset of SC emerges at higher \( \gamma_0 \)'s. For \( z = 5 \text{ nm} \), they still lie into the available state of art parameter, whereas for \( z = 20 \text{ nm} \) again are a bit beyond. As a consequence, the window where SC appears is even smaller than for the \( \epsilon_d = 1 \) case. In order to illustrate the consequences of using a higher dielectric in the visibility of the oscillations, in Fig. 6.6(b), the QE excited state population is plotted for QE-metal distance of \( z = 5 \text{ nm} \). By using the same \( \gamma_0 \)'s than for the \( \epsilon_d = 1 \) case, we can see how the oscillations are more clearly resolved in high refractive dielectric. The main drawback is the that higher losses damp the oscillations faster than in the \( \epsilon_d = 1 \) situation.

**Thin film limit.** As explained in Section 6.2.1, decreasing the lateral size of the film induced a larger confinement of the antisymmetric mode. This can already be seen when the spectral density plotted in Fig. 6.4(b), through the observation of a higher peak than for the thick film limit case. In principle, this behavior is favorable for SC observation. The enhancement of the antisymmetric moed is done at expense of increasing its losses. This is also reflected in the larger spread of energies of the SPP peak which results in stronger dissipation in the metal.

In order to study the effect of this competition in the observation of reversible dynamics, in Fig. 6.8 we consider the case of a very thin metal layer \((h = 2 \text{ nm})\) for a fixed separation \((z = 2 \text{ nm})\) with two different dielectric surroundings: \( \epsilon_d = 1 \) in (a) and \( \epsilon_d = 11 \) in (b). For both of cases, the higher interaction strength makes the \( \gamma_0 \)'s required for SC to be lower. On the other hand, the higher losses diminish the window of \( \gamma_0 \)'s to observe SC under the rotating wave approximation. In the case of \( \epsilon_d = 11 \), the window is so small that it completely quenches the possibility of observing any complete oscillation (dynamics not shown) within our rotating wave approximation, only observing the deviation from the exponential decay at very small times.

From this study, one can conclude that the beneficial effect of increasing interaction achieved by decreasing the size of the film is not enough to compensate for the higher losses associated to it.

6.3 Analysis of the many emitters configuration.

In the previous Section we concluded that the observation of reversible dynamics between a single single QE and the SPPs of a two-dimensional metal-dielectric interface is very challenging. The main reason for this was that the complete evolution is governed by the coupling to all the possible \( k \)'s. Moreover, the one with a higher density of modes correspond the most lossy ones. Very attractive proposals are based on decreasing the size of the metallic surface by using metallic nano particles [59], combine metal structures with layered dielectrics to form the so called Tamm Plasmon [221, 222] or the use of plasmonic resonators [223].

Apart from these alternatives, which are technologically demanding, the experimental efforts have been mainly devoted to two-dimensional systems like the one treated in the previous Section, but where many QEs interact with the SPP field [67, 73, 224]. The typical
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Figure 6.8: (a) & (b) Coupling, losses parameters extracted from a pseudo-mode approximation for a dipole with $\omega_0 = 2\, eV$ for a thin metal film, with separation $z = 2\, nm$ and a dielectrics $\epsilon_d = 1$ and $\epsilon_d = 11$ respectively. The real part of the Rabi frequency is also plotted in solid black to identify the regions of WC, SC and USC.

Figure 6.9: Open Quantum system perspective of the system of $N$ emitters interacting with the SPP field of a two-dimensional metal-dielectric interface. The rest of the elements, namely the vacuum radiative modes and the ohmic modes will be treated perturbatively within a master equation descriptions.

experimental scheme is depicted in Fig. 6.1(b): a layer of thickness $W$ with $N$ QEIs embedded in a given dielectric (with $\epsilon_2$) is placed in front of a metal surface, separated by another empty layer (which can have another dielectric constant $\epsilon_2$) to avoid quenching. For simplicity, we use a symmetric situation with $\epsilon_1 = \epsilon_2 = 1$ and, in order to reproduce the common experimental condition, a thick metal film ($h \gtrsim 40\, nm$).

The advantages of this configuration are two-fold: first, the collective coupling stems from a momentum-conservation in the QE-SPP interaction. This selection rule imposes a one-to-one coupling between the QE and the SPP having the same momentum. Secondly, the collective coupling benefits from the well-known $\sqrt{N}$ factor appearing when $N$ 2LS are interacting with a common mode. During this Chapter, we are mainly interested in the optical regime, where the energy of the QEIs is around $2\, eV$. This corresponds to a region where $\text{Im}\{\epsilon_m(\omega)\} \approx 0$. This allows us to separate the contributions to $J(\omega)$ that we were not able to do in the previous Section. This separation allows us to adopt a open quantum system perspective, like the one sketched in Fig. 6.9 to deal with this problem.
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We presented in Section 6.2.1 that when a QE is placed in the vicinity of a metal surface, it can decay into three different channels \[225\]: excitation of SPPs that propagate along the metal surface, radiation of photons into the far field and dissipation through ohmic losses in the metal. In the optical regime, the ohmic dissipative bath and vacuum radiative modes can be considered as a perturbation to the QE-SPP dynamics. Their effect is basically to induce a modified lifetime for the QE and SPP. Therefore, it is useful to adopt an open quantum system perspective which consists of treating these two elements perturbatively as dissipation mechanisms. The QE-SPP interaction, however, is treated within a hamiltonian description. During this Section, we explain how to describe properly metallic systems within this approach and detail the results that can be obtained from it.

6.3.1 Theoretical framework: the open quantum system approach.

Following the ideas sketched before, we detail how to adopt an open quantum system perspective for metallic system. This approach separates the complete systems into several subsystems, which in this case are: the ensemble of QEs, the ubiquitous vacuum radiative modes, the SPP bath and the ohmic losses in the metal\footnote{This separation into different subsystems can be done here because in the optical regime \( \text{Im}\{\epsilon_m(\omega_0)\} \approx 0 \). This is sufficient condition which justifies the separation of the ohmic losses and the SPPs.}

In principle, the different baths are connected to each other as shown in Fig. 6.9 and their description can be done within a Hamiltonian description by considering the full hamiltonian of the system. However, the large number of degrees of freedom that one needs to take into account makes this approach intractable. Moreover, our main interest is the possibility of observing reversible evolution between the QE ensemble and the SPP. Thus, this is the kind of situations is where the open quantum system formalism appears to be very useful. Following the steps of Chapter 2: we consider the combined QEs and SPPs subsystems as the system of interest, and the rest of the baths were treated perturbatively. The former will be described within a hamiltonian description, whereas the latter will be traced out and its information will be included in the formalism through the appropriate Lindblad terms.

6.3.1.1 Hamiltonian description.

This Section is devoted to establishing the hamiltonian description of the system of interest: QEs+SPPs. The ensemble of QEs will be modeled as a a collection of \( N \) 2LS embedded in a dielectric host of thickness \( W \) that is placed on top of the metal surface. A spacer layer (thickness \( s \)) is placed between the dielectric host and the metal surface. To resemble the typical experimental configuration, the volume distribution of QEs is assumed to be distributed in \( N_L \) layers with \( N_s \) QEs each \( (N = N_L \times N_s) \), such that their positions are defined by \( \vec{r}_i = (R_i, z_i) \), with \( i = 1, ..., N \). Assuming the same transition frequency for all the emitters, \( \omega_i = \omega_0 \), the Hamiltonian for the \( N \) QEs reads:

\[
H_0^N = \sum_{j=1}^{N_L} \sum_{i=1}^{N_s} \omega_0 \sigma_{i,j}^\dagger \sigma_{i,j}.
\] (6.35)

Assuming that \( \text{Im}\{\epsilon_m(\omega)\} \approx 0 \), the two-dimensional SPP field can be quantized by using the standard procedure of canonical quantization reviewed in Chapter 2, now applied for 2D...
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fields. The normal modes of Maxwell equations are found for a quantization area \( A \) and then replaced by the creation and destruction operators of the 2D EM field, \( a_k \) and \( a_k^\dagger \), where \( \vec{k} \) indicates the in-plane momentum of the EM field. This procedure leads to the following expression for the quantized EM field \[211, 212, 226\]:

\[
\vec{E}(\vec{R}) = \sum_{\vec{k}} \frac{\omega(\vec{k})}{2\epsilon_0 A} \vec{u}_k(z) a_k e^{i\vec{k} \cdot \vec{R}},
\]  
(6.36)

where the vector \( \vec{u}_k(z) \) is given by:

\[
\vec{u}_k(z) = \frac{1}{\sqrt{L(\vec{k})}} e^{-k_z z} (\hat{u}_k + i\frac{|\vec{k}|}{k_z} \hat{u}_z).
\]  
(6.37)

Here, \( \hat{u}_z \) (\( \hat{u}_k \)) is the unit vector in the \( z \) (in-plane) direction and \( k_z \) is the vertical component of the momentum in the dielectric medium, \( k_z = \sqrt{k^2 - \epsilon_d k_0^2} \), with \( k_0 = \omega/c \). \( L(\vec{k}) \) is the “effective length” of the mode, that is chosen so that the EM energy of the mode is normalized \[211, 212\]:

\[
L(\vec{k}) = \frac{\pi}{2} \frac{\epsilon_m(\omega) - \epsilon_d}{\sqrt{\epsilon_d \epsilon_m(\omega) |k(\omega)|}} \left[ \epsilon_m(\omega) + \epsilon_d(1 + \omega \frac{d\epsilon_m(\omega)}{d\omega}) \right].
\]  
(6.38)

The Hamiltonian of the quantized SPP field is then given:

\[
H_{EM} = \sum_{\vec{k}} \omega(\vec{k}) a_k^\dagger a_k^\dagger,
\]  
(6.39)

where \( \omega(\vec{k}) = \omega(k) \) represents the dispersion relationship of the SPP field.

The interaction Hamiltonian is obtained from the classical EM interaction energy between the dipole moment of the ensemble of QEs, \( \vec{\mu}(\vec{r}) = \sum_{j=1}^{N_L} \sum_{i=1}^{N_s} \vec{\mu}_i \delta(\vec{R} - \vec{R}_i) \delta(z - z_j)(\sigma_{i,j} + \sigma_{i,j}^\dagger) \), and the 2D EM field:

\[
H_{int} = \int d\vec{r} \vec{\mu}(\vec{r}) \cdot \vec{E}(\vec{r}).
\]  
(6.40)

Making use of the expression of the quantized SPP field (Eq. 6.36), the following Hamiltonian for the dipolar interaction is obtained within the rotating wave approximation \( (g_{\vec{\mu}}(\vec{k}) \ll \omega_0, \omega(\vec{k})) \):

\[
H_{int}^N = \sum_{\vec{k}} \sum_{j=1}^{N_L} \sum_{i=1}^{N_s} g_{\vec{\mu}}(\vec{k}; z_j) a_k^\dagger \sigma_{i,j}^\dagger e^{i\vec{k} \cdot \vec{R}_i} + a_k^\dagger \sigma_{i,j} e^{-i\vec{k} \cdot \vec{R}_i},
\]  
(6.41)

where the coupling constant is now given by:

\[
g_{\vec{\mu}}(\vec{k}; z_j) = \sqrt{\frac{\omega(\vec{k})}{2\epsilon_0 L(\vec{k})}} e^{-k_z z_j} \vec{\mu} \cdot (\hat{u}_k + i\frac{|\vec{k}|}{k_z} \hat{u}_z).
\]  
(6.42)
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The dependence of \( g_{\vec{\mu}; z_j} \) with \( z_j \) is dictated by the decay length of the SPP in the z-direction via \( k_z \). In Fig. 6.10 we plot the evolution of \( g_{\vec{\mu}; z_0} \) with frequency for two possible orientations of the dipole: parallel to the momentum \( \vec{k} \) and perpendicular to the metal surface. In both cases, these couplings are evaluated for QEs characterized by \( \gamma_0 = 0.1 \text{meV} \), which is a typical value for the QEs used in the experiments [67–73, 224]. As shown in Fig. 6.10 the coupling constant between the QE and the SPP mode is larger for the perpendicular orientation, as \( k_z \) is always smaller than \( |\vec{k}| \). The so-called \( \beta \)-factor (the fraction of the radiation emitted by the QE that goes to the SPP modes) is also larger for the perpendicular orientation [see panel (b) of Fig. 6.10]. However, it is important to note that \( g_{\vec{\mu}; z_j} \) is maximum at \( z_j = 0 \) [see Eq. 6.42] instead of being where \( \beta \) is maximum.

The complete hamiltonian for the system can then be written as:

\[
H^N = \sum_{j=1}^{N_L} \sum_{i=1}^{N_s} \omega_0 \sigma_{i,j}^{\dagger} \sigma_{i,j} + \sum_{k} \omega(\vec{k}) a_{\vec{k}}^{\dagger} a_{\vec{k}} + \sum_{j=1}^{N_L} \sum_{i=1}^{N_s} g_{\vec{\mu}( \vec{k}; z_j )} a_{\vec{k}}^{\dagger} \sum_{j=1}^{N_L} \sum_{i=1}^{N_s} \frac{\sqrt{A}}{\sqrt{N_s}} (a_{\vec{k}}^{\dagger} \sigma_{i,j}^{\dagger} e^{i \vec{k} \cdot \vec{R}_i} + a_{\vec{k}}^{\dagger} \sigma_{i,j} e^{-i \vec{k} \cdot \vec{R}_i}).
\]  
(6.43)

From the structure of the interaction part of this hamiltonian, a collective mode of the \( N_s \) emitters in each \( j \)-layer can be written as:

\[
D_{j,q}^{\dagger} = \frac{1}{\sqrt{N_s}} \sum_{i=1}^{N_s} \sigma_{i,j}^{\dagger} e^{i q \cdot \vec{R}_i}.
\]  
(6.44)

The inverse transformation can be obtained by making use of the relation: \( \sum_q e^{iq \cdot (\vec{R}_i - \vec{R}_j)} = N_s \delta_{ij} \), yielding the following expression for the \( \sigma_{i,j} \) operators:

\[
\sigma_{i,j}^{\dagger} = \frac{1}{\sqrt{N_s}} \sum_q D_{j,q} e^{-i q \cdot \vec{R}_i}.
\]  
(6.45)

In terms of these new collective mode operators \( D_{j,q} \), the interaction Hamiltonian can be
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Figure 6.11: Panel (a): Randomly distributed ensembles of QEs in a two-dimensional areas $A = L^2$ with different number of QE: $N = 10, 10^2, 10^3$ and $10^4$. Panel (b): Two-dimensional structure factor, $S(\vec{k} = (k, k)) = S(k)$, for the disordered distributions of QE of Panel (a). The different colors correspond to the different number of QE: $N = 10$ (black), $10^2$ (red), $10^3$ (blue) and $10^4$ (green).

written as:

$$H_{int}^N = \sum_{\vec{k}, \vec{q}} \sum_{j=1}^{N_s} \sum_{i=1}^{N_s} \frac{g_{ji}(\vec{k}; z_j)}{N_s} \sqrt{n_s} S(\vec{k} - \vec{q}) a_{\vec{k}j} D_{\vec{q}i}^\dagger + H.c$$

where $n_s = \frac{N_s}{A}$ is the surface density of emitters and $S(\vec{k})$ the structure factor of the distribution of QEs in each layer defined as follows: $S(\vec{k}) = \frac{1}{N_s} \sum_{i=1}^{N_s} e^{i\vec{k} \cdot \vec{R}_i}$. For the case of a completely homogeneous distributions this can be rewrite it as:

$$S(\vec{k}) = \int d\vec{r} \rho(\vec{r}) e^{i\vec{k} \cdot \vec{r}}$$

where $\rho(\vec{r})$ represents the density of emitters. The discrete definition is recovered with $\rho(\vec{r}) = \frac{1}{N_s} \sum_{i} \delta(\vec{r} - \vec{R}_i)$. In the case $N \gg 1$, where the distribution of emitters can be considered homogeneous $\rho(\vec{r}) = \rho_0$, then one can obtain analytical solutions for the structure factor in terms of the Bessel function,

$$S(k) = \rho_0 \int_0^L dr J_0(kr)$$

that has an dispersion in $k$'s: $\Delta k \propto 1/L$, with $L^2 = A$. Thus, the quantization needs to be large enough in order to ensure the $k$-conservation. The dependence of $S(\vec{k})$, for a fixed direction $\vec{k} = (k, k)$, on the number of QEs is shown in Fig. 6.11. The numerically computed structure factor has been plotted for a random distribution of different number of QEs. For $N \gtrsim 100$ disordered QEs, the structure factor is well approximated by its homogeneous shape. The experimental conditions reported so far allow us to consider $S(\vec{k})$ to be peaked at $\vec{k} = 0$,
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i.e. \( S(\vec{k} - \vec{q}) \approx \delta_{\vec{k}, 0} \). Within this approximation, the interaction Hamiltonian simplifies to:

\[
H_{int}^N = \sum_{\vec{k}} \sum_{j=1}^{N_L} g_{\vec{\mu}}(\vec{k}; z_j) \sqrt{n_s} (a_{\vec{k}} D_{j, \vec{k}}^\dagger + a_{\vec{k}}^\dagger D_{j, \vec{k}}).
\]  

(6.49)

One can now define a collective mode of the whole ensemble of QEs by summing over layers:

\[
D_{\vec{k}}^\dagger = \frac{1}{g_{\vec{\mu}}^N(\vec{k})} \sum_{j=1}^{N_L} g_{\vec{\mu}}(\vec{k}; z_j) D_{j, \vec{k}}^\dagger.
\]  

(6.50)

In order to make this transformation unitary, \( g_{\vec{\mu}}^N(\vec{k}) \) should be defined as:

\[
g_{\vec{\mu}}^N(\vec{k}) = \sqrt{\sum_{j=1}^{N_L} |g_{\vec{\mu}}(\vec{k}; z_j)|^2}.
\]  

(6.51)

Assuming a continuum of layers in the z-direction with total thickness \( W \), becomes:

\[
g_{\vec{\mu}}^N(\vec{k}) = \sqrt{n \int_{s}^{s+W} dz |g_{\vec{\mu}}(\vec{k}, z)|^2},
\]  

(6.52)

where \( n = N_s N_L / (AW) \) is the volume density of emitters. Finally, the total Hamiltonian for the collective mode \( D_{\vec{k}}^\dagger \) can be written as \( H^N = \sum_{\vec{k}} H_{\vec{k}}^N \), with:

\[
H_{\vec{k}}^N = \omega_0 D_{\vec{k}}^\dagger D_{\vec{k}} + \omega_{\vec{k}} a_{\vec{k}}^\dagger a_{\vec{k}} + g_{\vec{\mu}}^N(\vec{k})(a_{\vec{k}} D_{\vec{k}}^\dagger + a_{\vec{k}}^\dagger D_{\vec{k}}).
\]  

(6.53)

This hamiltonian can be easily diagonalized through the following unitary transformation:

\[
L_{\vec{k}} = x_{\vec{k}} D_{\vec{k}} + c_{\vec{k}} a_{\vec{k}},
\]

(6.54)

\[
U_{\vec{k}} = -c_{\vec{k}} D_{\vec{k}} + x_{\vec{k}} a_{\vec{k}}
\]

(6.55)

which energies will determine the energy dispersion of the dressed states of the systems, namely the QE-SPP polaritons. The amplitudes of the so-called Hopfield coefficients \( |x_{\vec{k}}|^2, |c_{\vec{k}}|^2 \) determine the ratio that each polariton contains of each mode. With this the hamiltonian can be rewritten:

\[
H_{\vec{k}}^N = \sum_{\vec{k}} \omega_{LP}(\vec{k}) L_{\vec{k}}^\dagger L_{\vec{k}} + \omega_{UP}(\vec{k}) U_{\vec{k}}^\dagger U_{\vec{k}} \omega(\vec{k}).
\]  

(6.56)

The hamiltonian as written in Eq. 6.53 is one of the main results of this Section, as it allows an quantum treatment of the coherent coupling between an ensemble of N QEs and SPPs. When evaluating the coupling constant for a momentum \( \vec{k} \), \( g_{\vec{\mu}}^N(\vec{k}) \), there is no need to rely on fitting parameters and it can be calculated from first principles, as shown below. Notice that this interaction conserves the total momentum of the system composed of the supermode of QEs and the SPP.
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**Figure 6.12:** Panel (a): Coupling constant, $g^N(W)$, for separations $s$ ranging from 1 to 50nm and for parallel, perpendicular and isotropic orientations of the QEs with $\gamma_0 = 0.1$ meV. Panel (b): Collective mode losses, $\gamma_{Dz}(W)$, for isotropic orientation of the QEs and the same parameters as Panel (a).

In order to do a quantitative analysis of the possibilities of SC in these systems, Fig. 6.12(a) shows the effective coupling constant $g^N$ evaluated at $\vec{k}(\omega_0)$ for a density of emitters $n = 10^6 \mu m^{-3}$ (of the order of the volume densities used in the experiments) as a function of $W$ and for different values of the spacer width. The coupling constant depends on the orientation of the QE dipoles. Here we render the two limiting cases (all dipoles oriented perpendicularly or parallel to the metal surface) as well as an isotropic average over these two orientations. Two main conclusions can be extracted from this figure. First, $g^N$ depends strongly on $W$ but saturates for thick enough films. This saturation is due to the exponential dependence of $g_{\mu}$ on $z$, related to the spatial decay of the SPP mode, and, therefore, is determined by the dielectric environment of the metal film ($\epsilon_1$ and $\epsilon_2$). Second, the dependence on the widths of the spacer layer is not very strong.

Another term appearing in the experiments that should be included within the Hamiltonian description is a possible source coherent excitation. The most common experimental configurations is a coherent excitation with a laser field acting on the SPPs. The SPP in-plane momentum lies out of the light line, so it can not couple directly to the laser. Then, in order to excite them with a laser, some element should be added to take the extra momentum, e.g. a prism or some other periodical structure. It can be proven [226] that this process preserves the coherence of the laser, so that it can then be described by:

$$H_L^L(t) = \Omega_{\vec{k}}(a_{\vec{k}}e^{i\omega_Lt} + a_{\vec{k}}^\dagger e^{-i\omega_Lt})$$

in which $\Omega_{\vec{k}}$ measures the intensity of the laser field and $\omega_L$ is the operating frequency of the laser.

### 6.3.1.2 Reservoir description.

So far, we have focused on the Hamiltonian part of the system. In order to complete the description, the effect of the reservoirs, i.e., the vacuum radiative modes and ohmic losses of the metal, should be included within a perturbative approach. The standard approach consists of tracing out the degrees of freedom of these baths to obtain a Markovian master equation for a density matrix, $\rho(t)$, that describes the evolution of our system (QE-SPP). Following the steps described in Chapter 2, one can obtain the corresponding Lindblad operators for
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each degree of freedom as depicted in Fig. 6.9. Recalling the general expression of a Lindblad term associated with operator $c$ is $\mathcal{L}_c[\rho] = (2c\rho c^\dagger - c^\dagger c\rho - \rho c^\dagger c)$, the density matrix satisfies:

$$\dot{\rho} = i[\rho, H] + \sum_{j=1}^{N_c} \sum_{i=1}^{N_s} \frac{\gamma_\sigma(z_j)}{2} \mathcal{L}_{\sigma_{i,j}}[\rho] + \sum_k \gamma_{ak}/2 \mathcal{L}_{ak}[\rho].$$

(6.58)

Here $\mathcal{L}_\sigma[\rho]$ takes into account the QE’s losses, i.e., the coupling of the QE to all EM modes other than SPPs. Thus $\gamma_\sigma(z_j) = (1 - \beta(z_j))\Gamma(\omega_0)$, with $\Gamma(\omega_0)$ is the total decay rate of the system as obtained in the previous Section. In the master equation, $\mathcal{L}_{ak}[\rho]$ accounts for SPP losses and the SPP decay rate $\gamma_{ak}$ can be calculated from the SPP propagation length, $L_{\text{SPP}}$, and group velocity, $v_g$ as $\gamma_{ak} = L_{\text{SPP}}/v_g$. This SPP lifetime increases as the frequency approaches the SPP cut-off frequency, being around 30 meV for $\omega = \omega_0 = 2$ eV.

By using the collective mode description we obtain the decay rate of the $D_\vec{k}$:

$$\sum_{j=1}^{N_c} \sum_{i=1}^{N_s} \frac{\gamma_\sigma(z_j)}{2} \mathcal{L}_{\sigma_{i,j}}[\rho] \to \sum_k \frac{\gamma_{D\vec{k}}}{2} \mathcal{L}_{D\vec{k}}[\rho] + [\ldots],$$

(6.59)

where each layer contributes according to $g^N_{\vec{k}}(k,z)$:

$$\gamma_{D\vec{k}} = \frac{n}{|g^N_{\vec{k}}(k)|^2} \int_s^{s+W} dz \gamma_\sigma(z)|g^N_{\vec{k}}(k,z)|^2.$$ 

(6.60)

6.12(b) shows this value for the case of an isotropic distribution of QEs as a function of $W$ and for different spacer thickness. As a general rule, one can see that, excepting the case with $s = 1$ nm, the value of $\gamma_{D\vec{k}}$ is generally in order of $\gamma_0$, with a very small dependence on $W$. This proves that this dissipative mechanism does not play a significant role as it is negligible compared with other decoherence process, e.g., SPP losses. Only in the case of a very thin spacer ($s = 1$ nm), the $\gamma_{D\vec{k}}$ acquires a considerable value due to the high decay rate into the ohmic losses. Fortunately, for thick enough layers, the average makes that this value decreases again to values below the SPP losses.

For completeness, one should be aware that due to the inhomogeneity in the coupling and $\gamma_\sigma(z_j)$ in the different layers, on top of the $k$-diagonal Lindblad term a new term appears in the transformation of Eq. (6.59):

$$[\ldots] = \sum_{\vec{k},\vec{k}'} \frac{\gamma_{\vec{k}\vec{k}'}}{2} (2D_{\vec{k}}^\dagger \rho D_{\vec{k}'}^\dagger - D_{\vec{k}}^\dagger D_{\vec{k}'}^\dagger \rho - \rho D_{\vec{k}}^\dagger D_{\vec{k}'}).$$

(6.61)

This Lindblad term incoherently connects our bright state at $\vec{k}$, with the reservoir of dark states of different $\vec{k}$’s. The contribution of these dark states leads to an inhomogeneous broadening [227], that will be more important the more inhomogeneous the couplings and $\gamma_\sigma(z_j)$ are. As $|\gamma_{\vec{k}\vec{k}'}/\zeta \gamma_{D\vec{k}}$, and we have shown that this value is small compared to other energy scales in the problem, we are going to neglect this contribution of Eq. (6.61) as a first approximation to the problem. To minimize this effect, one should work with thinner QE layers, so that the couplings and decay rates are similar in all the QEs.

Finally, as most of the experiments has been done with organic molecules at room temperature, to be as close to the experimental situation, we also include in the description the
existence of vibro-rotational molecular states. These additional degrees of freedom within
the QE can be incorporated into the 2LS model by means of pure dephasing mechanisms,
characterized by a dephasing rate, $\gamma_\phi$, and introduced into the master equation via also a
Lindblad term, $\gamma_\phi/2 \mathcal{L}_{D_\mathbf{k}} [\rho]$ as shown in previous Chapters of this Thesis. For this Chapter,
we take a $\gamma_\phi = 40 \text{ meV}$ \cite{228}, which is a typical value at room temperature for the organic
molecules used to observe SC between N QEs and SPPs.

Finally, we introduce the incoherent counterpart of the excitation with a laser field. In
some situations, the excitation is not done resonantly with a laser. Sometimes it is convenient
to use an off-resonant excitation at a different $\mathbf{k}'$. From there, the system incoherently relaxes
to the $\mathbf{k}$ of interest, e.g. through the $\gamma_{\mathbf{k},\mathbf{k}'}$ mechanisms. As a first approximation to the
problem, let us not consider about the microscopic description of this source of excitation,
but just introduce it through a phenomenological pumping rate $P_{\mathbf{k}}$ via an incoherent Lindblad
term $\sum_{\mathbf{k}} P_{\mathbf{k}} \mathcal{E}_{D_{\mathbf{k}}} [\rho]/2$.

6.3.2 Characterization of the Strong-Coupling regime.

Once we have described all the ingredients of the experiment and we have a suitable for-
malism that self-consistently takes into account all of them, let us identify the key elements
determining the emergence of SC in QE-SPP systems.

6.3.2.1 Bosonization of the collective modes operator.

So far, we have not made any assumptions on the collective modes $D_{\mathbf{k}}$ or $D_{j,\mathbf{k}}$, just imposed
that the different transformations should be unitary. At this point, it is useful to recourse to
the Holstein-Primakoff approximation already detailed in Chapter 3. In the low-excitation
regime, the ensemble of QEs behaves collectively as an harmonic oscillator without saturation
because there are many QEs to fill in with excitations. Mathematically, the Holstein-
Primakoff approximation is usually defined by the following transformation \cite{108}:

$$D_{\mathbf{k}}^\dagger = X_{\mathbf{k}}^\dagger \sqrt{1 - \frac{X_{\mathbf{k}} X_{\mathbf{k}}}{N}}, \quad (6.62)$$

where $X_{\mathbf{k}}$ is an operator that satisfies the bosonic commutation relationships: $[X_{\mathbf{k}}, X_{\mathbf{g}}^\dagger] = \delta_{\mathbf{k},\mathbf{g}}$. The term of the square root takes into account the saturation effects due to the fermionic
behaviour of the constituents of $D_{\mathbf{k}}$. In the linear regime, when the excitation is very low
($(X_{\mathbf{k}} X_{\mathbf{k}}) \ll N$), then $X_{\mathbf{k}} \approx D_{\mathbf{k}}$ and therefore the Hamiltonian to lowest order is given by:

$$H_N^{(0),\mathbf{k}} = \omega_0 X_{\mathbf{k}}^\dagger X_{\mathbf{k}} + \omega_{\mathbf{k}} a_{\mathbf{k}}^\dagger a_{\mathbf{k}} + g\mu_N(\mathbf{k})(a_{\mathbf{k}} X_{\mathbf{k}}^\dagger + a_{\mathbf{k}}^\dagger X_{\mathbf{k}}), \quad (6.63)$$

This is the regime where the experiments usually operates. Thus, the lowest order hamil-
tonian succeed to reproduces most of the experimental signatures observed in experiments
which are related to “one-excitation” properties: spectra, intensities,... as we will detail in
the next subsection. However, the effect of neglecting the saturation, which is implicit in this
semi-classical approximation, has strong consequences in other properties that characterize
the statistic of the system, i.e. $g^{(2)}(\tau)$.  
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In order to include saturation effects to first order, one can go to the next order by expanding the square root, obtaining two extra terms in the Hamiltonian:

\[ H_N^{(1),k} = H_N^{(0),k} - \frac{\omega_0}{N} X_k^\dagger X_k^\dagger X_k + \frac{g_N^\mu(k)}{2N} (a_k X_k^\dagger X_k^\dagger X_k + a_k^\dagger X_k^\dagger X_k^\dagger X_k). \] (6.64)

Both terms in the sum induce a non-linear behavior. Their main effects are:

- The first term moves the energy of the exciton mode. When the system is in SC its effect is to shift the energy of both polariton branches. A similar non-linear term can arise also from other mechanisms such as exciton Coulomb interaction [229]. So as to be as general as possible, we use the notation \( U_X \), and consider that it can stem from different origins.

- The second term effectively decreases the splitting between the polariton modes. It defines a critical number of excitations where the splitting is completely destroyed. By doing the factorization: \( a_k X_k^\dagger X_k^\dagger X_k \approx a_k X_k^\dagger (X_k^\dagger X_k) \), one can easily find that: \( \langle X_k^\dagger X_k \rangle_{\text{sat}} = 2N \).

As \( g_N^\mu(k) \lesssim 0.1 \omega_0 \), as a first approximation we focus on the effect of the first term and neglect the second one, being aware of the upper bound introduced by \( \langle X_k^\dagger X_k \rangle_{\text{sat}} \).

### 6.3.3 Identifying SC through one-excitation properties.

In most situations, the number of active QEs, \( N \), is large so that the non-linear term, \( U_X \), can be neglected. Thus, in this Section, we consider results to first order in the Holstein-Primakoff approximation, \( H_N^{(0),k} \). In order to do a quantitative analysis of the SC in these systems, we consider a typical experimental situation where the SPP are excited through a laser field that fixes the \( \vec{k} \) and then study the absorption/reflectivity spectrum by moving \( \omega_L \).

We self-consistently compute the dynamics of the system by means of the following master equation:

\[ \dot{\rho}_{\vec{k}} = \frac{i}{\hbar} [\rho_{\vec{k}}, H_N^{(0),k} + H_L^k] + \frac{\gamma_X}{2} L X_k^\dagger X_k + \frac{\gamma_{a_k}}{2} L a_k^\dagger a_k + \frac{\gamma_{a_k^\dagger}}{2} L X_k^\dagger X_k. \] (6.65)

By solving the master equation for \( \vec{k}_0 = \vec{k}(\omega_0) \), \( \rho_{\vec{k}_0} \) can be found to be proportional to \( \exp(iRt) \) where \( R \) is the so-called Rabi splitting at resonance:

\[ R = \sqrt{|g_N^\mu(\vec{k}_0)|^2 - (\gamma_X_{\vec{k}_0} + \gamma_\phi - \gamma_{a_{\vec{k}_0}})^2/16}. \] (6.66)

Then, following the standard notation, we will say that our hybrid system is within the SC regime when the imaginary part of the Rabi splitting is zero. In Fig. 6.13(a), it is plotted the evolution of \( R \equiv R_r + iR_i \) with volume density \( n \) for an ensemble of \( N \) QEs whose dipoles are oriented isotropically. For very low densities (for this set of parameters, \( n < 2 \times 10^3 \mu m^{-3} \)), \( R \) is a purely imaginary number and, therefore, the system operates in the WC regime. This density threshold, \( n_t \), is mainly controlled by \( \gamma_\phi \) and \( \gamma_a \) as \( \gamma_\phi, \gamma_a \gg \gamma_D \) for this set of decay rates. Notice that as \( \gamma_\phi \) decreases exponentially when lowering the temperature [228], so that
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Figure 6.13: (a) Real (solid black) and imaginary (red dashed) parts of the Rabi splitting at resonance for dipoles oriented isotropically, $R_{iso}$, as a function of $n$ for the geometrical parameters: $s = 1 \text{ nm}$ and $W = 500 \text{ nm}$ and $\gamma_a = 40 \text{ meV}$. (b) Polariton population (see main text) of a distribution of QEs as a function of $k$, with the same geometrical parameters as in panel (a) and with $\Omega_k = 0.1g^N$. The volume density in this case is $n = 10^9 \mu m^{-3}$.

$n_t$ is expected to be limited only by $\gamma_a$. For high enough densities ($n \approx 10^5 - 10^8 \mu m^{-3}$, typical densities in the experiments [69]), $R_r$ (the so-called vacuum Rabi splitting) is dominated by the coupling constant $g^N$ as $g^N \gg \{\gamma_D, \gamma_a, \gamma_0\}$ and $R_r \approx g^N$. As this coupling constant scales as $\sqrt{n}$, so does $R_r$, as observed in the experiments.

The decoherence mechanisms are responsible for the threshold density that determines the onset of SC. From the analysis of the decoherence mechanisms, we can give a few hints about what are the optimal conditions to observe SC:

- From all the decoherence mechanisms analyzed, the most important one appears to be the pure dephasing induced by vibro-rotational states of the molecules. The only way to reduce its importance is to lower the temperature of the experiments which has been shown to reduce the dephasing of the molecules in orders of magnitude [228].

- The second most important ingredient are the SPP losses. They depend both on the material properties and the operating frequency of the QEs. The former is difficult to optimize as silver is already of less lossy metallic systems available. The only alternative is to look for QEs with smaller energies or use low temperatures where they are also expected to decrease considerably [223].

- Regarding the QEs losses, we have shown that these can be optimized very easily. A spacer of around 10 nm is enough to lower them to almost its intrinsic value ($\gamma_0$). The only important issue is to use thin QE layers so that the QE losses are homogeneous to avoid the incoherent coupling of the bright state with the reservoir of the dark states. The latter should compete with the fact that the thicker the layer, the bigger the coupling constant is.

Finally, within this formalism, it is also possible to evaluate the absorption spectra. This is the magnitude usually measured in experiments. It is proportional to the polariton populations, $\langle L_k^\dagger L_k \rangle + \langle U_k^\dagger U_k \rangle$, which is what we show in Fig. 6.13(b). There, we can observe the anti-crossing between the flat band at $\omega_0$ associated with the collective mode of the $N$ QEs and the dispersive band of the SPPs.
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6.3.4 Outlook: predicting quantum phenomena beyond the semi-classical description.

Even though the results of the previous Section are obtained from a microscopic description of the interaction Hamiltonian, a semi-classical description of the problem would give qualitatively similar results. However, more interesting properties related to the statistics of the system, such as the second order correlation function \[230\], are not well described by a classical approach.

The most common experimental experimental situation is to excite resonantly the SPPs and then either study the reflected light coming from them or to collect the light from the QEs. In this Section, we consider the latter situation in which the dynamics of the system is studied through the statistics of the light emitted from the QEs collective mode. The second-order coherence function of this mode is defined as:

\[
g^{(2)}(\tau) = \lim_{t \to \infty} \frac{\langle X^\dagger_k(t)X^\dagger_k(t+\tau)X_k(t) \rangle}{\langle X^\dagger_kX_k(t) \rangle^2}
\]

As we have extensively seen during this Thesis, this magnitude is of paramount importance in quantum optics as it distinguishes between classical/quantum systems. In particular, the fact that the light emitted from a system exhibits antibunching, defined by \(g^{(2)}(0) < 1\), proves that the system is quantum as antibunching can never appear within a semi-classical description.

In Fig. 6.14(a), this magnitude is studied for different pumping configurations in a situation where dephasing is negligible (low temperature experiments). For incoherent pumping (in dashed green), the magnitude starts always in \(g^{(2)}(0) = 2\) and displays some oscillations due to SC dynamics, but one can not infer whether the nature is quantum. For the case of a coherent pumping on the SPP field (dashed blue line), the system acquires the same statistics as the laser, \(g^{(2)}(\tau) = 1\), which is still of classical nature.

The quantum nature of the problem appears when one includes an element which so far we have been neglecting: the QE-QE interaction discussed when we did the bosonization of the collective mode. Without focusing on its origin, which can be due either to saturation or Coulomb interaction \[231\], it can be described as a first approximation through an effective non-linear hamiltonian: \(H_{nl} = \sum_k U_X(X^\dagger_kX_k)^2\), where \(U_X\) describes the strength of the non-linearity. Interestingly, the combination of this non-linear term and coherent pumping can lead to antibunching conditions \(g^{(2)}(0) < 1\) (see Fig. 6.14(b)), that is the smoking gun of quantum phenomena. We finally note that pure dephasing hinders the observation of antibunching (calculations not shown), so the optimal configuration to observe quantum effects in this systems will be at low temperatures.

In the contour plot of Fig. 6.14(b), we have also included the dependence of \(g^{(2)}(0)\) with the laser frequency \(\omega_L\). Remarkably, a slight detuning of the laser can help to increase the antibunching effect. For example, for \(U_X = 5\, meV\) when a value \(g^{(2)}(0) \approx 0.9\) is obtained for \(\omega_L = \omega_0\), a slight detuning decreases the value below to 0.8. Although the values of the non-linearities are not usually very high, this might be a useful hint for the experimentalist in order to look for antibunching in these systems. Another interesting property is the appearance of three different minima for antibunching. The ones appearing at the polariton energies \(|\omega_0 - \omega_L| \approx g^N\) are due to the fact that both polariton modes are affected by the
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Figure 6.14: (a) Second order coherence dynamics $g^{(2)}(\tau)$ for different experimental configurations: incoherent pumping with $U_X = 0$ (dashed green), coherent pumping with (dotted blue) and coherent pumping with $U_X = 5 \text{ meV}$ and $\omega_L \approx \omega_0$ (solid black). The geometrical parameters are the ones of Fig. 6.13. Panel (b): Contour plot of $g^{(2)}(0)$, for the coherently pumped situation as a function of detuning $(\omega_0 - \omega_L)$ and non-linearity $U_X$. The color code is blue for $g^{(2)}(0) < 1$, white for $g^{(2)}(0) = 1$ and red for $g^{(2)}(0) > 1$. Panel (c) corresponds to two cuts of the contour plot with $U_X = 1 \text{ meV}$ (dashed red) and $U_X = 5 \text{ meV}$ (solid black).

non-linearity and thus are effectively anharmonic oscillators, whereas the one in the center which appears at the energy of the bare modes ($\omega_L \approx \omega_0$) is due to the intrinsic non-linear behaviour of the bare mode $X_{\vec{k}}$ at this frequency.

6.4 Conclusions.

To summarize, in the first part of the Chapter, we use a suitable formalism to deal with absorbing media. We have studied the conditions under which reversible dynamics between a single QE and SPPs at metal-dielectric interfaces can be observed. We have identified the key parameters which determine both the emergence and the visibility of the oscillations in the excited-state QE population. Both the thick and thin metal film limits have been presented. The use of high refractive index dielectric is favorable to resolve oscillations with an optical QE as it moves the cut-off frequency to the optical regime. The larger confinement achieved in the thin film limit does not help due to the unavoidable increase of losses in this regime.

Then, in the second part, we have presented a self-consistent quantum formalism to study the phenomenon of SC between QEs and propagating SPPs in two-dimensional metal surfaces. Based on this formalism, we are able to:

- Obtain the critical density where SC emerges for a given geometry and distribution of QEs.
- Determine the optimal geometrical parameters that maximize SC.
- Predict experimental configuration where purely quantum phenomena can be observed.

The results show that, for experiments carried out at room temperature, QE and SPP losses play a minor role in the emergence of SC. The competition between QE-SPP coherent
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coupling and pure dephasing mechanisms determines the strength of the phenomenon in this case. Additionally, the development of this general quantum framework paves the way for studying and predicting new interesting quantum applications for this type of hybrid plasmonic systems as, for example, the preparation of squeezed and entangled states of polaritons or the design of quantum memories of light [232].
Chapter 7

Two-qubit entanglement mediated by plasmons.

7.1 Introduction

In the previous Chapter, we studied in detail the limitations of surface plasmon polariton (SPP) to achieve strong-coupling regime in the single quantum emitter (QE) limit, observing that in most of the situations the QE in the presence of SPPs will be operating in the weak-coupling or Purcell regime. In principle, this seems a huge limitation for developing quantum computation and information applications with SPP’s as most of their protocols are based in unitary dynamics [7] where decoherence only plays a negative role.

One requirement of quantum computation is the possibility of building two-qubit gate which needs some interaction between the qubits. The current proposals rely either on generating coherent unitary evolution by the coupling of the two QEs to a common cavity mode [15, 144, 233] or to a guided mode [234, 235] to generate the coherent unitary evolution.

However, it has recently been proposed a new paradigm of quantum computation which uses decoherence as a useful resource [20, 236]. The idea consists of engineering the coupling of the systems playing the role of qubits and their baths, so that the dissipative dynamics drives the system into the one needed for the quantum computation. It has been inspired in the concept of Decoherence-free subspaces [237, 244] which are set of states disconnected from the bath dynamics, which therefore does not suffer from decoherence. Implementation of such ideas has shown their tremendous potential demonstrating entanglement generation between atomic ensembles [23, 245].

There are several ways of building such decoherence free subspaces, namely through the common interaction with a EM field. Many structures have been proposed to do it, ranging from photonic crystal cavities [143, 216] and waveguides [247, 248], photonic nanowires [249], and dielectric slot waveguides [250]. A crucial requirement for such devices is the enhancement of the EM field, leading to a large Purcell factor, defined as the decay rate of the emitter in the presence of the structure normalized to the decay rate in vacuum. Electric field intensification is favored by a tighter confinement of the EM modes.

Here it is where metallic waveguides, supporting SPP modes, appear as ideal candidates to outperform the aforementioned systems. The interaction between QEs and SPP, has
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Figure 7.1: Two qubits separated a horizontal distance $d$ are positioned at a vertical distance $h$ from the bottom of a channel/cylindrical waveguide in panels (a) & (b) respectively. The plasmon modes supported by the structure mediate the electromagnetic interaction between the qubits.

already been used to control decay rate [251], angular directionality [252], and energy transfer [253, 254]. In Chapter 1, it was shown that since the seminal experiments proving single plasmon emission from a plasmonic nanowaveguide [56] coupled to a single QE, there has been a lot of theoretical [63, 210] and experimental efforts in this direction proving a finer control of the coupling [61], detection at the single quanta of excitation limit [255, 256].

In this Chapter, the possibilities of generating entanglement between two QEs linked by a one-dimensional plasmonic waveguide (PW) in the optical regime will be explored [64, 66, 257]. It is done in both a spontaneous emission configuration and for stationary situation where an steady-state is reached with the help of one or two additional lasers.

The Chapter is divided as follows: first, in Section 7.2 we introduce the system of study which consists of a V-shaped channel milled in a flat metallic surface and operating in the optical regime [64, 257] (see panel (a) Fig. 7.1). During the rest of the chapter, it will be compared its efficiency with a traditional cylindrical PW (see panel (b) of Fig. 7.1), which are the ones usually considered in the experiments [56, 61]. Then, in Section 7.3, we give a brief overview of the master equation obtained after tracing out the degrees of freedom of the SPP bath, detailing the main ingredients of the process. The starting point is the formalism already introduced in the previous Chapter to deal with metallic systems [216, 217], using the information of the classical Green Function of the system that appears when quantizing the field in the presence of absorbing media. In Section 7.4 we make a summary of the results of the EM calculations for both geometries such as Purcell factor, collective decay, ... paying special attention to the role of dipole moment misalignments as it is one of the experimental ingredients most difficult to control. Next, in Section 7.5 the possibilities of obtaining entanglement are analyzed under two different configurations, namely spontaneous emission and under continuous coherent excitation. A overview of possible experimental characterizations is also presented together with the analysis of the degradation of entanglement in the presence of other non-radiative mechanisms such as pure dephasing. Finally, in Section 7.6 we make a summary of the main points of the Chapter. The work in this Chapter has resulted from a strong collaboration with the Nanophotonics group leaded by García-Vidal. This group has brought the expertise in the classical calculation of the EM field in the PW structures. Here, I just briefly summarize the results which are important for understanding our scheme, but more details can be found in Diego Martin-Cano’s Thesis which accounts extensively for this...
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One should be aware that if solid-state emitters are large, as it can occur with QDs, the point dipole approximation may not be enough of the problem and a more detailed description is needed, i.e. quadrupolar calculation \([258]\), to get more accurate results.

7.2 System description: plasmonic waveguides.

The system of study in this Chapter consists of two identical QEs positioned in closed proximity to a metallic plasmonic waveguide (PW) (Fig. 7.1), in such a way that their EM interaction is dominated by the plasmonic modes supported by the quasi one-dimensional structure. The QEs, could be atoms, molecules, QDs, or nitrogen-vacancy centers in diamond. However, as they are required to be at fixed positions of space, solid state QEs are the most promising candidates. As in the rest of Chapters, excepting Chapter 4, we model the QE by a two-level system (2LS), with transition frequency \(\omega_0\), described within a point dipole approximation \([1]\). The solid-state QEs usually have energies around the optical regime, so for the rest of the Chapter it is considered a QE with an emission wavelength of \(\lambda = 600\,\text{nm} (\approx 2\,\text{eV})\).

In order to determine the influence of the PW geometry, it will be considered two different metallic structures: the first is a cylindrical nanowire, which is the one that is mainly used of quantum plasmonics experiments so far \([56, 61]\) and the second a channel waveguide, both depicted in panels (a) & (b) respectively of Fig. 7.2. The exact geometry of both structures is detailed in panels (a) and (b) of Fig. 7.2. The radius of the cylindrical nanowire is \(R = 35\,\text{nm}\), the depth of the V-shaped groove is \(L = 138\,\text{nm}\), and its angle is \(\theta = 20^\circ\) are chosen so that at the operating wavelength, only one mode is relevant. Importantly, with this choice of parameters the propagation length for cylinders and channels are the same, so that a meaningful comparison of the results can be assured. The considered metal is silver, as in Chapter 6, whose electric permittivity at the mentioned wavelength is \([259]\) \(\epsilon = \epsilon_r + i\epsilon_i = -13 + i0.8\).

As shown in panel (c) of Fig. 7.2 the channel waveguide is single-moded and the cylinder supports two modes but the second one (black dashed line), being extremely close to the light line, is very much extended in the transverse cross plane and will not play a relevant role in what follows. Since the QE-QE interaction will be mediated by the plasmonic modes, having identical propagation length ensures a meaningful comparison of the results obtained with both PWs. The propagation length is \(L_{\text{prop}} = |2k_l|^{-1} = 1.7\,\mu\text{m}\), \(k_l\) being the imaginary part of the (complex) modal wave vector, \(k = k_r + ik_l\). The dispersion relation for both PWs is rendered in Fig. 7.2 (c) and it is observed that the curve corresponding to the cylinder (black circles) lies to the right of that corresponding to the channel (red triangles), implying that the EM field of the former is more tightly confined. This is confirmed by a comparison of panels (a) and (b), where the transverse electric field modal profiles and polarizations are plotted. For both waveguides the modal size is deep-subwavelength. In spite of the fact that the electric field of both structures includes transverse and longitudinal components, the former dominate by a factor of about 10, making that parallel placing of the emitters to the transverse plane the optimal direction to couple the SPP modes of the PW.
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![Image](a) Transverse cross section of a cylindrical nanowire (a) and a channel waveguide (b). The color scale in (a) and (b) renders the transverse electric field amplitude of the supported plasmonic modes, and the arrows show the electric field polarization. (c) Dispersion relation for the fundamental mode of the cylindrical nanowire (black circles) and channel waveguide (red triangles). The vacuum light line, the dispersion relation of a plasmon on a flat silver surface, and that of the second mode supported by the cylinder are also plotted.

7.3 Two-qubit dynamics and entanglement.

In this Section, the tools required to determine the quantum state of two qubits and their entanglement degree will be introduced. The evolution of the two qubits in interaction with a common EM field supported by a PW can be approached in two ways: one can either use a microscopic derivation similar to the one derived in Chapter 6, or rely in a macroscopic quantum electrodynamics (QED) description where the modes supported by the PW are represented using a classical Green’s tensor \[216, 260, 261\]. In both methods, as the SPP bath is weakly coupled to the qubits system, one obtain a markovian master equation for the reduced density matrix for the two qubits by tracing out the degrees of freedom of the SPP, similarly to what was done in Chapter 6 with the ohmic and radiative modes. It has been checked that both methods converge to the same two-qubit master equation \[217, 237\], but one important advantage of the macroscopic QED method is that all magnitudes describing the coupling between the qubits and the EM field can be obtained from the classical Green’s tensor appropriate for the corresponding structure.

Now, we will generalize in a few lines for the case of two QEs the formalism developed in Chapter 6 for a single QE. The Hamiltonian for two QE’s system in the presence of a dispersive and absorbing material is written in the electric dipole approximation as:

\[
\hat{H} = \int d^3 \vec{r} \int_0^\infty d\omega \omega \vec{f}^\dagger(\vec{r}, \omega) \cdot \vec{f}(\vec{r}, \omega) + \sum_{i=1,2} \omega_0 \sigma_i^\dagger \sigma_i - \sum_{i=1,2} \int_0^\infty d\omega [\tilde{\mu}_i \tilde{E}(\vec{r}_i, \omega) + \text{h.c.}] .
\]  

(7.1)

Here \( \vec{f}^\dagger \) and \( \vec{f} \) represent the bosonic fields in the medium with absorption, which play the role of the fundamental variables of the electromagnetic field. The \( \sigma_i^\dagger \) is the \( i \)-qubit rising operator, \( \vec{r}_i \) its spatial position, \( \omega_0 \) is the transition frequency. The interaction term includes the dipole moment operator \( \tilde{\mu}_i = \tilde{\mu}_i (\sigma_i + \sigma_i^\dagger) \), where \( \tilde{\mu}_i \) is the dipolar transition
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matrix element. In addition,

\[ \vec{E}(\vec{r}, \omega) = i \sqrt{\frac{1}{\pi \epsilon_0 c^2}} \int d^3 \vec{r}' \sqrt{\text{Im}[\epsilon_m(\omega)]} \vec{G}(\vec{r}, \vec{r}', \omega) \vec{f}(\vec{r}', \omega), \tag{7.2} \]

is the electric field operator, which was already defined in Eq. 6.16. Notice the explicit appearance of the Green’s tensor \( \vec{G}(\vec{r}, \vec{r}', \omega) \), which satisfies the classical Maxwell equations for an infinitesimal dipole source located at the spatial position \( \vec{r}' \). Physically, the Green’s tensor carries the electromagnetic interaction from the spatial point \( \vec{r}' \) to \( \vec{r} \).

This Hamiltonian description contains all the information of the SPP of the PW and the qubits, however, as we already showed in Chapter 6, due to the high losses of the SPPs the QEs are in most of the situations weakly coupled to the SPP bath. This justifies treating the SPP as a reservoir and use a Markovian approximation to adiabatically eliminate the degrees of freedom of SPP. The details of the derivation has been sketched in Chapter 2 for a similar system, but it can also be found explicitly in references [216, 237].

The result is a master equation which governs the dynamics of the reduced density matrix \( \rho \) corresponding to the two-qubit system which reads as follows:

\[ \frac{\partial \rho}{\partial t} = -i[H_s, \rho] - \frac{1}{2} \sum_{i,j} \Gamma_{ij}(\rho \sigma_i^\dagger \sigma_j + \sigma_i \sigma_j \rho - 2 \sigma_j \rho \sigma_i^\dagger). \tag{7.3} \]

where the hamiltonian included in the coherent part of the dynamics is

\[ H_s = \sum_i (\omega_0 + \delta_i) \sigma_i^\dagger \sigma_i + \sum_{i \neq j} g_{ij} \sigma_i^\dagger \sigma_j. \tag{7.4} \]

The interpretation of the various constants appearing in Eqs. (7.3) and (7.4) is the following. The Lamb shift, \( \delta_i \), is due to the qubit EM self-interaction in the presence of the PW. At optical frequencies, for qubit-metal distances larger than about 10 nm, \( \delta_i \) is very small [58] and as usually done it is included in a renormalized energy of the qubit \( \omega_0 + \delta_i \equiv \omega_0 \). The level shift induced by the dipole-dipole coupling is given by \( g_{ij} \), and can be calculated from the classical Green’s tensor and the dipole moment \( \vec{\mu}_i \) of the qubits involved:

\[ g_{ij} = \frac{\omega_0^2}{\epsilon_0 c^2} \vec{\mu}_i \cdot \text{Re} \vec{G}(\vec{r}_i, \vec{r}_j, \omega_0) \cdot \vec{\mu}_j. \tag{7.5} \]

Finally, the parameters in the dissipative (noncoherent) term of Eq. (7.3) are given by:

\[ \Gamma_{ij} = \frac{2 \omega_0^2}{\hbar \epsilon_0 c^2} \vec{\mu}_i \cdot \text{Im} \vec{G}(\vec{r}_i, \vec{r}_j, \omega_0) \cdot \vec{\mu}_j, \tag{7.6} \]

The \( \Gamma_{ii} \) represents the decay rate of the \( i \)-th qubit whereas \( \Gamma_{ij} \) accounts for the collective decay rate. Expressions (7.5) and (7.6) are obtained by integration of the EM field Green’s function in the frequency domain [216]. To reach the result that the coherent and incoherent contributions to the coupling are proportional to the real and imaginary parts of the Green’s function, respectively, the Kramers-Kronig relation between the real and imaginary parts of the Green’s function has to be applied [65, 216, 261].

To solve Eq. (7.3) a basis for the vector space corresponding to the two-qubit system has to be chosen. A convenient basis to study entanglement in two-qubits system is the one usually
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Figure 7.3: Scheme of levels for two identical qubits located at equivalent positions with respect to the PW and with identical orientations ($\Gamma_{11} = \Gamma_{22} = \Gamma$ and $\Gamma_{12} = \Gamma_{21}$) and coherently pumped with two lasers in the two-qubit single basis (Panel (a)) and in the Dicke basis (Panel (b)).

known as the Dicke basis, which is given by the following states: $\mathcal{B} = \{ |0\rangle, |\pm\rangle, |+\rangle, |3\rangle \}$, where $|3\rangle = |e_1 e_2\rangle$, $|0\rangle = |g_1 g_2\rangle$, $|\pm\rangle = \frac{1}{\sqrt{2}}(|g_1 e_2\rangle \pm |e_1 g_2\rangle)$, and $|g_i\rangle$ ($|e_i\rangle$) labels the ground (excited) state of the $i$-qubit. The advantage of this basis is that already contains two states $|\pm\rangle$, namely the symmetric/antisymmetric states which are entangled. It is straightforward to get from Eq. 7.3 that the diagonal elements (populations) using this basis evolve with the following set of equations:

\[
\begin{align*}
\dot{\rho}_{33}(t) &= -2\Gamma \rho_{33}(t) \\
\dot{\rho}_{++}(t) &= (\Gamma + \Gamma_{12})\rho_{33}(t) - (\Gamma + \Gamma_{12})\rho_{++}(t) \\
\dot{\rho}_{--}(t) &= (\Gamma - \Gamma_{12})\rho_{33}(t) - (\Gamma - \Gamma_{12})\rho_{--}(t) \\
\dot{\rho}_{00}(t) &= (\Gamma + \Gamma_{12})\rho_{++}(t) + (\Gamma - \Gamma_{12})\rho_{--}(t),
\end{align*}
\]

(7.7)

Here it has been assumed that the positions and orientations of the two qubits in their respective planes transverse to the PW are identical, so that $\Gamma_{11} = \Gamma_{22} = \Gamma$ and $\Gamma_{12} = \Gamma_{21}$. The diagonal character of $\hat{H}_s$ in the above mentioned basis and the interpretation of Eqs. (7.7) is depicted in Fig. 7.3 including the level scheme and the collective decay rates induced by the coupling to the EM field. Once these decay rates are evaluated in Sec. 7.4, the generation of entanglement will be studied with the help of this diagram. Notice that the qubit-qubit dissipative coupling induces modified decay rates ($\Gamma + \Gamma_{12}$) and ($\Gamma - \Gamma_{12}$) for the symmetric, $|+\rangle$, and antisymmetric, $|-\rangle$, state of the basis.

So far we have assumed that the system evolves without the influence of any source of pumping. In this configuration, one can initialize the system in some initial state with a given population and leave the system freely evolve into the ground state $|0\rangle$. This will be named as spontaneous emission configuration, and under certain conditions it will lead to a transitory creation of entanglement as we will review in Sec. 7.5.1. However, for applications it is more interesting to study the possibility of achieving some steady-state entangled configuration. As dissipation always drives the system into the ground state $|0\rangle$, one needs to include a external source of pumping to get a stationary situation. In semiconductor cQED, the usual situation is that of incoherent pumping \[242, 244\] due to the practical difficulties of coherently exciting qubits which are embedded in a cavity. As the generation of entanglement relies on
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Dissipation and incoherent pumping is known to decohere the system as well, its application will prevent the formation of higher degrees of entanglement. Thus, one can take advantage that our system is geometrically simpler as the QEs are not embedded inside a photonic band-gap structure and one can excite them coherently by means of a laser whose frequency, $\omega_L$, is close to resonance with the frequency of the qubits \[64, 257\]. The description of this new element requires the inclusion of an additional term in the Hamiltonian, as described in other Chapters of this Thesis \[77, 262\], of Eq. (7.4):

$$H_L(t) = \sum_i \left[ \Omega_i \hat{\sigma}_i^\dagger e^{i\omega_L t} + \text{h.c.} \right].$$

Here the strength and phase of the laser are characterized by the Rabi frequencies $\Omega_i = \vec{\mu}_i \cdot \vec{E}_L \, e^{i\vec{k}_L \cdot \vec{r}_i} / \hbar$, where $\vec{E}_L$ and $\vec{k}_L$ are the amplitude and wave vector of the driving laser field, respectively. The effect of the laser in the states of the Dicke basis $B$ is sketched in panel (b) of Fig. 7.3, where one can see how it populates states $|\pm\rangle$, $|3\rangle$ with different intensities depending on the side of the ladder. The intensities $\Omega_\pm$ are combinations of the single qubit intensities $\Omega_1, \Omega_2$ given by the following relationship: $\Omega_\pm = (\Omega_1 \pm \Omega_2) / \sqrt{2}$.

In the most general case, the determination of the density matrix $\rho(t)$ requires the numerical integration of Eq. (7.3) with appropriate initial conditions. When the system is pumped, the steady state solution can be obtained by setting $\dot{\rho} = 0$ and solving the corresponding set of linear equations. In both scenarios (pumped and non-pumped), once the density matrix $\rho(t)$ is known it is possible to compute various magnitudes of interest, such as those quantifying the two-qubit entanglement, or first and second order coherence functions, which are directly related with measurable properties. Regarding the quantification of entanglement, there are several alternatives but all of them are related to each other for a bipartite system \[263\]. In this Chapter, we use of the Wooters Concurrence \[264\], which ranges from 0 for unentangled states to 1 for maximally entangled states. Its definition is the following:

$$C \equiv \max \left\{ 0, \sqrt{\lambda_1 - \sqrt{\lambda_2 - \sqrt{\lambda_3 - \sqrt{\lambda_4}}}} \right\},$$

where $\{\lambda_1, \lambda_2, \lambda_3, \lambda_4\}$ are the eigenvalues of the matrix $\rho^T \rho^*$ in decreasing order (the operator $T$ is $\sigma_y \otimes \sigma_y$, $\sigma_y$ being the Pauli matrix), and despite of not being very transparent, it is easily calculated from the density matrix $\rho(t)$. The concurrence ranges from 0 in separable states to 1 in maximally entangled states. Typical measurable magnitudes in experiments to characterize systems include one-photon spectra and two-times coherence functions as explained in detail in Chapter 2. As reviewed there, once the density matrix of the system is found, the quantum regression theorem \[77, 262\] establishes that any two-times coherence function obeys the same dynamics as $\rho(t)$, i.e., Eq. (7.3).

After having reviewed the basic theory needed in order to characterize the dynamics and experimental features of our particular two-qubit system, we explore first the EM properties of the qubits when they are placed in the vicinity of PW.

7.4 Computation of the Green’s tensor, decay rates, and dipole-dipole coupling

In this Section, the Green’s tensor corresponding to the PWs described in the previous Section will be calculated. After tracing out the degrees of freedom of the SPP bath of the PWs, this
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Figure 7.4: Panel (a) Purcell factor ($\Gamma/\gamma_0$) versus vertical height $h$ of the emitter along the lines displayed in the insets. Panel (b) ( & (c)) Beta factor ($\Gamma_{pl}/\Gamma$) versus vertical height $h$ (and versus $\Lambda$) of the emitter along the lines displayed in the insets. Cylinder (black circles) and channel (red triangles).

The Green's tensor contains all the information from environment and is required for the determination of the decay rates, $\Gamma_{ij}$, and dipole-dipole shifts, $g_{ij}$, appearing in the master equation (7.3). This Section will be divided as follows: firstly, we characterize the efficiency of the coupling of a single qubit to the SPP in the two different geometries in Sec. 7.4.1. Then, we explore the two-qubit properties, i.e., $\gamma_{ij}$ and $g_{ij}$ in Sec. 7.4.2 and finally, we put special emphasis on the effect of fabrication defects, such as dipole misalignments, in the aforementioned properties.

7.4.1 Purcell and $\beta$ factor

In Chapter 5, we studied the case of the SPP supported by a semi-infinite dielectric-metal interface. Due to the high symmetry of the problem, an analytical formula for the Green's tensor can be found [265]. In other not so simple geometries, but with a high degree of symmetry, such as cylinders [266], still analytical expressions for the Green's tensor are available. However, in most complicated cases, as it is the case of the channel PW that we described in Sec. 7.2 numerical simulations are necessary. Using the relationship (7.9)

$$\vec{E}(\vec{r}) = \omega^2 \mu_0 \vec{G}(\vec{r}, \vec{r}', \omega_0) \vec{\mu},$$

the Green's tensor can be inferred if the electric field $\vec{E}(\vec{r})$ in position $\vec{r}$ radiated by a classical oscillating electric dipole $\vec{\mu}$ at the source position $\vec{r}'$ is known. The numerical simulations has been done with a commercial software (COMSOL). This part of the work, simulating the EM field of the PW, has been done by our collaborators and for more extensive review of the details calculations, one should look in their papers [66, 254]. In this Chapter I will limit to basically summarize the results obtained within the collaboration.

Following the explained procedure one evaluates Eq. (7.6) to compute the total decay rate, $\Gamma = \Gamma_{11}$, of one qubit in the presence of a PW. This magnitude appears in Eq. (7.7) setting the time scale of the dynamics. The Purcell factor, $\Gamma/\gamma_0$, which measures the enhancement of the decay rate due to the presence of the PW is plotted in Fig. 7.4 as a function of the vertical distance $h$ between the PW and the qubit along the vertical lines displayed in the insets ($\gamma_0$ denotes the intrinsic decay rate in vacuum of the QE). To achieve optimal coupling the dipole is aligned parallel to the field polarization, i.e., vertically for the cylindrical waveguide and horizontally for the channel. The Purcell factor is strongly enhanced when the emitter is
very close to the metal surface \((h \to 0)\), as it occurred for the metallic surface case studied in Chapter 5. This is a well-known phenomenon that we extensively addressed in the previous Chapter stemming from the decay into the lossy non-radiative (i.e. ohmic losses) modes in the metal. This effect is more pronounced for the channel, due to a higher electric field when the emitter lies at the bottom of the groove. The curve corresponding to the channel waveguide displays distinct oscillations for large \(h\). These are the result of constructive and destructive interference of the direct field and the field reflected mainly at the flat metallic interface surrounding the channel.

However, not all the energy is flowing into guided modes. As already shown in the previous chapter, when an emitter is placed close to a metallic surface it can decay into three different decay channels: the energy can be either radiated to vacuum, non-radiatively absorbed in the metal, or coupled to guided SPP modes. It is thus customary to express the total decay rate as the sum of those three contributions, \(\Gamma = \Gamma_{\text{rad}} + \Gamma_{\text{dis}} + \Gamma_{\text{pl}}\). As the energy absorbed in the metal and most photons radiated to vacuum do not contribute to the qubit-qubit coupling, a new figure of merit is usually defined: the so-called \(\beta\)-factor, which accounts for the fraction of all the emission flowing into plasmons compared to the total decay rate \(\beta = \Gamma_{\text{pl}}/\Gamma\). In order to calculate \(\beta\), one needs to be able to obtain \(\Gamma\) and the fraction of all emission that is coupled to plasmons, \(\Gamma_{\text{pl}}\). As it will be shown later, this magnitude plays a dominant role in the qubit-qubit interaction for appropriate qubit-PW vertical distance. In a similar way to the above mentioned total decay rate decomposition, the total Green’s tensor can be separated as the sum of several terms corresponding to the three emission channels. Sometimes this decomposition can be done analytically, as it was the case of the metallic surface in Chapter 5, whereas in most of the cases the calculation of \(\Gamma_{\text{pl}}\) has to be done numerically using the following expression \([267,268]\):

\[
G_{\text{pl}}(\vec{r}, \vec{r}') = \frac{i}{2\omega\mu_0} \int_{S_\infty} dS \hat{u}_z \left( \vec{E}_t \times \vec{H}_t^* \right) e^{ik(z-z')} \cos[k_r(z-z')]. \tag{7.10}
\]

The occurrence of the exponential factor \(e^{ik(z-z')}\) mirrors the quasi one-dimensional character of the PW-mediated interaction. The lateral extension of the plasmon is taken into account by \(\vec{E}_t(\vec{r})\) and \(\vec{H}_t(\vec{r})\), which are the transverse EM fields corresponding to the mode supported by the PW [Figs. 7.2(a) and (b) display the transverse electric field] and are evaluated at the transverse position \(\vec{r} = (x,y)\). \(S_\infty\) is the (infinite) transverse area, \(\hat{u}_z\) is a longitudinal unit vector, and \(\otimes\) denotes the tensor product. The derivation of Eq. (7.10) assumes that the mode propagates towards the right \((z > z')\) and its absorption is not too high. To be more precise, Eq. (7.10) is the transverse part of the Green’s tensor, which is the relevant part since only the transversely oriented dipole moments will be considered. The modal fields entering Eq. (7.10) can be obtained by Finite Element Method numerical simulation of the corresponding eigenvalue problem \([254,269,270]\). Inserting Eq. (7.10) in the expression for the decay rate (Eq. 7.6) one obtain

\[
\Gamma_{ij,\text{pl}} = \frac{\omega}{\hbar} \int_{S_\infty} dS \hat{u}_z \left( \vec{E}_t \times \vec{H}_t^* \right) e^{-k(z-z')} \cos[k_r(z-z')], \tag{7.11}
\]

which, for \(\vec{r}_i = \vec{r}_j\) and \(\vec{\mu}_i = \vec{\mu}_j\), becomes the plasmonic decay rate, \(\Gamma_{\text{pl}}\). This expression clarifies that \(\Gamma_{\text{pl}}\) is largest when the emitter is positioned at the field maximum and aligned
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with the field polarization. Again for the curious reader of the details of this calculation, one should look into Diego Martin-Cano’s Thesis where extensive details on the method are reviewed.

Once $\Gamma$ and $\Gamma_{\text{pl}}$ have been determined, one can plot the $\beta$ factor as a function of the vertical distance $h$ between the PW and the qubit (Fig. 7.4(b)). The general behavior is similar for both the cylindrical and channel PWs. First, the $\beta$ factor is very low for small emitter-PW distance, in sharp contrast to what is observed for the Purcell factor in Fig. 7.4(a). The explanation is that $\Gamma_{\text{dis}}$ behaves as $h^{-3}$, where $h$ is the qubit-metal distance, being the dominant contribution to $\Gamma$ for $h \to 0$ and effectively quenching the plasmon emission. For intermediate $h$ the plasmonic decay dominates and $\beta$ attains a maximum as it occurred for the metal. Finally, for large $h$ the emitter is outside the reach of the plasmon mode and the unbounded radiative modes have a larger weight leading to a decrease in $\beta$. Nevertheless, the precise behavior of $\beta$ is not identical for both PWs. Channels display a higher maximum value than cylinders (0.91 at $h = 160$ nm versus 0.62 at $h = 20$ nm, respectively) and, in addition, the maximum is broader for channels than for cylinders ($\beta$ deviates less than a 10% of the maximum value within a $h$-range of $\Delta h = 100$ nm for channels and of only $\Delta h = 30$ nm for cylinders). In panel (c) of Fig. 7.4, a contour plot of the $\beta$-factor is shown as a function of both vertical distance $h$ and also the wavelength of excitation $\lambda$, proving that the high efficiency is also preserved a broadband of wavelengths ($\Delta \lambda \approx 100 \text{ nm} \approx 0.3 \text{eV}$). All these features make channels a more attractive structure to enhance the interaction mediated by plasmons and therefore more suitable to mediate entanglement between them.

7.4.2 Dipole-dipole shift and decay rates

For high $\beta$ factor, a dipole couples mainly to plasmon modes and this, in turn, warrants that the qubit-qubit interaction is predominantly plasmon-assisted. Under this condition, Eqs. (7.5) and (7.6) for $g_{ij}$ and $\Gamma_{ij}$ can be evaluated using the plasmonic contribution of the Green’s tensor, $\hat{G}_{\text{pl}}(\vec{r}, \vec{r}')$, of Eq. (7.10) instead of the total one, $\hat{G}(\vec{r}, \vec{r}')$. The resulting approximations for the dipole-dipole shift and collective decay rates are as follows [64, 254]:

$$g_{ij} \simeq g_{ij,\text{pl}} = \frac{\Gamma}{2} \beta e^{-d/(2L_{\text{prop}})} \sin(k_r d)$$

$$\Gamma_{ij} \simeq \Gamma_{ij,\text{pl}} = \Gamma \beta e^{-d/(2L_{\text{prop}})} \cos(k_r d),$$

where it has been assumed that the transverse position of both qubits and their orientations are identical. In order to check the validity of this approximation a comparison of the exact parameters ($g_{ij}$, $\Gamma_{ij}$) and the approximate ones ($g_{ij,\text{pl}}$, $\Gamma_{ij,\text{pl}}$) is presented in Fig. 7.5 for the cylinder [panel (a)] and the channel [panel (b)]. All parameters are normalized to the vacuum decay rate $\gamma_0$. In both cases, the position and orientation of the qubits are chosen to maximize $\beta$, i.e., $h = 20$ nm and vertical orientation for the cylinder, and $h = 150$ nm and horizontal orientation for the channel. The parameters are represented as a function of the qubit-qubit separation, $d$, normalized to the modal wavelength, $\lambda_{\text{pl}} = 2\pi/k_r$ (at the operating wavelength $\lambda_{\text{pl}}$ is 417 nm for the cylinder and 474 nm for the channel). As expected, the approximation is good for the cylinder and excellent for the channel, in consonance with the corresponding $\beta$ factors (0.6 and 0.9, respectively). For the cylinder, at the chosen $h$, the radiative modes play
a small but non-negligible role which shows up as a small disagreement between the exact and approximate results. For both PWs and very small $d$, many radiative and guided modes contribute to the interaction and the approximation breaks down. A different approach to this issue leading to the same result can be found in Ref. [65]. The coupling parameters $g_{ij}$ and $\Gamma_{ij}$ are functions of the separation $d$ which oscillate with a periodicity given by the plasmonic wavelength, $\lambda_{pl}$, and decay exponentially due to the ohmic absorption of the plasmonic mode. Notice that the maxima of $\Gamma_{ij}$ and those of $g_{ij}$ are shifted a distance $\lambda_{pl}/4$.

In fact, in the next Chapter we will show that this is a general property of one-dimensional EM fields that can be exploited for further applications in many qubit systems. A general derivation for one-dimensional optical reservoirs is done in the Appendix II of this Thesis. The interest of this property is that this shift between the dissipative and coherent terms of the master equation allows to switch the dynamics between purely dissipative or Hamiltonian which leads to very interesting application such as the entanglement generation that we will review in Sections 7.5 and in the next Chapter.

### 7.4.3 Influence of the dipole orientation

Before going into details of entanglement generation, the analysis of the coupling parameters will be closed by considering the influence of the dipole moment orientation. This is very important from the experimental point of view since a controlled positioning of the emitters is technically challenging [271], even though significant advances in this direction has been recently made [61]. When the orientations of the two dipoles are different, the mutual decay rates are obtained in a similar way than Eq. (7.13) and can be expressed as

$$
\Gamma_{ij, pl} = \sqrt{\Gamma_0} \frac{\Gamma_{ij}}{\sqrt{\beta_i \beta_j}} e^{-d/(2L_{prop})} \cos(k_i d),
$$

Figure 7.5: Comparison of the exact coupling parameters ($\Gamma_{ij}$, $g_{ij}$) with their plasmonic contributions ($\Gamma_{ij, pl}$, $g_{ij, pl}$), as a function of the qubit-qubit horizontal separation normalized to the plasmon modal wavelength, $d/\lambda_{pl}$. All parameters are normalized to the vacuum decay rate $\gamma_0$. (a) Cylindrical and (b) channel waveguide. The position and orientations of the dipoles are detailed in the main text.
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Figure 7.6: $\beta$-factor of one emitter as a function of the angle, $\theta$, formed by the electric field and the dipole moment. (a) Cylinder, and (b) channel. The insets show the total (continuous line) and plasmon (dashed line) decay rates normalized to the vacuum decay rate, $(\Gamma/\gamma_0, \Gamma_{pl}/\gamma_0)$, as a function of $\theta$. The positions of the dipoles are detailed in the main text.

which indicates that $\beta$ and $\Gamma$ of both dipoles should be as high as possible. The dependence of $\beta$ with the angular deviation of the dipole with respect to the electric field polarization is illustrated in Fig. 7.6. Panels (a) and (b) correspond to the cylinder and the channel, respectively. In both cases the emitter position is chosen to maximize $\beta$ ($h = 20$ nm for the cylinder, and $h = 150$ nm for the channel). The dipole moment is parallel to the transverse plane, and the definitions of the angular deviation, $\theta$, are sketched in the diagrams of the corresponding panels. As a general rule, the deviation of the dipole from the electric field direction has a detrimental effect, and $\beta$ becomes null for $\theta = 90^\circ$. Nevertheless, there is a broad angular range where $\beta$ remains relatively stable so that it is not critically affected by relatively large misalignments. Figure 7.6 shows that $\beta$ deviates less than a 10% of the maximum value within a $\theta$-range of $\Delta\theta = 60^\circ$ for cylinders and of $\Delta\theta = 40^\circ$ for channels, proving again the robustness of channel PWs compared to the cylindrical geometry. The functional dependence of $\beta$ with $\theta$ is not simple because although $\Gamma_{pl} \propto \cos \theta$ [see Eq. (7.11)], $\Gamma$ has a more complex dependence. This can be observed by comparison of the curves in the insets of Fig. 7.6.

After all this numerical evidence, it can be concluded that channel PWs are more suitable to mediate QE interaction than standard cylindrical ones. Thus, from now on the results will be devoted to this type of waveguides unless stated otherwise.

7.5 Entanglement generation

In this Section, we will study in detail the possibility of generating entanglement between two-qubits exploiting all the interesting properties shown for channel PWs. we will explore two different situations: in Sec. 7.5.1 a situation where the two-qubit system is initialized in a given state and then the system is left free to evolve. Then in Sec. 7.5.2 two additional
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7.5.1 Spontaneous formation of entanglement

Assuming one puts two identical qubits in front of a channel PW without external pumping, with separation set to \( d = \lambda_{\text{pl}} \) and their transverse positions and orientations are identical and chosen to maximize the \( \beta \) factor. In this simple but insightful configuration, \( g_{ij} \) vanishes and \( \Gamma_{ij} \) attains its maximum value [Fig. 7.5], which means that the two-qubit dynamics is purely dissipative.

As a starting example one can initialize the system in the (unentangled) state \( |1\rangle = |e_1g_2\rangle = \frac{1}{\sqrt{2}}(|+\rangle + |--\rangle) \). In this case the only non-zero elements of the initial density matrix are:

\[
\begin{align*}
\rho_{++}(0) &= \rho_{--}(0) = \rho_{+\text{ }}(0) = \rho_{-\text{ }}(0) = 1/2, \\
\rho_{00}(0) &= (\Gamma + \Gamma_{12})\rho_{++}(0) + (\Gamma - \Gamma_{12})\rho_{--}(0), \\
\rho_{+-}(0) &= -\Gamma\rho_{-\text{ }}(0).
\end{align*}
\]

There are only a few non-zero entries in \( \rho(t) \) and the resulting expression for the concurrence is very simple:

\[
C(t) = \sqrt{\rho_{++}(t) - \rho_{--}(t)}^2 + 4\text{Im}[\rho_{+-}(t)]^2,
\]

where we see that an imbalance of the populations \( \rho_{++} \) and \( \rho_{--} \) results in a non-zero concurrence (\( \rho_{-\text{ }}(t) \) is real for the chosen conditions). Solving Eq. (7.15), the concurrence can be obtained analytically:

\[
C(t) = e^{-\Gamma t} \sinh [\Gamma \beta e^{-\lambda_{\text{pl}}/(2L_{\text{prop}})} t].
\]

This concurrence and the relevant populations are plotted in Fig. 7.7 as a function of time (\( C \) is the black thick line, and \( \rho_{++,} \rho_{--}, \rho_{g3} \) are the red dashed, blue dotted lines and green lines respectively) and in contour plots as a function of the inter-qubit distance as well. Panel (a) shows the dynamics corresponding an idealized case where \( \beta = 1 \) and the plasmon propagation length is \( L_{\text{prop}} = \infty \). The entanglement grows with time monotonically up to a value of \( C = 0.5 \). This process can be easily understood using Eq. (7.16) and observing the mentioned population imbalance. Since \( \Gamma_{12} = \Gamma \), the population \( \rho_{++} \) decays at an enhanced rate \( 2\Gamma \), whereas \( \rho_{--} \) stays constant due to its zero decay rate. In the contour plot associated to this panel one observes that this monotonic behavior only occurs at distances \( d = n\lambda_{\text{pl}}/2 \) where \( \Gamma = \Gamma_{12} \) for this case, whereas for the rest of the regions the entanglement is lost with time. Panel (b) corresponds to a realistic channel PW with \( \beta = 0.9 \) and \( L_{\text{prop}} = 1.7 \mu m \). In this case the concurrence reaches a maximum value of
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\( C = 0.33 \) for \( t \simeq 1/\Gamma \) and then decays exponentially to zero. Again, the entanglement generation is a consequence of the populations imbalance. For this realistic structure both populations have finite decay rates and the concurrence eventually vanishes. The same setup with a cylindrical waveguide produces qualitatively similar results as in Fig. 7.7 (b) but, since \( \beta = 0.6 \) in this case, the maximum of the concurrence is lower, \( C = 0.21 \). In all three cases, \(|+\rangle\) and \(|-\rangle\) are examples of superradiant and subradiant states, respectively. In this configuration, a transitory entanglement builds up spontaneously from an unentangled configuration and this is why it is usually referred as spontaneous formation of entanglement. The qualitative picture can be understood very easily from Fig. 7.3: the collective decay rate \( \Gamma_{12} \) creates an asymmetry in the timescale of both sides of the cascades depending on both its sign and absolute value. This asymmetry creates a transitory imbalance of population of both intermediate states \(|\pm\rangle\) which is one the contributions creating entanglement in this configuration as can be induced from Eq. (7.16).

For the sake of completeness, we explore other phenomenology related with entanglement in this system. Let us consider a situation where the two-qubit system is initially prepared in a non-maximally entangled state: \(|\Phi_0\rangle = \sqrt{q} |0\rangle + \sqrt{1-q} |3\rangle\), where \( 0 \leq q \leq 1 \). Consequently the initial non-zero elements of the density matrix are: \( \rho_{00}(0) = q, \rho_{33}(0) = 1 - q, \rho_{03} = \sqrt{q} \sqrt{1-q} \). So, as in the previous case, the rest of the density matrix remains zero except for the symmetric and antisymmetric populations that build up during the evolution. The expressions for the non-zero elements are given by:

\[
\begin{align*}
\rho_{33}(t) &= q e^{-2\Gamma t} , \\
\rho_{++}(t) &= q \frac{\Gamma_+}{\Gamma_-} e^{-2\Gamma t} \left[ e^{\Gamma_- t} - 1 \right] , \\
\rho_{--}(t) &= q \frac{\Gamma_-}{\Gamma_+} e^{-2\Gamma t} \left[ e^{\Gamma_+ t} - 1 \right] , \\
\rho_{03}(t) &= \sqrt{q(1-q)} e^{-(\Gamma_0 + 2\omega_0)t} ,
\end{align*}
\]

(7.18)

where \( \Gamma_\pm = \Gamma \pm \Gamma_{12} \). After a tedious but simple algebra, the following expression for the concurrence \( C(t) = \max\{0, C_1(t), C_2(t)\} \) is obtained, where:

\[
\begin{align*}
C_1(t) &= 2|\rho_{03}(t)| - |\rho_{++}(t) + \rho_{--}(t)| , \\
C_2(t) &= -2\sqrt{\rho_{00}(t)\rho_{33}(t)} + |\rho_{++}(t) - \rho_{--}(t)| .
\end{align*}
\]

(7.19)

Considering the limiting case where \( q = 1 \), so that our initial state is given by \(|\Phi_0\rangle = |3\rangle\) (which is unentangled) then the only non-zero element of the initial density matrix is given by \( \rho_{33} = 1 \). Therefore the \( \rho(t) \) remains diagonal during its evolution, being the populations the only non-zero elements:

\[
\begin{align*}
\rho_{33}(t) &= e^{-2\Gamma t} , \\
\rho_{++}(t) &= \frac{\Gamma_+}{\Gamma_-} e^{-2\Gamma t} \left[ e^{\Gamma_- t} - 1 \right] , \\
\rho_{--}(t) &= \frac{\Gamma_-}{\Gamma_+} e^{-2\Gamma t} \left[ e^{\Gamma_+ t} - 1 \right] ,
\end{align*}
\]

(7.20)
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**Figure 7.7:** Concurrence (black thick line) and populations $\rho_{++}$ (red dashed line), $\rho_{--}$ (blue dotted line) and $\rho_{33}$ (green dashed line) versus time. (a) Ideal PW satisfying $\beta = 1$ and $L_{\text{prop}} = \infty$. (b), (c) and (d) Realistic channel PW. The time is scaled with the emitter lifetime $(1/\Gamma)$ for different initial conditions.
After some simple algebra one arrives to the following expression for the concurrence:

\[ C(t) = \max\{0, |\rho_{++}(t) - \rho_{--}(t)| - 2\sqrt{\rho_{00}(t)\rho_{33}(t)}\} \]  
(7.21)

Again, if the difference of population between the symmetric and antisymmetric states overcomes the second term \(\rho_{00}\rho_{33}\) in Eq. 7.21 some concurrence can build up. Again, the crucial element is the collective decay rate \(\Gamma_{12}\) and not the coherent coupling \(g_{12}\). In panel (c) of Fig. 7.7 for the parameters of the channel PW a new phenomenon, known as sudden birth of entanglement [272, 273] can be found: no concurrence is found for the initial times and suddenly a 2% degree of entanglement is created, with a very slow decay rate.

The double criterion for entanglement in Eq. 7.19 leads also to a very interesting phenomenon, well-known in other systems, which has been called as revival of entanglement [274]. In panel (d) of Fig. 7.7 we have plotted the concurrence for a system with \(q = 0.5\), which is initially entangled. After a short time, of the order \(t/\gamma = 4\) entanglement disappears for a time, but latter it, counterintuitively, revives. The entanglement revival is clearly related with \(\Gamma_{12}\) as one can see in the corresponding contour plot that for distances where it is small, the revival does not take place. Counterintuitively, as the \([|1\rangle, |2\rangle\) (or \(|\pm\rangle\) are initially uncoupled, and remain uncoupled forever, the coherent coupling \(g_{12}\) of the dipole does not play a significant role in the dynamics of the system, as it can only change one excitation, but not two. The first region of entanglement it is related with \(|\rho_{03}\rangle\) which dies after sometime, whereas the revival comes again from the population imbalance between \(|\pm\rangle\). Quantitatively, however, the phenomenon is weak and after the revival the maximum entanglement achieved is around 3%.

### 7.5.2 Formation of stationary entanglement under external continuous pumping

In the previous Section, it was shown the spontaneous generation of entanglement which is a transient phenomenon. To compensate the depopulation of the upper levels, the system can be externally pumped by means of a laser in resonance with the frequency of the qubits [64, 66, 257] and with intensities \(\Omega_{1,2}\). In Fig. 7.3 it was sketched the way the combination of pumping intensities entered in the level scheme of the problem, showing that the population of the symmetric/antisymmetric states \(|\pm\rangle\) is proportional to the following combination of intensities: \(\Omega_{\pm} = (\Omega_1 \pm \Omega_2)/\sqrt{2}\). The introduction of this pumping term is done through the already introduced Hamiltonian, \(H_L\), which enters in the coherent part of the master equation and driving our system into a steady-state situation calculated by solving the equation \(\dot{\rho} = 0\).

The concurrence reached in the corresponding steady state, \(C_\infty\), is plotted in panel (a) Fig. 7.8 as a function of both the inter-qubit distance normalized to the modal wavelength, \(d/\lambda_{pl}\) and different pumping configurations by fixing \(\Omega_1\) and moving \(\Omega_2\) in the range \((-\Omega_1, \Omega_1)\). It is very important to realize that we consider now arbitrary separations between the qubits and this implies that both coherent and dissipative dynamics are active, its relative weight depending on \(d\) (Fig. 7.5). In this plot darker areas correspond to regions with a high degree of entanglement, whereas white means no entanglement. One can see, as it happened for the transient entanglement that the regions with higher concurrence are found at inter-qubit distances \(d = \frac{1}{2}\lambda_{pl}, \lambda_{pl}, \frac{3}{2}\lambda_{pl}, \ldots\), corresponding to distances where \(|\Gamma_{12}|\)
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Figure 7.8: Panel (a): Steady state concurrence as a function of the separation between two equal qubits for the parameters of the channel PW and for a pumping configuration with $\Omega_1 = 0.1\gamma$ and $\Omega_2$ ranging from $-\Omega_1$ to $\Omega_1$. Black regions correspond to higher values of concurrence while the white regions correspond to zero concurrence. Panel (b): Steady state concurrence as a function of the driving laser power for asymmetric pumping ($\Omega_1 \neq 0$, $\Omega_2 = 0$) and qubits separation $d = \lambda_{\text{pl}}/2$. Ideal case $\beta = 1$ (but finite propagation length) (black line), cylinder $\beta = 0.6$ (black circles), and channel $\beta = 0.9$ (red triangles).

is maximum whereas the region with maximum $g_{12}$ no steady-state entanglement can be found. However, there is also an strong-dependence on the pumping configuration: when $\Omega_2 = 0$, all the maxima of $|\Gamma_{12}|$ are transferred into maxima of entanglement, which is not the case when $\Omega_2 \neq 0$ where also the the sign of $\Gamma_{12}$ appears to be relevant.

In order to make this behavior more explicit, three cuts on this graphic have been plotted separately in Fig. 7.9 to consider three kinds of coherent driving, differing in the relative phase of the laser fields acting on qubit 1 and 2: symmetric pumping means identical Rabi frequencies, $\Omega_1 = \Omega_2$ [panel (a)], antisymmetric pumping means $\Omega_1 = -\Omega_2$ [panel (b)], and asymmetric pumping corresponds to $\Omega_1 \neq 0$, $\Omega_2 = 0$ [panel (c)]. The absolute value of the non-zero Rabi frequencies is $0.15\Gamma$ for the asymmetric pumping and $0.1\Gamma$ for the other two situations, i.e., relatively weak. As it was shown in the contour plot, with independence of the pumping scheme the concurrences $C_\infty$ in Fig. 7.8 present an oscillating behavior with the qubits separation, and now it is better resolved that is also damped due to the plasmon absorption. Importantly, the concurrence maxima occur for those $d/\lambda_{\text{pl}}$ where the absolute value of $\Gamma_{12}$ is maximum (Fig. 7.5). When the pumping is symmetric [panel (a)], the laser populates the symmetric state $|+\rangle$. This state is subradiant for $d = \lambda_{\text{pl}}, 2\lambda_{\text{pl}}, \ldots$ leading to a population imbalance and the corresponding concurrence. For $d = \lambda_{\text{pl}}, 2\lambda_{\text{pl}}, \ldots$, $|+\rangle$ is superradiant and the pumping is not able to induce a significant $\rho_{++}$ population. For antisymmetric pumping [panel (b)] it is the state $|-\rangle$ which is populated. This state is subradiant for $d = \lambda_{\text{pl}}, 2\lambda_{\text{pl}}, \ldots$ again leading to a population imbalance and entanglement. For $d = \lambda_{\text{pl}}, 2\lambda_{\text{pl}}, \ldots$, the situation is reversed. Finally, for asymmetric pumping [panel (c)] both $|+\rangle$ and $|-\rangle$ are populated and the situation is a mixture of the previous two. In this case, maxima are found for $d = \lambda_{\text{pl}}, 2\lambda_{\text{pl}}, \ldots$, their concurrence being slightly smaller than that found for the symmetric or antisymmetric pumping.

At this point we have only studied the dependence of entanglement on the relative phaseshifts on the laser, however for an experimental implementation of our proposal, it is impor-
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Figure 7.9: Steady state concurrence (black line) and qubit-qubit correlation (red dashed line) as a function of the normalized separation \(d/\lambda_{pl}\). (a) Symmetric pumping \((\Omega_1 = \Omega_2 = 0.1\gamma)\), (b) antisymmetric pumping \((\Omega_1 = -\Omega_2 = 0.1\gamma)\), and (c) asymmetric pumping \((\Omega_1 = 0.15\gamma, \Omega_2 = 0)\).

It is important to determine the pumping rate range for which the described phenomena can happen and is optimized. The influence of the pumping rate is analyzed in panel (b) of Fig. 7.8, which renders \(C_\infty\) versus \(\Omega_1/\Gamma\). Here asymmetric pumping is considered and a qubit separation \(d = \lambda_{pl}/2\). The results are computed for three waveguides: a cylinder \((\beta = 0.6, \text{black circles})\), a channel \((\beta = 0.9, \text{red triangles})\), and a waveguide with perfect coupling \((\beta = 1)\) but with some absorption (finite \(L_{\text{prop}}\)). Each structure presents an optimum pumping power to achieve maximum concurrence. In order to obtain a non-negligible concurrence, the subradiant state has to be populated at a rate faster than its lifetime, which explains both why concurrence is small at low pumping rates and why the structures with lower \(\beta\) require a higher pumping to reach their optimum entanglement. In an ideal case with perfect coupling and no absorption \((L_{\text{prop}} \to \infty)\) the sub-radiant states are completely uncoupled from the dynamics and the optimal entanglement is achieved at \(\Omega \to 0\). In fact, defining \(\tilde{\beta} = \beta e^{-\lambda_{pl}/(2L_{\text{prop}})}\), the optimal pumping can be approximated in this asymmetric configuration to:

\[
\Omega_{\text{opt}}/\Gamma \approx \frac{\sqrt{1 - \tilde{\beta}^2}}{2}. \tag{7.22}
\]

In addition, one observes that the maximum attainable concurrence improves for higher \(\beta\) factor, which again justifies the use of channel instead of cylindrical PWs. At very high pumping rates, the laser manages to populate all the states equally, killing the population imbalance between \(|\pm\rangle\) and quenching the entanglement is all kind of PWs.
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Figure 7.10: Concurrence-Linear entropy diagram for channel PW system parameters with each point corresponding to different inter-qubit distance ranging from $d/\lambda_{pl} = 0.5 - 1.5$, whereas the three different color correspond to three different pumping configurations considered before: asymmetric (red), symmetric (blue), and anti (green)

7.5.2.1 Concurrence-Purity diagram.

The dissipative environment has as a consequence that the quantum state of the system is never pure. Its degree of purity, together with concurrence, is very relevant for its possible application in quantum information protocols [275]. One standard measurement for characterizing the degree of mixture of a system with a given $\rho$ density matrix is the linear entropy [276] defined as:

$$S_L = \frac{4}{3}(1 - \text{Tr}(\rho^2)) \quad (7.23)$$

When one has a pure state then $\text{Tr}(\rho^2) = 1$ so the linear entropy becomes $S_L = 0$, whereas for a maximally mixed state $\text{Tr}(\rho^2) = 1/4$ so that $S_L = 1$. However, the most interesting regime for us is what happens in between when some entanglement is present but the purity of your system is not perfect. It is well-known that if a density matrix is describing a two-qubit system with a certain degree of mixture, then there is a maximum degree of entanglement this system may achieve by means of unitary transformations. These states are usually called Maximally Entangled Mixed States and were first proposed by Ishizaka and Hiroshima [277] and they occupy a region the concurrence-linear entropy diagram [278] below the black line in Fig. 7.10. We have included the points resulting from the calculations in our channel PW system for the three different pumping configuration that we used for Fig. 7.9 where one can check how the distance from the Maximally Entangled Mixed States, which could be reduced with higher values of $\beta$’s.
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Figure 7.11: Tomography of the absolute value of the elements of the steady state density matrix for asymmetric pumping \((\Omega_1 = 0.15\gamma, \Omega_2 = 0)\). (a) \(d = \lambda_{pl}/2\), and (b) \(d = \lambda_{pl}\).

7.5.2.2 Experimental characterization.

Hitherto, it has only been considered the theoretical optimization of the generation of entanglement but from a practical perspective it is also interesting to consider how the experimental characterization of this system can be done. It has been shown before that in order to theoretically calculate concurrence one needs the information of the whole density matrix. This information can also be obtained through quantum tomography experiments, which are routinely done in other systems and have started to be successfully applied as well in plasmonic systems [61]. In Fig. 7.11 is plotted the output of quantum tomography of the steady state of our system. It has been chosen the case of asymmetric pumping and two different qubit separations. In panel (a) \(d = \lambda_{pl}/2\) and, besides the population of the ground state, one recognizes the large \(\rho_{++}\) population of the subradiant state \(|+\rangle\) driven by the pumping, and the negligible \(\rho_{--}\) population of the superradiant state \(|-\rangle\). For \(d = \lambda_{pl}\) [panel (b)], one can observe a large \(\rho_{--}\) population of the subradiant state \(|-\rangle\) driven by the pumping, and a negligible \(\rho_{++}\) population of the superradiant state \(|+\rangle\). Let us remark that, strictly speaking, Eq. (7.16) is not correct when pumping is included, because now further elements of \(\rho\) are non zero. However, the tomography shows that these additional elements are very small and Eq. (7.16) should be approximately valid, reinforcing the argument that population imbalance leads to concurrence.

Once the tomography of the density matrix is known, the calculation of concurrence (or any other equivalent entanglement quantifier) is straightforward. However, tomographic procedures are experimentally cumbersome and, for this reason, it is of interest to establish connections between entanglement and other more easily measurable magnitudes. Among these magnitudes one counts with the correlations between the emitted photons as already introduced in detail in Chapter 2. In our two-qubit system, entanglement is associated to the probabilities that each state is given by \(|+\rangle\) or \(|-\rangle\). Restated in other words, entanglement requires having strong correlation between the states \(|1\rangle = |e_1g_2\rangle\) and \(|2\rangle = |g_1e_2\rangle\). As a consequence, the correlation of the photons emitted in the decay of the qubits, which is related to the correlation of the qubits themselves, should contain information about the
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Two-qubit entanglement degree. Photon-photon correlations can be detected in a Hanbury Brown-Twiss-like experiment (detailed in Chapter 2) measuring the cross-term second order coherence function which, for zero delay, takes the form

\[ g^{(2)}_{12} = \frac{\langle \hat{\sigma}^\dagger_1 \hat{\sigma}^\dagger_2 \hat{\sigma}_2 \hat{\sigma}_1 \rangle}{\langle \hat{\sigma}^\dagger_1 \hat{\sigma}_1 \rangle \langle \hat{\sigma}^\dagger_2 \hat{\sigma}_2 \rangle}. \]  

(7.24)

Figure 7.9 displays together the concurrence \( C_\infty \) (black continuous lines) and the second order correlation function at zero delay \( g^{(2)}_{12} \) (red dashed lines). In all three panels it is observed that when \( C_\infty \) is large, a clear antibunching \( (g^{(2)}_{12} \to 0) \) takes place, which is consistent with the system predominantly being in a state \( |+\rangle \) or \( |-\rangle \). On the other hand, when \( C_\infty \to 0 \), \( g^{(2)}_{12} \) grows and the antibunching is reduced, which is now consistent with a decreased correlation between \( |1\rangle \) and \( |2\rangle \). The main result to be drawn is the distinct relationship between \( C_\infty \) and \( g^{(2)}_{12} \). Lacking an analytical expression relating \( C_\infty \) and \( g^{(2)}_{12} \), our results clearly support the idea of measuring cross-terms of the second order coherence, at zero delay, as a manifestation of entanglement [115]. Experimentally, this two-photon cross correlation can be done in two different ways: firstly, by detecting the photons emitted to vacuum from each qubit, as \( \beta \)-factor is never 1, or basically detecting the plasmon emitted by each of the emitters. Both approaches have it pros and cons: while photon-correlations are a straightforward measure, the light emitted from the qubit will be presumably small as \( \beta \)-factor is close to 1 and this increases the noise ratio in the measurement. On the other hand, plasmon are the main decay channel but single-plasmon detection technology has just been recently developed [253, 256] and some time is needed until two-plasmon correlations are controlled experimentally.

7.5.2.3 Degradation due to pure dephasing.

Finally, the focus is set on the degradation of entanglement with an ubiquitous element present in solid-state emitters: pure dephasing. In Chapters 3 and 5, we have already pointed that it is a very important ingredient in semiconductor QED and molecular systems, where the fluctuating environment in the former and the coupling to vibro-rotational degrees of freedom in the latter may induce this kind of dephasing affecting the coherence of the system without having a direct effect on population. In order to study the robustness of our proposal against this unavoidable element, one needs to compute again the dynamics of the system including now in the master equation (7.3) an additional term representing pure dephasing. Even though, it has already been introduced before, we rewrite the formula of this new Lindblad term in the master equation [115, 139]:

\[ \mathcal{L}_{\text{deph}}[\hat{\rho}] = \frac{\Gamma^\phi}{2} \sum_i \left[ [\hat{\sigma}^\dagger_i \hat{\sigma}_i, \hat{\rho}], \hat{\sigma}^\dagger_i \hat{\sigma}_i \right]. \]  

(7.25)

The value of the dephasing rate \( \Gamma^\phi \) is very dependent on the particular realization of the qubit. In our calculations we use values that can be achieved for nitrogen-vacancy centers in diamond, where dephasing times as large as milliseconds have been reported [279, 280]. This corresponds to \( \Gamma^\phi \) in the range of a few tenths of the emission rate \( \Gamma \). Figure 7.12 shows the steady state concurrence as a function of the qubit-qubit separation \( d \) for different
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values of the pure dephasing rate and various pumping conditions. Dephasing grows from zero in panel (a) to \( \Gamma^\phi/\Gamma = 0.3 \) in panel (d). The qualitative behavior is the same in all panels but the value of \( C_\infty \) decreases as the dephasing rate grows (notice that the vertical scale is not the same in all panels). Nevertheless, the value of the concurrence maxima are non-negligible even in the worst case of panel (c). Moreover, this decrease can be partially compensated by increasing the intensity of the pumping laser. Therefore, our results show that pure dephasing reduces qubit-qubit entanglement but not as much as to preclude its formation by the mediation of the surface modes supported by 1D plasmonic waveguides.

7.6 Conclusions

In this Chapter, it has been presented a detailed analysis of how plasmonic waveguides can be used to achieve a high degree of entanglement between two distant qubits. A full account of the theoretical framework has been also described. Importantly, the degrees of freedom associated with the surface plasmons can be traced out, leading to a master equation formalism for the two qubits in which the two contributions to the effective interaction between them (coherent and dissipative terms) are then obtained by means of the \textit{classical} electromagnetic Green’s function.

It has also been shown that the main ingredients to obtain a high value for the concurrence are a large \( \beta \)-factor and the one-dimensional character of the surface modes supported by the plasmonic waveguide. By studying how steady-state entanglement can be generated, it has been demonstrated that the dissipative part of the qubit-qubit interaction mediated by plasmons is the main driving force in order to achieve entanglement. It has also been
analyzed the sensitivity of this plasmon-mediated entanglement to different parameters, such as the dipole orientations of the qubits, the pumping rate, and the inherent presence of dephasing mechanisms in the system. In all cases, it has been found that the dissipation-driven generation of entanglement is robust enough to be observed experimentally by using plasmonic waveguides that are currently available.

Finally, some experimental alternatives to characterize entanglement have been proposed. The measurement of the cross-term second order coherence function appears a solid candidate to characterize entanglement due to its connection with low values of concurrence.
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Chapter 8

Entanglement of many qubits mediated by one-dimensional electromagnetic modes

8.1 Introduction.

During the first part of this Thesis, we have focused in physical systems where artificially designed atoms in solid-state setups, like quantum dots or nitrogen vacancy centers (NV), coupled deterministically to photonic cavities [28–30]. An important application of those systems is quantum information processing in solid devices [15], where artificial atoms acting as qubits are placed within the e.m. field confined in a microcavity. Typically, the realization of those ideas requires unitary qubit-field evolutions and a natural candidate is to consider collective couplings to a single mode in a cavity.

To conclude this Thesis, we are going to focus on a generalization of the idea of the previous Chapter where we showed how interesting applications can be found relying not in coherent unitary evolution but rather in the dissipative effects coming from the bath. The general idea relies in the fact that if one is able to tailor the interaction with the environment wisely one can induce quantum correlations in the steady-state [20] which has been experimentally proved to be a powerful tool to generate entanglement between atomic ensembles [23].

We upgrade the discussion of the previous Chapter in three ways:

• Firstly, we do not focus on a particular realization of waveguides like in the previous Chapter where a special emphasis was made on a particular configuration of plasmonic waveguides. We only assume the one-dimensional character of the modes.

• We consider a situation with more than two-emitters, so that it exists the possibility of generation many-qubit entanglement.

• Finally, apart from the simple 2LS configuration for the qubit, we consider a more elaborate scheme involving a four-level scheme. This scheme leaves us the possibility to further control the effective quantum state of the system by using with additional laser fields, being able to achieve a higher degree of entanglement than with simple 2LS.
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Figure 8.1: (a): Experimental scheme of the system: ensemble of equally-spaced qubits placed in the vicinity of a one-dimensional waveguide. (b): Two-level system configuration with resonant excitation. Panel (c): Four-level system configuration with two-additional lasers, where we impose the condition: $\omega_{L,1} - \omega_0 = \omega_{L,2} + \omega_0 = \omega_a$ and define $\omega_1 = \omega_{L,1}$, $\omega_2 = \omega_{L,2} - \omega_0$.

The structure of the Chapter is the following: first, we briefly introduce the scheme of the system in Section 8.2. Then, we show the results where the quantum emitters are simple 2LS, in Section 8.3 and four-level systems in Section 8.4. Finally, we explore the experimental feasibility with the current state-of-art parameters in Section 8.5 and conclude in Section 8.6.

8.2 System configuration.

The general scheme of the system studied within this Chapter is depicted in Fig. 8.1 an ensemble of identical qubits is placed in front of a one-dimensional waveguide, which contains a continuum of EM field. Even in the absence of direct coupling between the qubits, the coupling to a common bath induces a controllable dissipative (and coherent) coupling between the qubits.

In this Chapter we study in detail two possible configurations for the qubits. Firstly, the qubits will be simple 2LS as sketched in Fig. 8.1(b). The possibility of deterministically position the artificial atoms or qubits allows us to engineer the paradigm for quantum optical collective effects, i.e. the Dicke model of superradiance [281] in its pure form. The observation of the latter in optical systems is hindered due to dephasing caused by dipole-dipole interactions [81, 282]. In my scheme, those interactions can be switched off by an appropriate choice of the inter-qubit distance, similarly to what we showed in the previous Chapter. Adding a classical drive to the pure Dicke model one obtains a dissipative system with a phase diagram of steady states showing mesoscopic spin squeezing and entanglement. Even though this model has been theoretically investigated in the past [283–285], the experimental realizations have been scarce.

Finally, we study a more complicated and flexible configuration for the qubits as shown in 8.1(c). Here, we consider that the two-level system needed to describe qubits are the lowest level of a 4-level emitter scheme, reminiscent to atomic system, which has been recently proposed in the solid state context [286, 287]. Then, we show that again by a judicious choice of couplings to the waveguide and dispersion relations may lead to a variety of many-body dissipative models which show entangled steady-states.
8.3 Entanglement generation for two level systems.

In this Section, the qubits are modeled by simple 2LS. We consider the set of \( N \) 2LS, \( \{|g\rangle_n, |e\rangle_n\}_{n=1...N} \), placed at positions \( x_n \) and coupled to a one dimensional field (Fig. 8.1(a)) with photon annihilation operators \( a_q \), described by the Hamiltonian \( H = H_0 + H_1 \). The free term is \( H_0 = H_{qb} + H_{field} \),

\[
H_{qb} = \frac{\omega_0}{2} \sum_{n=1}^{N} \sigma_z^n, \quad H_{field} = \sum_q \omega_q a_q^\dagger a_q,
\]

(8.1)

where \( \omega_0 \) is the qubit energy (Fig. 8.1(b)) and \( \omega_q \) is the field dispersion relation. The Pauli matrices are defined as \( \sigma_z^n = |e\rangle_n \langle e| - |g\rangle_n \langle g| \), \( \sigma_+^n = |e\rangle_n \langle g| \), \( \sigma_-^n = |g\rangle_n \langle e| \). The photon polarization is neglected to focus on the most relevant physics of our work. We consider a dipolar coupling of the form

\[
H_1 = \sum_n (\sigma_n E(x_n) + H.c.),
\]

(8.2)

with \( E(x) = \sum_q g_q (a_q e^{iqx} + a_q^\dagger e^{-iqx}) \), and \( g_q \) is a dipolar qubit-field coupling. In the weak coupling limit, the evolution of \( \rho \), the reduced density matrix for the qubits, can be described by a markovian master equation of the form \( \frac{d\rho}{dt} = \mathcal{L}(\rho) \), with the superoperator

\[
\mathcal{L}(\rho) = \sum_{n,m} J_{n,m} (\sigma_n^r \rho \sigma_m^+ - \rho \sigma_m^+ \sigma_n^r) + H.c.,
\]

(8.3)

A detailed derivation is given in Appendix II following the description in dimensions higher than one presented in previous works [81]. Special care must be paid to the counter rotating terms in (8.3), which have to be included to get the following result for the collective decay rates

\[
J_{n,m} = \Gamma \frac{1}{2} e^{iq(\omega_0)|x_n - x_m|}.
\]

(8.4)

We define \( \Gamma = \gamma(\omega_0) \), with the function \( \gamma(\omega) = g_q^2 D(\omega)/\pi \), where \( g(\omega) \) is the resonant wavevector at \( \omega \), and we have defined the e.m. density of states, \( D(\omega) = (2\pi/L)|dq(\omega)/d\omega| \), with \( L \) the quantization length. A crucial observation for this work, is that couplings \( J_{n,m} \) do not decay with the distance \(^1\), a situation that is singular of one dimensional waveguides. On the contrary in free space collective couplings decay like \( 1/r \) or \( 1/r^3 \), depending on the relative dipole orientation [81]. For completeness in Section 8.5, we make a thorough study of the effect the possible experimental imperfections on the results obtained.

Homogeneous couplings \( J_{n,m} = \Gamma/2 \) can be obtained from Eq. (8.4) by the choice \( x_n = n\lambda_0 \), with \( \lambda_0 = 2\pi/q_0 \), and \( n \in \mathbb{Z} \). This condition cancels coherent dipole-dipole interactions and we get the pure Dicke superradiant decay described by

\[
\mathcal{L}_D(\rho) = \Gamma \frac{1}{2} (S^- \rho S^+ - S^+ S^- \rho) + H.c.,
\]

(8.5)

\(^1\)Eventually, couplings decay due to the finite propagation length of the modes caused by experimental imperfections and/or ohmic losses. However, in principle these difficulties can be overcome with suitable engineering. State of art propagation lengths are already of the order of several times the wavelength of the guided mode.
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Figure 8.2: Numerical results for the coherently pumped Dicke model (8.6). Different colors represent different number of qubits from \( N = 2 \) (blue) to \( N = 200 \) (red) as shown in the legend. (a) Population inversion \( \langle S_z \rangle / N \). (b) Purity \( \mathcal{P} \) (dashed) and spin-squeezing parameter \( 1 / \xi^2 \) (solid).

with \( S^- = \sum_n \sigma^-_n \), \( S^+ = \sum_n \sigma^+_n \). We also define \( S_\alpha = \sum_n \sigma^\alpha_n / 2 \) (\( \alpha = x, y, z \)), and the basis \( \{|J,M\} \) of eigenstates of \( S^2_x, S_z \). Assuming an initial state like \( |\Psi_0\rangle = \bigotimes_n |e\rangle_n = |N/2, N/2\rangle \) the system evolves within the sector \( J = N/2 \). We stress that as an important point: Dicke superradiant decay is achieved in one dimension without the restriction that the whole atomic ensemble is confined within a region of length \( \lambda_0 \).

In this work we focus on the qubit steady-state, \( \rho_s \), which for a given Liouvillian fulfills \( \mathcal{L}(\rho_s) = 0 \). To achieve controllability on \( \rho_s \), we add a pump term which physically can be implemented by the interaction of qubits with a resonant field with Rabi frequency \( \Omega \),

\[
\mathcal{L}_{D,p}(\rho) = \mathcal{L}_D(\rho) - i \frac{\Omega}{2} [S_x, \rho].
\]

(8.6)

Competition between the collective decay and the pumping leads to a non-equilibrium phase transition in the steady-state of the model at a critical pumping rate \( \Omega_c = N\Gamma / 2 \) [283], manifested in a kink in the population inversion observable \( \langle S_z \rangle \), see Fig. 8.2(a). Let us first give a brief description of the two limiting cases:

- **Coherent steady state regime**, \( \Omega \ll N\Gamma / 2 \). Since \( \mathcal{L}_{D,p} \) can be obtained from \( \mathcal{L}_D \) by the substitution \( S^- \rightarrow S^- + i\Omega/(2\Gamma) \), one can easily show that \( \rho_s = |\Psi_c\rangle\langle \Psi_c| + \mathcal{O}(1) \),

where \( |\Psi_c\rangle = e^{i\frac{\Omega}{2} S_z} |N/2, -N/2\rangle \) is a spin coherent state.

- **Mixed state phase**, \( \Omega \gg N\Gamma / 2 \). Here we get an infinite temperature state. To show this, it is convenient to write \( \mathcal{L}_D \) in the interaction picture with respect to \( \Omega S_x / 2 \). This accounts to replace \( S^- \rightarrow S_x + (1/2)(\cos(t)S_y + \sin(t)S_z) \). Averaging over time, leads to

\[
\mathcal{L}_{D,p} \approx \frac{\Gamma}{2} \left( S_x \rho S_x - S_x^2 \rho + \frac{1}{2} \sum_{\alpha=x,y,z} (S_\alpha \rho S_\alpha - S_\alpha^2 \rho) \right) + \text{H.c.}
\]

(8.7)

which has the infinite temperature state \( \rho_s = 1 \) as steady-state.

For calculations in the intermediate regime we use the full solution in the \( |J,M\) basis. To quantify many-particle entanglement we use spin-squeezing \( \xi \) as a figure of merit,

\[
\xi^2 = \frac{N(\Delta S_z)^2}{\langle S_y^2 \rangle + \langle S_z^2 \rangle}.
\]

(8.8)
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ξ is both an entanglement witness and it is also linked to applications in quantum metrology \[288-290\]. Values ξ < 1 are spin-squeezed states which can be proved to be entangled \[289\]. Note that the above mentioned (i) and (ii) phases lead to ξ = 1 and ξ = ∞, respectively. Another theoretical tool to be used is the purity, defined by \( P(\rho) = \text{Tr}(\rho^2) \). Both magnitudes are plotted for different number of qubits \( N \) in Fig. 8.2. We find a range of pumping fields \((\Omega \leq \Omega_c)\) at the on-set of the phase transition which combine entanglement and high purity. This result may lead to the generation of entanglement between many qubits in mesoscopic samples of artificial atoms.

8.4 Entanglement generation with four-level systems.

In order to get a more stable and flexible situation, in this Section, the simple 2LS is upgraded into a 4-level system (4LS) configuration (see Fig. 8.1(c)). This scheme, inspired in atomic system, can now be realized in the solid-state context with quantum dots or nitrogen vacancy centers \[286-287\] and describes a variety of possible configurations in which a set of low-level states \((|g\rangle_n, |e\rangle_n)\) are coupled to high energy states \((|g'\rangle_n, |e'\rangle_n)\). The qubit part of the free Hamiltonian becomes now;

\[
H_{q} = \sum_n (\omega_{g'}|g'\rangle_n\langle g'| + \omega_{e'}|e'\rangle_n\langle e'| + \omega_g|g\rangle_n\langle g|).
\] (8.9)

Two weak non-resonant fields with amplitudes \(\Omega_{L,1}(2)\) and frequencies \(\omega_{L,1}(2)\), induce transitions described by a Hamiltonian term:

\[
H_L = \sum_n ((\Omega_{L,1}/2)|e'\rangle_n\langle e|e^{-i\omega_{L,1}t} + (\Omega_{L,2}/2)|g'\rangle_n\langle g|e^{-i\omega_{L,2}t} + H.c.).
\] (8.10)

8.4.1 Adiabatic elimination of the excited state.

The complete Hamiltonian that describes the time-dependent laser fields of the four-level system coupled to the continuum of modes of panel (c) in Fig. 8.1 can be written in the Schrödinger picture as follows:

\[
H = \sum_q \omega_q a_q^\dagger a_q + \omega_{g'}|g'\rangle\langle g'| + \omega_{e'}|e'\rangle\langle e'| + \omega_0|e\rangle\langle e|
+ \frac{\Omega_{L,1}}{2}(|g\rangle\langle e|e^{i\omega_{L,1}t} + H.c.) + \frac{\Omega_{L,2}}{2}(|e\rangle\langle e|e^{i\omega_{L,2}t} + H.c.)
+ \sum_q g_q ((|g\rangle\langle e| + |e\rangle\langle g|)a_q + H.c.) + \sum_q g_q ((|e\rangle\langle g| + |g\rangle\langle e|)a_q + H.c.)
+ \sum_q g_q ((|g\rangle\langle g| + |g\rangle\langle g|)a_q + H.c.) + \sum_q g_q ((|e\rangle\langle e| + |e\rangle\langle e|)a_q + H.c.)
\]

We impose the condition

\[
\omega_{L,1} - \omega_0 = \omega_{L,2} + \omega_0 = \omega_a,
\] (8.11)

so that the two decay channels in red into modes \(a_q\), correspond to photon emission with the same energy \(\omega_a\). Obviously, there are two non-desirable extra decay channels with mode
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energy $\omega_{L,1}$ and $\omega_{L,2} - \omega_0$ that creates a dephasing term in the dynamics as we show afterwards. Now, one can go to a rotating frame where the classical fields are not oscillating in time just by the following unitary operation,

$$U = e^{i(\omega_1 |g| \langle g'| + \omega_2 |e\rangle \langle e'|) t}.$$ \hspace{1cm} (8.12)

The resulting Hamiltonian after the transformation, $H \rightarrow UHU^\dagger + iU^\dagger \dot{U}$, has the following form:

$$H = \sum_k \omega_k a_k^\dagger a_k + \Delta_1 |g\rangle \langle g'| + \Delta_2 |e\rangle \langle e'| + \omega_0 |e\rangle \langle e|$$

$$+ \frac{\Omega_{L,1}}{2} (|g\rangle \langle g'| + H.c.) + \frac{\Omega_{L,2}}{2} (|e\rangle \langle e'| + H.c.)$$

$$+ \sum_q g_q (\langle g'| e e^{-i\omega_{L,1} t} + |e\rangle \langle g| e^{-i\omega_{L,1} t} a_q + H.c.)$$

$$+ \sum_q g_q (\langle e'| e e^{i\omega_{L,2} t} + |g\rangle \langle e| e^{i\omega_{L,2} t} a_q + H.c.)$$

$$+ \sum_q g_q (\langle e'| e e^{i\omega_{L,2} t} + |e\rangle \langle e| e^{-i\omega_{L,2} t} a_q + H.c.),$$ \hspace{1cm} (8.13)

where we have defined:

$$\Delta_{1,2} = \omega_{g',e} - \omega_{L,1(2)}.$$ \hspace{1cm} (8.14)

This Hamiltonian is still time-dependent but it is still possible to do an adiabatic elimination of the excited states as long as $\Omega_{L,1(2)} << \Delta_{1(2)}$ by applying the following canonical transformation $U = e^{-S}$, where:

$$S = \frac{\omega_{L,1}}{2\Delta_1} (|g\rangle \langle g| - |g\rangle \langle g'|) + \frac{\omega_{L,2}}{2\Delta_2} (|e\rangle \langle e| - |e\rangle \langle e'|).$$ \hspace{1cm} (8.15)

The transformed Hamiltonian, $H \rightarrow e^SH e^{-S}$, up to order $O(\Omega_{L,1,2}^2)$ and neglecting the terms which are proportional to the excited state populations, can be cast

$$H = \sum_q \omega_q a_q^\dagger a_q + \omega_0 |e\rangle \langle e| + H_{1}^{sq} (t) + H_{1}^v (t),$$ \hspace{1cm} (8.16)

where $H_{1}^{sq} (t)$ is given in the interaction picture, by

$$H_{1}^{sq} (t) = \kappa E(x_0, t) (D^\dagger e^{i\omega_u t} + D e^{-i\omega_u t}),$$ \hspace{1cm} (8.17)

where $\kappa^2 = (\Omega_{L,1}/2\Delta_1)^2 - (\Omega_{L,2}/2\Delta_2)^2$ is a normalization constant. $D = \omega \sigma^- + \nu \sigma^+$ is a jump operator resulting from the cross radiative decay, with $u = \kappa^{-1}\Omega_{L,1}/2\Delta_1$, $v = \kappa^{-1}\Omega_{L,2}/2\Delta_2$, fulfilling $u^2 - v^2 = 1$. The latter condition will be useful in the discussion below, and allows us to characterize the degree of squeezing by a single parameter $r$, with $u = \cosh(r)$ and $v = \sinh(r)$.
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The last term contains the contribution from the direct radiative process (non-diagonal processes in the scheme of Fig. 8.1(c)) and can be written in the interaction picture,

\[ H_1^\varepsilon(t) = \kappa E(x_0, t)(u\sigma_z^\varepsilon e^{i\omega_1 t} + v\sigma_x^\varepsilon e^{-i\omega_2 t} + \text{H.c.}) . \]  

(8.18)

Then, the generalization to the situation where one has \( N \) quantum emitters is straightforward:

\[ H_1^\text{sq}(t) = \sum_n \kappa E(x_n, t)(D_n^\dagger e^{i\omega_n t} + D_n e^{-i\omega_n t}) , \]  

(8.19)

\[ H_1^z(t) = \kappa \sum_n E(x_n, t)(u\sigma_n^z e^{i\omega_1 t} + v\sigma_n^x e^{-i\omega_2 t} + \text{H.c.}) , \]  

(8.20)

8.4.2 Squeezing and entanglement generation.

After an adiabatic elimination of the excited states one gets an effective qubit-field interaction \( H_1(t) = H_1^\text{sq}(t) + H_1^z(t) \), as shown in Eq. (8.19) written in the interaction picture with respect to \( H_0 \). After eliminating the EM field degrees of freedom the Liouvillian for the reduced density matrix of the ensemble of qubits reads:

\[ \mathcal{L}_\text{sq}(\rho) = \sum_{n,m} J_{n,m}^\text{sq} \left( D_n^\dagger \rho D_m^+ - \rho D_m^+ D_n^\dagger \right) + \text{H.c.} , \]  

(8.21)

with \( J_{n,m}^\text{sq} = \Gamma_{n,m} e^{iq(\omega_n)|x_n-x_m|} \) and \( \Gamma_{n,m} = \kappa^2 \gamma(\omega_n) \). The second term in the effective qubit-field interaction, \( H_1^z(t) \), describes longitudinal decay processes and leads to

\[ \mathcal{L}_z(\rho) = \sum_{n,m} J_{n,m}^z (\sigma_n^z \rho \sigma_m^z - \rho \sigma_m^z \sigma_n^z) + \text{H.c.} , \]  

(8.22)

with \( J_{n,m}^z = \kappa^2 \gamma(\omega_1) u_2 e^{iq(\omega_1)|x_n-x_m|} + \gamma(\omega_2) u_2 e^{iq(\omega_2)|x_n-x_m|} \) where \( \omega_1 = \omega_{1,1} \) and \( \omega_2 = \omega_{1,2} - \omega_0 \). The term \( \mathcal{L}_z \) induces a dephasing mechanism that competes with the spontaneous coherence build up induced by \( \mathcal{L}_\text{sq} \). The relative importance of those contributions depends on the photon density of states at frequencies \( \omega_a \) and \( \omega_{1,2} \). We consider two limiting cases:

- **Small photonic bandwidth**: This is the most favorable configuration. If one assumes that the density of states in the waveguide is peaked around \( \omega_a \), with a bandwidth \( \Delta \omega \ll |\omega_1 - \omega_a|, |\omega_2 - \omega_a| \) such that \( \gamma(\omega_{1,2}) \approx 0 \) and therefore \( J_{n,m}^z \approx 0 \). For example, this can be the case of one dimensional waveguides consisting of coupled cavities forming a one-dimensional photonic crystal.

Defining \( g(\omega) = 2\pi/\lambda_a \) and choosing \( x_n = n\lambda_a \), one arrives to a spin-squeezing version of the Dicke superradiant model,

\[ \mathcal{L}_{\text{sq,D}}(\rho) = \frac{\Gamma_{\text{sq}}}{2} \left( D^- \rho D^+ - D^+ D^- \rho + \text{H.c.} \right) , \]  

(8.23)

where we have introduced collective squeezed spin operators \( D^{+/−} = \sum_n D_n^{−/+} \). In Fig. 8.3(a), we show a calculation of the spin-squeezing in the steady-state as function of the squeezing parameter, \( r \). Remarkably, an enhancement of the maximum value of entanglement of several orders of magnitude compared to the case of an ensemble of 2LS’s is observed.
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Figure 8.3: Same as Fig. 8.2 for the 4LS scheme. (a) Entanglement witness \(1/\xi^2\) solid as a function of the squeezing parameter, \(r\), for increasing number of qubits (\(N = 2, 10, 50, 100, 200\)) in the limit of small photonic bandwidth limit, where \(J_{m,n}^z \equiv 0\). In all the cases, the purity of the system is \(\mathcal{P} \approx 1\). (b) Entanglement witness \(1/\xi^2\), solid and purity \(\mathcal{P}\), dashed as a function of the parameter \(r\) for increasing number of qubits (\(N = 2, 10, 50, 100, 200\)) in the limit of large bandwidth limit. The evolution of the collective dephasing mechanism, \(\Gamma_z\), with the squeezing parameter is also plotted in solid black.

- **Large photonic bandwidth**: In the opposite limit we have considered a broadband waveguide (\(|\omega_{L,1} - \omega_{L,2}| \ll \Delta \omega\)) such that the density of states at the frequencies considered here is comparable \(\gamma(\omega_1) \approx \gamma(\omega_2)\). In experiments with optical transitions, for example with quantum dots in optical or plasmonic waveguides, condition \(\omega_1, \omega_2, \omega_a \gg \omega_0\) is found, since transition energies are in the eV and meV for high energy and low energy transitions, respectively \([286, 287]\). Thus, one can safely assume \(q(\omega_a) \approx q(\omega_1) \approx q(\omega_2) = 2\pi/\lambda_a\), and consider that quantum dots can be placed at the same relative optical path with respect to all frequencies. To give a more quantitative argument for this approximation, one can define the group velocity of the modes of the waveguide \(v_g(\omega) = |\partial_\omega q_\omega|\), and consider the limit \(|\omega_1 - \omega_a| v_g(\omega_a), |\omega_2 - \omega_a| v_g(\omega_b) \ll q(\omega_a)\), which corresponds to small wavevector differences. In the case of constant \(v_g\) and optical transitions, this condition leads to differences of \(10^{-3}\) in \(q(\omega_a), q(\omega_{1,2})\). We neglect for the moment those differences, which may lead to inhomogeneous broadening effects that are discussed later in this work. Thus, the condition \(x_n = n\lambda_a\) leads to a collective dephasing term of the form

\[
\mathcal{L}_{z,D}(\rho) = \frac{\Gamma_z}{2} (S^z \rho S^z - S^z \rho + \text{H.c.}),
\]

where we have introduced the rate \(\Gamma_z = J_{n,n}^z\). In the large photonic bandwidth limit one gets thus two competing terms \(\mathcal{L} = \mathcal{L}_{z,D} + \mathcal{L}_{x,D}\). Collective dephasing increases with the squeezing parameter \(r\), as depicted in solid black in Fig. 8.3(b). The competition between dephasing and squeezing mechanisms determines an optimal \(r\) to generate maximal entanglement. The latter can be higher than the one generated by \(\mathcal{L}_{D,p}\) considered above. The purity of the system is also affected by the dephasing term, however one can still find a region that combine high purity and high values of entanglement as
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shown in Fig. 8.3 (b).

8.5 Experimental feasibility.

In this Section, we discuss about the experimental feasibility of the proposal: firstly, reviewing the key requirements needed and how far the current experimental state-of-art is from them. Then, we show theoretical calculations to study the robustness to these possible experimental imperfections. The main requirements of our scheme are:

- **One-dimensional waveguides.** - It is required long propagation lengths and efficient coupling to the qubits. Significant coupling to the guided modes of more than 85 – 89% have already been reported for photonic [247, 248] and plasmonic [56, 61] waveguides. Theoretical predictions of even higher efficiencies has also been pointed out [254, 291], at expense of increasing the losses and reducing the propagation length. Limitations in the propagation length limits the number of qubits one can entangle. Besides, the precise location of the qubits is also needed, which is possible for solid-state emitters using, e.g. by lithographic methods which nowadays have precision better than 50 nm [31].

- **Lambda-transitions in solid-state qubits.** - It is assumed a degree of manipulation of electronic levels similar to the one achieved in atomic physics, specially the 4LS scheme. Applications in quantum information processing [15, 292] typically require controlling optical transitions for spin-pumping and initialization. Recent experimental results [286, 287] show level schemes in quantum dots similar to those required in our work.

- **Markovian approximation.** - We require $\Gamma N \ll \omega_0$ in the 2LS scheme and $\Gamma N \ll \omega_{L1,2}, \omega_a$ in the 4LS case, such that the cooperative decay rate is much smaller than the transition frequencies, the latter determine the photonic bath memory time [25]. This condition is well satisfied in the case of optical transitions of quantum dots.

- **Independent decay channels on each transition frequency.** - This is required for the 4LS’s scheme in the large bandwidth limit, to get Eqs. (8.21, 8.22), and it is justified as long as $\Gamma N \ll |\omega_{L1} - \omega_a|, |\omega_{L2} - \omega_a|$. Since differences in transition energies are of the order of $meV$, this condition imposes a restriction on the achievable rates for entanglement generation in our scheme.

- **Homogeneous couplings.** - This scheme neglects inhomogeneous couplings which may take the steady state out of the collective basis $|J, M\rangle$. This may be the most important restriction since spectral dispersion of energies is a limitation of quantum optical solid-state devices. The dispersion in energies in solid-state setups, like QDs, is still of the order of $meV$ [31] due to the inherent randomness in the process of fabrication (explained in Chapter 1). Other alternatives, like NV centers, seem more attractive as the spreading of energies here is much smaller (of the order of $\mu eV$ [293]) which is mainly coming from the presence of different isotopes of C or in relative orientations relative to the waveguide. In both cases, the feasibility of our proposal benefits from current experimental efforts in this direction in the field.
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Figure 8.4: Entanglement witness, $1/\xi^2$, for the simple 2LS scheme with $\Omega/N = 0.4 \Gamma$, for $N = 2$ (a), $N = 3$ (b) and $N = 4$ (c). The different colors represent different energy dispersions $\Delta = 0$ (dashed black) and $\Delta = 0.001 \Gamma$, $0.01 \Gamma$, $0.1 \Gamma$, $\Gamma$ in the colors indicated in the legend.

Now, we show the effect of the possible experimental imperfections appearing in the experiments, paying special attention to spectral dispersion of energies which is possible the main drawback for the application of the proposal in solid-state systems. The theoretical problem of dealing with inhomogeneous systems is numerically very demanding. So far, we have taken advantage of the perfect collective behavior of the system which allows to work with a collective basis $|J, M\rangle$ whose computational complexity grows only quadratically with the number of qubits. However, if one wants to consider the effect of inhomogeneities, i.e., a random dispersion of energies in the qubit energies, it is not possible then to work with the collective basis. Thus, the computational complexity of the problem grows exponentially with the number of qubits ($2^{2^N}$), which unfortunately limits us to work with a very reduced number of qubits as it quickly transforms into an intractable problem \footnote{This is a typical example where the limitations of classical computers to simulate quantum systems. Quantum computers are expected to overcome these limitations.}.

Firstly, we start by considering the effect of a dispersion of energies for the simple 2LS case. Assuming a random variation of energies induced by a term $H_{\text{inh}} = \Delta \omega_j S_j^z$, with $\Delta \omega_j \in [-\Delta, \Delta]$, we have done the calculation for $N = 2$, 3 and 4 qubits for different dispersions $\Delta$’s and the results are shown in Fig. 8.4. Due to the randomness of the spread of energies, we repeat the calculation $n_t$ times (i.e. 20 for Fig. 8.4), and then calculate the average of the observables. As expected, the effect of this inhomogeneity in the energies is to create a dephasing time $1/\tau_d \propto \Delta$, such that entanglement is destroyed for times $t > \tau_d$ as shown in Fig. 8.4. This can be a severe limitation, especially for QDs, where the variation of energies is still large due to the randomness in the fabrication. However, due to the computational limitations, it is difficult to argue about the scaling with the number of qubits.

The alternative proposal with 4LS is more advantageous than the simple 2LS case in two ways: firstly, as we show in Fig. 8.5 with an exact calculation, it is more robust to inhomogeneities than the simple 2LS scheme. Secondly, one can find non-negligible entanglement ($1/\xi^2 > 1$) for squeezing parameters $r$ which are still “small”, in the sense that the associated occupation $\langle S \rangle_z \approx -0.5$ (see Fig. 8.3). This justifies to do a Holstein-Primakoff approximation \footnote{This is a typical example where the limitations of classical computers to simulate quantum systems. Quantum computers are expected to overcome these limitations.} to the $\sigma_n$’s operators yielding to a linear scaling of the computational. The bosonization of operators has already been used in this Thesis (see Chapter 3 or 6) and basically consist in substituting $\sigma_n \rightarrow a_n$, with $a_n$ being a bosonic operator.
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The exact calculation is done as explained for the simple 2LS case. One considers a random distribution of energies such that $\Delta \omega_j \in [-\Delta, \Delta]$ and repeats the calculation for a number of times to perform an average. The results are shown in Fig. 8.5 for $N = 2, 3, 4$ qubit ensembles for different $\Delta$’s. From these results it is clear that this scheme is more robust to these inhomogeneities than the simple 2LS. The inhomogeneities leads to a degradation of the steady-state value of $1/\xi^2$ but still steady-state entanglement can be found. Only for very big $\Delta$, the inhomogeneity yields a complete destruction of the the steady-state entanglement.
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**Figure 8.5:** Entanglement witness, $1/\xi^2$, for the 4LS scheme with $r = 0.2$, for $N = 2$ (a), $N = 3$ (b) and $N = 4$ (c). The different colors represent different energy dispersions $\Delta = 0$ (dashed black) and $\Delta = 0.1\Gamma, \Gamma, 5\Gamma, 10\Gamma$ in the colors indicated in the legend.

Other common experimental imperfection is the imperfect coupling of the QE to the modes of the waveguides. It is usually characterized by $\beta$-factor smaller than one. The robustness against this imperfection is studied in Fig. 8.6 for a small number of QEs. One can see that the maximum entanglement that can be achieved with a perfect coupling is degraded as $\beta$ decreases, however some steady-state entanglement remains in the steady state, except for very bad coupling efficiencies as in the case $\beta = 0.1$.

Regarding, the scalability with the number of qubits not much can be inferred from these figures as the number of qubits is not big enough. However, in both cases the tendency is positive as it points to a higher robustness of the scheme as the number of qubits increases.

Fortunately, the Holstein-Primakoff approximation allows us to study more systematically the robustness of the 4LS scheme against random spread of the energies of the qubit, together with other typical experimental imperfections. Before getting into details, in Fig. 8.7 we
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**Figure 8.6:** Entanglement witness, $1/\xi^2$, for the 4LS scheme with $r = 0.2$, for $N = 2$ (a), $N = 3$ (b) and $N = 4$ (c). The different colors represent different energy dispersions $\Delta = 0$ (dashed black) and $\beta = 1, 0.99, 0.95, 0.9, 0.5, 0.1$ in the colors indicated in the legend.
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Figure 8.7: Comparison of entanglement witness between the exact calculation (solid black) and the Holstein-Primakoff approximations (dashed red) for an homogeneous system with squeezing parameter \( r = 0.2 \) for \( N = 2 \) (Panel (a)) and \( N = 20 \) (Panel (b)).

Figure 8.8: Entanglement witness, \( 1/\xi^2 \), for the 4LS scheme calculated within the Holstein-Primakoff approximation with \( r = 0.2 \), for \( N = 4 \) (a), \( N = 50 \) (b) and \( N = 100 \) (c). The different colors represent different energy dispersions \( \Delta = 0 \), \( 0.1\Gamma \), \( \Gamma \), \( 10\Gamma \) and \( 100\Gamma \) in the colors indicated in the legend.

have plotted, for a fixed squeezing parameter \( r \), the comparison between the exact and the approximated calculations for a number of qubits \( N = 2 \) and \( N = 20 \). In both cases \( \langle S_z \rangle \approx -0.5 \) (not shown) so the bosonization of the \( \sigma_n \) operators is justified and this is why both results (exact and approximated) compare so well. The only limitation of the approximation is that one can not go to higher values of \( r \) which leads to higher degrees of entanglement, however, within this values one can still study the robustness of the proposal to the different imperfections.

Once the validity of the approximation has been settled, we start by showing in Fig. 8.8 a calculation similar to the one of Fig. 8.5, but for a higher number of qubits. It can be seen the robustness of the entanglement compared to the 2LS case, as entanglement survives for greater dispersions in the energies. The scaling with \( N \) is also positive as the tendency of the system is to being more stable for bigger number of qubits.

The dynamics of the entanglement achieves a maximum entanglement and then degrades until a constant value of \( 1/\xi^2 \) that can be \( \lesssim 1 \) depending on the magnitude of the spread of the energies. This is more clearly seen in Fig. 8.9 where we have plotted the dynamics for a fixed \( \Delta = 10\Gamma \), for different number of qubits. This behavior allows us to define a dephasing time, \( t_d \), by considering the time where the entanglement has degraded to a certain value from its maximum, i.e. 95%. This is plotted in the inset of Fig. 8.9(a) for different number of qubits. Here, the tendency here is also positive as dephasing time is bigger as the number
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Figure 8.9: Entanglement witness, $1/\xi^2$, for the 4LS scheme calculated within the Holstein-Primakoff approximation with $r = 0.2$ for different number of qubits $N = 2, 5, 10, 20, 50, 100, 200$ indicated by the colors in the legend. Panel (a): Robustness of $1/\xi^2$ for a fixed dispersion of energies, $\Delta = 10\Gamma$, with different number of qubits. Inset: Dephasing time, $t_d$ (see definition in the main text) as a function of the number of qubit $N$. Panel (b): Robustness of $1/\xi^2$ for waveguide with finite propagation length $L_{\text{prop}} = 10a$, where $a$ is the interqubit distance, with different number of qubits. Panel (c): Robustness of $1/\xi^2$ for $\beta$-factor of 0.9 with different number of qubits.

of qubits coupled to the waveguide increases.

The advantage of the Holstein-Primakoff approximation is that it allows very naturally to extend the study of other experimental imperfections, such as the finite propagation length of the modes of the waveguide or the imperfect coupling to them, reflected in $\beta$-factor smaller than one. The finite propagation length arises due to fabrication imperfections and/or ohmic dissipation in the metal in the case of plasmonic waveguides. In the latter, this limits considerable the range that the interactions can extend. In Fig. 8.9(b), we have plotted the results for a finite propagation length of $L_{\text{prop}} = 10a$, begin $a$ the separation between the qubits, for different number of qubits. In this case, the inhomogeneity of the system is caused by the fact that $\Gamma_{ij}$ decays with the distance exponentially. The effect is that the maximum of entanglement achieved increases with the number of qubits, but after a certain time, they collapse to a steady-state value. The scaling with the number of qubits is not so relevant as the finite propagation length of the interaction makes that only a finite number qubits are connected through the waveguides modes due to the finite range of the interaction. Thus, in the case of the Fig. 8.9(b) no matter how many QEs are placed in front of the waveguide that if $L_{\text{prop}} = 10a$, no more than approximately 10 emitters are effectively coupled.

As a last result, in Fig. 8.9(c), we have studied the consequences of an imperfect coupling to the modes of the waveguide, reflected in the so-called $\beta$-factor. In this figure, we have considered a fixed $\beta = 0.9$ and study its scaling with the number of qubits ($N$). One can see how increasing $N$ leads to a degradation of the entanglement that can be achieved if the coupling was perfect, but still being entangled ($1/\xi^2$) at finite time. The scaling with the number qubits benefits from the collective effect: it is more robust as $N$ increases, as it happened with he inhomogeneous broadening.

8.6 Conclusions.

In conclusion, we have proved that one-dimensional plasmonic [56, 61] or photonic [247, 248, 294–296] waveguides are excellent candidates to correlate a large number of qubits by collective radiative decay. By exploiting the site-controllability of solid state emitters [31],
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one gets an exciting playground to study non-equilibrium dissipative dynamics.

We have presented two different schemes with both two and four level systems which are ideally suited to achieve mesoscopic entanglement in controllable solid-state devices currently under investigation for quantum information processing. The latter appears to be more robust under typical experimental imperfections. Furthermore, a thorough analysis on the experimental challenges has been done. These ideas can be easily translated to circuit QED by generating of sidebands in the qubit-field coupling [297].
Chapter 9

Conclusions

English

In this Thesis, we have studied the interplay between coherence and dissipation in a different plethora of systems which are candidates to develop future quantum information applications. We have paid special attention to semiconductor optical systems which are promising due to the possibility of controlling optically their quantum state and for their prospects for scalability in the near future technology. In these systems, decoherence stems from the unavoidable coupling to the environment, which consists of several elements such as the bath of vacuum radiative modes or the vibrational bath present in the solid-state matrix where the system is embedded. Throughout this Thesis, we have reviewed examples which highlight the importance of studying decoherence not only to control or limit its detrimental effect, but also to turn it into an resource for applications.

During the first part the Thesis, our system under study has been the interaction between the excitons –bound states composed of an electron and a hole- in quantum dots, and the photonic modes confined in microcavities. When the quantum dots are grown inside microcavities they interact with the photon modes supported by the them. When this interaction overcomes the intrinsic losses of the exciton and cavity, a new type of particles is formed: polaritons. They are composite particles of light and matter and whose characteristics make them very attractive for quantum information applications.

Apart from the intrinsic losses of the exciton and cavity system, the semiconductor environment introduces new elements which can be harnessing for the coherence of the polaritons. With the model developed in this Thesis, we are able to address all the specificities of the semiconductor environment, namely the incoherent nature of the pumping and the effect of the coupling to the vibrational modes. Thanks to the careful modeling of both elements, we have been able to identify the effect of the vibrational modes in the observation of strong-coupling through the study of the light emitted from the system. We have shown that the non-linear behaviour induced by the strong-coupling has a robust tendency to display triplet structures in the photoluminescence spectra, rather than the expected JC multiplets of paired doublets with lack of emission at the cavity (central) mode. This is a non-trivial observation that allows us to explain some experimental reports showing these triplet structures, but which lacked of a clear explanation. To strength our argument, we have also presented a
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global fitting within the non-linear regime.

The previous mechanism is a paradigmatic example where decoherence acts as a detrimental element. On the other hand, the light emitted from the systems, that is another source of decoherence, can be used to learn about the systems. In fact the study of the properties of these photons leaking out of the systems is the only way the experimentalists have to characterize these systems. In this context, we have also developed a new theory to efficiently compute correlations between an arbitrary number of photons of any given frequencies and time delays. Even though they were becoming increasingly popular in the experimental set-ups, the theoretical efforts were devoted solely to very specific examples due to an intrinsic computational complexity. The new method presented here, simulate the effect of frequency-dependent sensors by introducing these sensors into the whole dynamics. The approach is independent of the details of the particular quantum system that emits the photons. This makes it a highly versatile tool for the description and analysis of photo-detection in various technological platforms. Our method is an important theoretical milestone as it paves the way for the interpretation of experiments which are routinely implemented in the laboratory but which lacked hitherto an adequate and tractable theoretical support. We have applied the method to a plethora of single and coupled quantum systems, putting special emphasis in the Jaynes-Cummings model due its paramount importance in quantum optics. During the characterization of their two-photon spectra, we have shown striking multiphoton features related to virtual states, e.g. strongly enhanced two-photon virtual processes, due to the indeterminacy in frequency and time imposed by the finite resolution detectors.

The excitonic description can be upgraded from the simplified two-level system picture by considering their spin degrees of freedom. In this case, the level scheme is built up with 4 different levels, whose upper level is the so-called biexcitonic state. This state is formed when there are two excitons of opposite spins in the quantum dot. Due to the Coulomb interaction, the biexciton has a certain binding energy which detunes it from the one-photon resonances. In cavity QED systems, we have made use of this property and presented a scheme where the biexciton is in two-photon resonance with a microcavity mode, as an efficient two-photon source both in terms of the purity of the two-photon state and of its emission efficiency. By considering all the coherent and decoherent elements, we have been able to demonstrate quantum characer of the two-photon emission by a detailed analysis of all the processes involved in the biexciton de-excitation, which also allows us to find analytically the optimum conditions for its realization. We have shown that the two-photons are emitted simultaneously with no delay in the autocorrelation time. In the case of continuous excitation, we have studied the impact of both kind of excitations. Remarkably, we are able to characterize the regions for optimally generating the 2P states thanks to the analytical understanding of the problem.

In the second part of the Thesis, the role of the electromagnetic field has been moved from photonic cavity systems to metallic structures that support the propagation of surface plasmons polaritons. As a first result, by using a proper open quantum system formalism we identified the key elements that are preventing the observation of strong-coupling between single emitters and surface plasmons in two-dimensional systems. With this understanding, we have proposed alternatives to increase the visibility of reversibility, e.g. the use of a high index dielectric host for the quantum emitter. In the typical experimental configuration, however, the strong-coupling is observed when many emitters are placed in front of these
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surfaces. For this situation, we have developed a self-consistent quantum treatment for metallic systems adopting a open-quantum system perspective. Our new framework takes into account all the experimental ingredients allowing us to reproduce the experimental state-of art observations and predict the optimal conditions for maximizing the strong-coupling. Moreover, we have gone a step further predicting the conditions where these systems can be operating in a purely quantum regime and how to characterize them experimentally.

Due to the difficulties of achieving the strong-coupling regime in plasmonic systems, one is tempted to think that they are not suitable for quantum information and computation applications. However, in this Thesis we have just shown the opposite by turning dissipation into a powerful resource for quantum computation. Firstly, we have proved the possibility of generating entanglement in two-qubit systems coupled through a common plasmonic one-dimensional waveguide. We have seen that these plasmonic waveguides induce a controllable coherent and incoherent coupling between the emitters, which combined with some continuous excitation can lead to useful steady-state entanglement. A thorough analysis of the robustness of the proposal against experimental imperfections has been done, proving that the scheme can work by using plasmonic waveguides that are currently available.

Finally, we have upgraded this system to a more general configuration which offers a very exciting playground to study non-equilibrium dissipative physics. By assuming only the one-dimensional character of the waveguides and exploiting the site-controllability of solid state emitters, we have presented two different schemes with both two and four level systems. We have proved that they are ideally suited to achieve mesoscopic entanglement in controllable solid-state devices currently under investigation for quantum information processing. The latter scheme with four level systems appears to be more robust under typical experimental imperfections, even the unavoidable dispersion of transition energies in solid-state emitters like quantum dots.
Español

En esta Tesis hemos estudiado la competencia entre coherencia y disipación en una serie de sistemas candidatos para desarrollar aplicaciones en información y computación cuántica. El foco principal se ha puesto en sistemas ópticos semiconductores. Estos sistemas son especialmente prometedores debido a la posibilidad de modificar su estado cuántico a través de la luz y a su posible fabricación escalable, un requisito imprescindible para el desarrollo de una tecnología. En estos sistemas la decoherencia del sistema viene dada fundamentalmente por la inevitable interacción con su entorno. Los principales elementos son el baño de modos electromagnéticos de vacío y los modos vibracionales de la matriz dielectrica en la que se encuentran embebidos los sistemas. En esta Tesis hemos resaltado la importancia de estudiar adecuadamente estos fenómenos de decoherencia no solo para controlar y limitar su efecto, sino también para transformarlos en un elemento útil para nuestros objetivos.

La primera parte de la Tesis se ha dedicado al estudio de la interacción entre los excitones –partículas compuestas de un par electrón-hueco– confinados en puntos cuánticos y los modos fotónicos de las cavidades en las que están embebidos. Al poner los puntos cuánticos dentro de las microcavidades, estos elementos ópticamente activos interactúan con los fotones confinados en la cavidad. Cuando esta interacción es más fuerte que las pérdidas intrínsecas de ambos sistemas, dan lugar a nuevas partículas híbridas llamadas polaritones. Su carácter compuesto las convierte en elementos atractivos para la información cuántica.

Estos sistemas semiconductores contienen otros elementos que tienden a destruir la coherencia de los polaritones. En esta Tesis, hemos realizado un estudio detallados de estos elementos específicos de los semiconductores, en especial, la naturaleza incoherente de su excitación así como la presencia de un baño de modos vibracionales que pueden crear un nuevo canal de pérdida de coherencia conocido como pure dephasing. Uno de los resultados principales de esta Tesis ha consistido en estudiar cómo afecta este último mecanismo a la observación del acoplamiento fuerte en estos sistemas cuando es estudiado a través del espectro de luz de la cavidad. Hemos probado la combinación de acoplamiento fuerte y pure dephasing puede dar lugar estructura de triplete en la emisión de cavidad, cuyo pico central proviene de la no-linealidad intrínseca del sistema. Esta indicación no es un resultado trivial, pues tal y como hemos enseñado, este tipo de estructuras ya habían sido observadas en ciertos experimentos pero eran atribuidas a una combinación entre acoplamiento débil y fuerte. Para corroborar nuestra teoría, hemos hecho un ajuste a uno de esos experimentos dando fuerza a nuestra explicación.

El mecanismo anterior es un ejemplo claro donde la decoherencia inducida por los baños tiene un efecto perjudicial para observar la coherencia de los sistemas. Sin embargo, en esta Tesis hemos visto como aprovechar en ciertos casos esa decoherencia para nuestro interés. Por ejemplo, la luz emitida por estos sistemas a través de la cavidad, que también es una fuente decoherencia, es sin embargo la forma más directa de estudiar el estado cuántico de los sistemas sin necesidad de alterarlos. A través de ella podemos estudiar su estructura de niveles, estadística, etc. A lo largo de esta Tesis, hemos desarrollado un nuevo formalismo teórico para calcular funciones de correlación que cada vez es más populares en los experimentos. La teoría desarrollada permite calcular las correlaciones entre fotones de distintas frecuencias y con un retraso arbitrario entre ellos, lo que da información muy valiosa sobre la estructura interna del sistema y su dinámica. Computacionalmente la teoría clásica estaba muy limitada y solo era capaz de calcular casos muy simples. Con nuestro método hemos
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Sido capaces de calcular esta nueva magnitud en un gran conjunto de sistemas cuánticos, individuales y acoplados, sentando las bases de todo un nuevo tipo experimentos. El estudio de esta nueva magnitud nos ha permitido predecir la observación de una serie de procesos que pasan desapercibidos en la espectroscopía usual. Este es un hito importante ya que allana el camino para la interpretación de los experimentos que carecían hasta ahora un soporte teórico adecuado.

Para cerrar esta parte de la Tesis, hemos considerado una imagen más compleja para los excitones en puntos cuánticos. Si se considera el posible espín de los excitones, es necesario ampliar la descripción a cuatro niveles, en la que el nivel más excitado se debe a la posibilidad de alojar dos excitones, de espín opuesto en el mismo punto cuántico. Debido la interacción electrostática entre la pareja de excitones, la energía de este estado excitado está desplazada respecto a la suma de las energías de los excitones individuales. Gracias a eso, es posible situar el modo de cavidad de modo que esté en resonancia con el estado de biexciton, pero muy alejado de la resonancia de un fotón. Haciendo uso de esta propiedad, hemos estudiado las posibilidades de este sistema para emitir parejas de fotones, bien dejando al sistema decaer libremente desde el estado de biexcitón o bien por excitación contínua. Teniendo en cuenta todos los elementos, incluida los mecanismos de decoherencia, somos capaces de predecir analíticamente las condiciones óptimas para la emisión de parejas de fotones y caracterizar su estado cuántico a través de las funciones de correlación. La importancia de este resultado reside en que la emisión de parejas de fotones es un requisito necesario para muchos protocolos de información cuántica.

En la segunda parte hemos cambiado los sistemas de cavidades fotónicas por sistemas metálicos. Estos últimos son capaces de albergar otro tipo de excitaciones de superficie del campo electromagnético llamadas plasmones de superficie. Los plasmones son especialmente prometedores ya que son capaces de confinar el campo electromagnético en dimensiones por debajo de su longitud de onda, lo cual incrementa su interacción con los sistemas ópticos semiconductores. Sin embargo, estos modos también tienen mayores pérdidas debido a que los metales son medios fuertemente absorbentes. Por esta razón, empezamos por dedicar atención a la posibilidad de observar acoplamiento fuerte entre los plasmones y los excitones en los límites en los que hay uno o más emisores. En particular, nos hemos restringido al caso de estructuras bidimensionales debido a que son las más sencillas de fabricar. Tanto en el caso de uno como de muchos emisores hemos estudiado los mecanismos que condicionan la observación de una dinámica coherente haciendo predicciones sobre cuales son las situaciones más óptimas para ello.

En el caso de que uno (o pocos) emisores estén interactuando con los plasmones, en la mayoría de los casos el aumento de la interacción no es suficiente para compensar las pérdidas introducidas por el medio metálico. Gracias a un análisis adecuado, hemos dado algunas indicaciones de como mejorar las posibilidades de observación de acoplamiento fuerte, p.e. con la introducción de una matriz dielectrica de un índice de refracción elevado. Sin embargo podemos concluir que la observación de acoplamiento fuerte en estos sistemas es un gran reto experimental. La otra configuración, donde son muchos emisores los que interactuan con los modos plasmónicos, si que es favorable para la observación de acoplamiento fuerte. En este caso, hemos desarrollado un formalismo teórico dentro del marco de la teoría de sistemas cuánticos abiertos para tratar los mecanismos de coherencia y decoherencia en sistemas metálicos de forma sencilla. Con él, somos capaces de reproducir la fenomenología ya encontrada en los
experimentos y predecir un régimen de parámetros donde estos sistemas se comporten de una manera puramente cuántica. La importancia del desarrollo de este formalismo no es solo la de poder dar esas predicciones, sino la de establecer un marco teórico adecuado para estudiar aplicaciones cuánticas en sistemas plasmónicos que se han venido tratando (casi) siempre dentro de un contexto semiclásico.

Por último, debido a las dificultades para alcanzar el régimen de acoplo fuerte en sistemas plasmónicos, la última parte de la Tesis ha estado enfocada a buscar aplicaciones que no dependan de ese régimen. En particular, nos hemos centrado en una aplicación en la que la decoherencia en lugar de ser perjudicial, se convierte en un elemento clave para la generación de estados entrelazados. La importancia de este tipo de estados radica en que son la base de muchos protocolos de información cuántica. En primer lugar, hemos presentado un estudio sistemático y detallado de la posibilidad de generar entrelazamiento en dos emisores cuánticos semiconductores que están acoplados a una guía de onda plasmónica unidimensional. Se ha probado que con el diseño adecuado de la guía y escogiendo adecuadamente las posiciones de los emisores es posible inducir acoplamiento controlable entre los emisores. Incluyendo una fuente de excitación coherente, este acoplo da lugar a la generación de estados entrelazados estacionarios. Además, se ha hecho un análisis concienzudo de las posibles limitaciones experimentales que pueden presentar estos sistemas, probando la robustez del mismo con parámetros dentro del rango de los experimentos actuales.

Dado que cada vez están apareciendo un mayor número de sistemas de guías de onda electromagnéticas unidimensionales, ya sean de naturaleza plasmónica o fotónica, hemos generalizado el resultados anterior de tres maneras. Primero, hemos considerado una situación para un número arbitrario de qubits. Segunda, hemos generalizado los resultados para guías de onda unidimensionales de cualquier naturaleza. Y por último hemos considerado varios tipos de emisores, desde aquellos que pueden ser descritos como sistemas de dos niveles a esquemas más complicados de cuatro niveles. En ambos casos, hemos probado como la capacidad de fijar la posición de estos emisores y las características introducidas por la dimensionalidad reducida ofrece un campo de estudio interesante para estudiar la física de sistemas cuánticos disipativos fuera del equilibrio. Desde el punto de vista más práctico, hemos demostrado las capacidades de estos sistemas para generar estados entrelazados controlables y robustos frente a posibles imperfecciones.
Appendix I: Equivalence of the sensing method and standard theory of frequency and time-resolved \( N \)-photon correlations.

In this Appendix, we will show the equivalence of the sensing method used in Chapter 4 and the standard theory introduced in Chapter 2. To set the notations let us assume a quantum system described by a set of operators \( a, b, \) etc., in a Hilbert space \( \mathcal{H} \). In second quantization, these operators define annihilation operators in the Heisenberg picture. All single-time quantities can be obtained from correlators of the type \( \langle a^\dagger a^\nu b^\dagger b^\eta \rangle \) with \( \mu, \nu, \eta, \theta, \) etc., integers. Let us call \( O \) the set of operators which averages correspond to the correlators required to describe the system, i.e., \( O \) includes all the sought observables as well as operators which couple to them through the equations of motion. In the following, we assume, without loss of generality, that \( a \) is the mode of interest, which correlations in time and frequencies are to be computed.

We will start by proving the case for \( N = 1 \), which corresponds to the power spectrum, and the for \( N = 2 \) which is the most important correlation function that we have used extensively in Chapter 4 of this Thesis. The generalization to higher \( N \) is tedious, but straightforward. The proof proceeds by computing separately the integral expressions on the one hand and the intensity correlations on the other hand, and showing that they are equal to leading order in the couplings. We assume the steady state case for simplicity, with little loss of generality.
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$N = 1$, power spectrum

Standard theory: Integral method

For any two operators $X$ and $Y \in \mathcal{H}$, we define the vector $v_{X,Y}(\tau)$ as:

$$v_{X,Y}(\tau) = \begin{pmatrix}
\langle X(0)Y(0) \rangle \\
\langle X(0)a(\tau)Y(0) \rangle \\
\langle X(0)a^\dagger(\tau)Y(0) \rangle \\
\langle X(0)(a^\dagger a)(\tau)Y(0) \rangle \\
\vdots
\end{pmatrix},$$

(1)

where $X$ and $Y$ in the steady state sandwich the operators of $O$ taken in some order, which will be kept for the remainder of the text as starting with the sequence $O = \{a, a^\dagger, a^\dagger a, \ldots \}$.

From the quantum regression theorem, one can define for $O$ a matrix $M$ which rules the dynamical evolution of $v$:

$$\partial_\tau v_{X,Y}(\tau) = M v_{X,Y}(\tau),$$

(2)

with solution $v_{X,Y}(\tau) = e^{M\tau} v_{X,Y}(0)$. The steady state of the system is then given by:

$$v^{ss} = \lim_{\tau \to \infty} v_{1,1}(\tau) = \lim_{\tau \to \infty} e^{M\tau} \begin{pmatrix} 1 \\ 0 \\ \vdots \end{pmatrix},$$

(3)

since $O$ contains all the sought observables of the system. Here we have chosen the vacuum as the initial condition (the steady state being unique, the initial state doesn’t matter and the information is encoded in $e^{M\tau}$).

We now define two matrices, $T_{\pm}$, which, when acting on $v_{X,Y}(\tau)$, introduce an extra $a^\dagger$ for $T_+$ and an $a$ for $T_-$ between $X$ and $Y$, keeping normal ordering:

$$T_+ v_{X,Y}(\tau) = \begin{pmatrix}
\langle X(0)a^\dagger(\tau)Y(0) \rangle \\
\langle X(0)(a^\dagger a)(\tau)Y(0) \rangle \\
\langle X(0)a^\dagger(\tau)Y(0) \rangle \\
\langle X(0)a^\dagger(\tau)Y(0) \rangle \\
\vdots
\end{pmatrix},$$

(4)

and

$$T_- v_{X,Y}(\tau) = \begin{pmatrix}
\langle X(0)a(\tau)Y(0) \rangle \\
\langle X(0)a^2(\tau)Y(0) \rangle \\
\langle X(0)(a^2 a)(\tau)Y(0) \rangle \\
\langle X(0)(a^2 a)(\tau)Y(0) \rangle \\
\vdots
\end{pmatrix},$$

(5)
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These matrices always exist, in infinite or within truncated Hilbert spaces (where, if truncation is to order \( n \), \( a^n \) is an operator in \( \mathcal{O} \) but \( a^{n+1} = 0 \)). For instance, if the mode \( a \) is a two-level system, the vector \( \mathbf{v}_X \) consists of the first four entries in Eq. (1) only, since \( a^{1\mu} a^{1\nu} = 0 \) if \( \mu \) or \( \nu > 1 \). Then, these matrices read

\[
T_+ = \begin{pmatrix}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{pmatrix}
\quad \text{and} \quad
T_- = \begin{pmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
\end{pmatrix}.
\tag{6}
\]

With these definitions, the correlator \( \langle a^\dagger(t_1)a(t_1 - \tau_1) \rangle \) with \( \tau_1 > 0 \) is the first element of \( T_+ \mathbf{v}_{1,a}(\tau_1) \):

\[
\langle a^\dagger(t_1)a(t_1 - \tau_1) \rangle = [T_+ e^{M\tau_1} T_- \mathbf{v}^{ss}]_1.
\tag{7}
\]

where we have used \([\cdots]_i\), to denote the \( i \)th element of a vector. The power spectrum in its integral form is given by:

\[
S_{1\tau_1}^{(1)}(\omega_1) = \frac{1}{\pi} \Re \int_0^\infty d\tau_1 e^{-\frac{\Gamma_1}{2}\tau_1} e^{-i\omega_1 \tau_1} \langle a^\dagger(t_1)a(t_1 - \tau_1) \rangle = \frac{1}{\pi} \Re \left[ T_+ \frac{-1}{M + (-i\omega_1 - \frac{i\epsilon_1}{2})} T_- \mathbf{v}^{ss} \right]_1.
\tag{8}
\]

Sensing method

We now consider two sensors \( \sigma_i, i = 1, 2 \) with linewidths \( \Gamma_i \) coupled to the system with strength \( \varepsilon_i \), as explained in the text, and introduce a sensing vector \( \mathbf{w} \) of steady state correlators, by multiplying \( \sigma_1^{\mu_1,0} \sigma_1^{0,0} \sigma_2^{\mu_2,0} \sigma_2^{0,0} \) with the operators in \( \mathcal{O} \):

\[
\mathbf{w}[\mu_1 \nu_1, \mu_2 \nu_2] = \begin{pmatrix}
\langle \sigma_1^{\mu_1,0} \sigma_1^{0,0} \sigma_2^{\mu_2,0} \sigma_2^{0,0} \rangle \\
\langle \sigma_1^{\mu_1,0} \sigma_1^{0,0} \sigma_2^{\mu_2,0} \sigma_2^{\mu_2,0} \rangle \\
\langle \sigma_1^{\mu_1,0} \sigma_1^{\mu_2,0} \sigma_2^{\mu_2,0} \sigma_2^{0,0} \rangle \\
\langle \sigma_1^{\mu_1,0} \sigma_1^{\mu_2,0} \sigma_2^{\mu_2,0} \sigma_2^{\mu_2,0} \rangle \\
\vdots
\end{pmatrix},
\tag{9}
\]

where \( \mu_i \) and \( \nu_i \) take the values 0 or 1. Its equation of motion, to leading order in \( \varepsilon \), reads:

\[
\partial_t \mathbf{w}[\mu_1 \nu_1, \mu_2 \nu_2] = \{M + [(\mu_1 - \nu_1)\omega_1 - (\mu_1 + \nu_1)\Gamma_1 + (\mu_2 - \nu_2)\omega_2 - (\mu_2 + \nu_2)\Gamma_2]\} \mathbf{w}[\mu_1 \nu_1, \mu_2 \nu_2] \\
+ \mu_1 (i\varepsilon_1 T_+) \mathbf{w}[0 \nu_1, \mu_2 \nu_2] + \nu_1 (-i\varepsilon_1 T_-) \mathbf{w}[\mu_1 0, \mu_2 \nu_2] + \\
+ \mu_2 (i\varepsilon_2 T_+) \mathbf{w}[\mu_1 \nu_1, 0 \nu_2] + \nu_2 (-i\varepsilon_2 T_-) \mathbf{w}[\mu_1 \nu_1, 0 \nu_2],
\tag{10}
\]
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which can be solved recursively:

\[
\begin{align*}
\mathbf{w}^{\mu_1\nu_1,\mu_2\nu_2} &= -\frac{1}{M + \left[(\mu_1 - \nu_1)\omega_1 - (\mu_1 + \nu_1)\Gamma_1 + (\mu_2 - \nu_2)\omega_2 - (\mu_2 + \nu_2)\Gamma_2\right]1} \\
&\times \left\{ \mu_1(i\varepsilon_1 T_+)\mathbf{w}[0\nu_1,\mu_2\nu_2] + \nu_1(-i\varepsilon_1 T_-)\mathbf{w}[\mu_1,\mu_20\nu_2] + \\
&\mu_2(i\varepsilon_2 T_+)\mathbf{w}[\mu_1\nu_1,0\nu_2] + \nu_2(-i\varepsilon_2 T_-)\mathbf{w}[\mu_1\nu_1,\mu_20] \right\} .
\end{align*}
\]

(11)

The spectrum of emission of \(a\) is given by the average population, in the steady state, of only one of them, say, sensor 1: \(\langle n_1 \rangle = \langle \sigma_1^\dagger \sigma_1 \rangle\). Its equation of motion reads \(\partial_t \langle n_1 \rangle = -\Gamma_1 \langle n_1 \rangle + 2Re(i\varepsilon_1 \langle \sigma_1 a^\dagger \rangle)\), and with the above notations, is therefore given in the steady state by:

\[
\langle n_1 \rangle = \frac{2\varepsilon_1^2}{\Gamma_1} \Re \left[ i\varepsilon_1 T_+ \mathbf{w}[01,00] \right]_1 .
\]

(12)

Using the solution Eq. (11), the correlator of interest for the spectrum reads:

\[
\begin{align*}
\mathbf{w}[01,0,0] &= -\frac{1}{M + [-i\omega_1 - \frac{\Gamma_1}{2}]1} (-i\varepsilon_1 T_-)\mathbf{v}^{ss} .
\end{align*}
\]

(13)

Equality of the integral and sensing methods

The proof is now complete since, to leading order, we find that Eq. (8) and Eqs. (12-13) provide the claimed identity:

\[
\begin{align*}
\langle n_1 \rangle &= \frac{2\varepsilon_1^2}{\Gamma_1} \Re \left[ \frac{-1}{T_+ M + [-i\omega_1 - \frac{\Gamma_1}{2}]1} T_- \mathbf{v}^{ss} \right]_1 = \frac{\varepsilon_1^2}{\Gamma_1} (2\pi) S^{(1)}_{\Gamma_1} (\omega_1).
\end{align*}
\]

(14)

\(N = 2\), two-photon correlations

Standard Theory: Integral method

Let us separate the \(\tau = T_2 - T_1\) contributions to the two-photon correlation function between its \(\tau = 0\) and \(\tau > 0\) terms:

\[
S^{(2)}_{\Gamma_1,\Gamma_2} (\omega_1;\omega_2,\tau) = e^{-\Gamma_2 \tau} S^{(2)}_{\Gamma_1,\Gamma_2} (\omega_1;\omega_2) + \Delta S^{(2)}_{\Gamma_1,\Gamma_2} (\omega_1;\omega_2,\tau) ,
\]

(15)

with

\[
S^{(2)}_{\Gamma_1,\Gamma_2} (\omega_1;\omega_2) = \Gamma_1 \Gamma_2 \int_{-\infty}^{T_1} dt_2 \int_{-\infty}^{t_2} dt_1 \times e^{-\Gamma_1 (t_1 - t_1)} e^{-\Gamma_2 (T_2 - t_2)} \Sigma^{(2)}_{\Gamma_1,\Gamma_2} (\omega_1,t_1;\omega_2,t_2) + [1 \leftrightarrow 2] ,
\]

(16)
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and

$$\Delta S_{\Gamma_1, \Gamma_2}^{(2)}(\omega_1; \omega_2, \tau) = \Gamma_1 \Gamma_2 \int_{T_1}^{T_2} dt_2 \int_{-\infty}^{T_1} dt_1 e^{-\Gamma_1(t_1-t_2)} e^{-\Gamma_2(t_2-t_1)} \Sigma_{\Gamma_1, \Gamma_2}^{(2)}(\omega_1, t_1; \omega_2, t_2),$$

(17)

where \([1 \leftrightarrow 2]\) means the interchange of indices 1 and 2, that is, permuting \(\omega_1 \leftrightarrow \omega_2\) and \(\Gamma_1 \leftrightarrow \Gamma_2\).

To compute these quantities, it is enough to consider \(\Sigma_{\Gamma_1, \Gamma_2}^{(2)}(\omega_1, t_1; \omega_2, t_2)\) for \(t = t_2 - t_1 > 0\) since the inverse order is given by the exchange \([1 \leftrightarrow 2]\). Therefore, we restrict the integration to ordering of the time variables where \(t_1 - \tau < t_1 < t_2\). The fourth variable yields three different domains of integration:

1. \(t_2 - \tau < t_1 - \tau < t_1 < t_2\),
2. \(t_1 - \tau < t_2 - \tau < t_1 < t_2\),
3. \(t_1 - \tau < t_1 < t_2 - \tau < t_2\).

For each of them, there are two different correlators appearing in \(\Sigma^{(2)}\): one with the factor \(e^{-i\omega_2\tau_2} e^{i\omega_1\tau_1}\), the other with \(e^{-i\omega_2\tau_2} e^{-i\omega_1\tau_1}\). They will be respectively referred to as \(C_{(ia)}\) and \(C_{(ib)}\), with \(i = 1, 2, 3\) depending on their domains of integration. This gives rise to six integrals which we shall denote \(J_{(ia)}\) and \(J_{(ib)}\).

From this discussion, we can find a general expression for the complexity of the integration method in terms of the various domains of integration and the different correlators to be considered. The number of independent time ordering is \((2N-1)!!\) and the number of independent terms in \(\Sigma^{(N)}\) is \(2^N/2\) (we divide by 2 because half are complex conjugates of the other half). The total number of independent time integrals and correlators is therefore \((2N-1)!!2^{N-1}\).

The first correlator we need, \(C_{(ia)}\), is the first element of the vector \(T_+ v_{X_1,Y_1}(t)\) with \(X_1 = a^\dagger(t_1 - \tau_1)\) and \(Y_1 = a(t_1) a(t_2 - \tau_2)\). We obtain \(v_{X_1,Y_1}(t) = e^{M t} v_{X_1,Y_1}(0) = e^{M t} T_- v_{X_1,Y_2}(\tau_1)\) with \(Y_2 = a(t_2 - \tau_2)\). In turn, \(v_{X_1,Y_2}(\tau_1) = e^{M \tau_1} v_{X_1,Y_2}(0) = e^{M \tau_1} T_+ v_{X_1,Y_2}(t')\) is obtained with \(Y_2 = a(t_2 - \tau_2)\) and \(t' = \tau_2 - \tau_1 - t\). Finally, we get \(v_{1,2}(t') = e^{M t'} v_{1,2}(0) = e^{M t'} T_- v_{\alpha\beta}\). Putting everything together, we get:

$$C_{(ia)}^{(1)} = \left[ T_+ e^{M t} T_+ e^{M \tau_1} T_\pm e^{M t'} T_- v_{\alpha\beta} \right]_{(1)},$$

(18)

with correspondence between upper and lower indices with the sign. Repeating this procedure for the other domains of integration, we also get:

$$C_{(ia)}^{(2)} = \left[ T_+ e^{M t} T_+ e^{-M t} e^{M \tau_2} T_- e^{M t'} T_\pm v_{\alpha\beta} \right]_{(2)},$$

(19)

where we defined \(t'' = t + \tau_1 - \tau_2\) (going from 0 to \(\infty\)), and

$$C_{(ia)}^{(3)} = \left[ T_+ e^{M \tau_2} T_- e^{M t} e^{-M \tau_2} T_+ e^{M \tau_1} T_\pm v_{\alpha\beta} \right]_{(3)}.$$

(20)
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Integral method at $\tau = 0$

We now turn to the zero time delay contribution $S_{\Gamma_1,\Gamma_2}^{(2)}(\omega_1;\omega_2)$, which, according to Eq. (16), is given by integrating the correlators (Eqs. (18–20)) over their corresponding domains, changing variables as needed. For instance, the integrals of correlators $C_{(1i)}$ require the change of variables $t_1 \to t$ and $t_2 \to t'$ (both extending from 0 to $\infty$). The final expressions for the two integrals (a) and (b) read:

$$I_{(1a)} = \frac{\Gamma_1\Gamma_2}{\Gamma_1 + \Gamma_2} \frac{1}{(2\pi)^2} \left[ T_+ \frac{-1}{M + (\pm i\omega_1 - \Gamma_2)} 1 \right] \times T_+ \frac{-1}{M + (\pm i\omega_1 - i\omega_2 - \frac{\Gamma_1 + \Gamma_2}{2}) 1}$$

$$\times T_+ \frac{-1}{M + (\pm i\omega_1 - \frac{1}{2}) 1} T_+ v_{ss}^{(1a)}.$$  \hspace{1cm} (21)

The second correlators $C_{(2i)}$ lead to:

$$I_{(2a)} = \frac{\Gamma_1\Gamma_2}{\Gamma_1 + \Gamma_2} \frac{1}{(2\pi)^2} \left[ T_+ \frac{-1}{M + (\pm i\omega_1 - \Gamma_2)} 1 \right] \times T_+ \frac{-1}{M + (\pm i\omega_1 - i\omega_2 - \frac{\Gamma_1 + \Gamma_2}{2}) 1}$$

$$\times T_+ \frac{-1}{M + (\pm i\omega_1 - \frac{1}{2}) 1} T_+ v_{ss}^{(2a)}.$$ \hspace{1cm} (22)

And the third correlators $C_{(3i)}$ lead to:

$$I_{(3a)} = \frac{\Gamma_1\Gamma_2}{\Gamma_1 + \Gamma_2} \frac{1}{(2\pi)^2} \left[ T_+ \frac{-1}{M + (\pm i\omega_1 - \frac{1}{2}) 1} \right] \times T_+ \frac{-1}{M + (\pm i\omega_1 - \Gamma_2)} 1$$

$$\times T_+ \frac{-1}{M + (\pm i\omega_1 - \frac{1}{2}) 1} T_+ v_{ss}^{(3a)}.$$ \hspace{1cm} (23)

The total correlation function follows from twice the real part of the six previous integrals summed over and exchanging photons:

$$S_{\Gamma_1,\Gamma_2}^{(2)}(\omega_1;\omega_2) = 2\Re \sum_{i=1,2,3} I_{(ia)} + I_{(ib)} \left[ 1 \leftrightarrow 2 \right].$$  \hspace{1cm} (24)

The finite time delay contribution $\Delta S_{\Gamma_1,\Gamma_2}^{(2)}(\omega_1;\omega_2, \tau)$ requires different domains of integration only for the variables $t_2$, now ranging from $T_1$ to $T_2$, and $t = t_2 - t_1$ now ranging from $t_2 - T_1$ to $\infty$. As a result, the integrals in Eq. (17) depend on $\tau$. The integrals on the correlators $C_{(1a)}$ and $C_{(2a)}$, that we note $\Delta J_{(1a)}$ and $\Delta J_{(2a)}$ give similar results as the corresponding $I_{(ia)}$, but they acquire the $\tau$-dependence in the form of a factor $(\Gamma_1 + \Gamma_2)F(\tau)$,
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with

\[ \mathcal{F}(\tau) = e^{-\Gamma_2\tau} \frac{e^{[M + (-i\omega_2 + \frac{\Gamma_2}{2})] \tau} - 1}{M + (-i\omega_2 + \frac{\Gamma_2}{2})} \],

that is to be inserted in Eqs. (21), (22) after the first matrix \( T_+ \). The integrals on \( \mathcal{E}_{(3a)}^{(3b)} \), on the other hand, are not so straightforward. They are to be separated into two parts: one where \( t_2 - \tau_1 < T_1 \), the other one \( t_2 - \tau_1 > T_1 \). The first part, with integrals \( \int_{T_1}^{T_2} dt_1 \int_{\tau_1-T_1}^{\infty} d\tau_2 \int_{0}^{\infty} d\tau_1 \cdots \), gives rise to a quantity similar to \( \Delta \), through \( \Gamma_1 + \Gamma_2 \mathcal{F}(\tau) \] inserted after the first matrix \( T_+ \) in Eq. (23). For this reason we note it \( \Delta \mathcal{J}_{(3a)}^{(3b)}(\tau) \). The second part, with integrals \( \int_{T_1}^{T_2} dt_1 \int_{T_2-T_1}^{\infty} dt_2 \int_{0}^{\infty} \int_{0}^{\infty} \cdots \), yields two more contributions:

\[ \Delta \mathcal{J}_{(3a)}^{(3b)}(\tau) = \frac{\Gamma_1 \Gamma_2}{(2\pi)^2} [T_+ Z(\tau) \times \frac{-1}{M - \Gamma_1} T_+ \frac{-1}{M + (\pm i\omega_1 - \frac{\Gamma_2}{2})} T_+ v_{ss}^{(a)}], \]

where we introduced the \( \tau \)-dependent matrix

\[ Z(\tau) = \int_{T_1}^{T_2} dt_1 \int_{0}^{t_2-T_1} dt_2 e^{-\Gamma_2(t_2-t_1)} \times e^{(M + (-i\omega_2 - \frac{\Gamma_2}{2}) \tau)} t_2 e^{M(t_2-T_1-t_2)}. \]

\( Z(\tau) \) can be calculated for each element \( T_{k,l} \) of the matrix \( T_- \):

\[ Z_{i,j}(\tau) = e^{-\Gamma_2\tau} \sum_{p,k,l,q} \frac{E_{ip} E_{pk}^{-1} \tau_{kl} E_{ql} E_{qj}^{-1}}{m_p - m_q - i\omega_2 - \frac{\Gamma_2}{2}} \times \left\{ \frac{e^{(m_p - i\omega_2 + \frac{\Gamma_2}{2}) \tau} - 1}{m_p - i\omega_2 + \frac{\Gamma_2}{2}} - \frac{e^{(m_q + \Gamma_2) \tau} - 1}{m_q + \Gamma_2} \right\}, \]

where \( E \) is the matrix of eigenvectors of \( M \), that diagonalises it: \( M_{ik} = \sum_p E_{ip} m_p E_{pk}^{-1} \), with \( m_p \) the eigenvalues.

Gathering terms with the same \( \tau \) dependence defines \( \Delta J(\tau) = \sum_{i=1,2,3} \left[ \Delta J_{(ii)}(\tau) + \Delta J_{(ib)}(\tau) \right] \) which enters in the final result:

\[ \Delta S^{(2)}_{(1,1)}(\omega_1; \omega_2, \tau) = 2 \Re \left[ \Delta J(\tau) + \Delta J_{(3a)}^{(3b)}(\tau) + \Delta J_{(3b)}^{(3b)}(\tau) \right]. \]

Sensing method at \( \tau = 0 \)

The intensity correlations between two sensors, \( \langle n_1 n_2 \rangle = \langle \sigma_1^+ \sigma_1^2 \sigma_2 \rangle \), have the equation of motion:

\[ \partial_t \langle n_1 n_2 \rangle = -(\Gamma_1 + \Gamma_2) \langle n_1 n_2 \rangle + 2 \Re \left[ i\varepsilon_2 \langle \sigma_1^+ \sigma_1^1 \sigma_2^1 \rangle + i\varepsilon_1 \langle \sigma_1^+ \sigma_2 \rangle \right]. \]
This leads to the steady state solution:

$$\langle n_1 n_2 \rangle = \frac{2}{\Gamma_1 + \Gamma_2} \Re \left[ i \varepsilon_1 T_+ w[11, 01] \right]_1 + [1 \leftrightarrow 2].$$ \hfill (31)

This solution relies on $w[11, 01]$ which can be expressed in terms of three lower order correlators:

$$w[11, 01] = \frac{-1}{M + (-i\omega_2 - \Gamma_1 - \frac{\Gamma_2}{2})1} \times \left\{ -i\varepsilon_2 T_- w[11, 00] - i\varepsilon_1 T_+ w[10, 01] + i\varepsilon_1 T_+ w[01, 01] \right\},$$ \hfill (32)

each of which is given by:

$$w[11, 00] = \frac{-1}{M - \Gamma_1 1} \times \left\{ i\varepsilon_1 T_+ w[01, 00] - i\varepsilon_1 T_- w[10, 00] \right\},$$ \hfill (33)

$$w[10, 01] = \frac{-1}{M + (i\omega_1 - i\omega_2 - \frac{\Gamma_1 + \Gamma_2}{2})1} \times \left\{ -i\varepsilon_2 T_- w[10, 00] + i\varepsilon_1 T_+ w[00, 01] \right\},$$ \hfill (34)

and

$$w[01, 01] = \frac{-1}{M + (-i\omega_1 - i\omega_2 - \frac{\Gamma_1 + \Gamma_2}{2})1} \times \left\{ -i\varepsilon_1 T_- w[00, 01] - i\varepsilon_2 T_- w[01, 00] \right\}.$$ \hfill (35)

Finally, we apply a last time the recursive relation Eq. (11) to find the three different correlators involved in the previous expressions:

$$w[10, 00] = \frac{-1}{M + (i\omega_1 - \frac{\Gamma_1}{2})1} i\varepsilon_1 T_+ v^{ss},$$ \hfill (36a)

$$w[00, 01] = \frac{-1}{M + (-i\omega_2 - \frac{\Gamma_2}{2})1} (-i\varepsilon_2 T_-) v^{ss},$$ \hfill (36b)

$$w[01, 00] = \frac{-1}{M + (-i\omega_1 - \frac{\Gamma_1}{2})1} (-i\varepsilon_1 T_-) v^{ss}.$$ \hfill (36c)

**Sensing method at $\tau > 0$**

We now consider the case where the second photon is absorbed by sensor 2 with some delay $\tau > 0$ after a first photon is absorbed by sensor 1. The correlator of interest is $\langle n_1(0) n_2(\tau) \rangle$. 
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with equation of motion:

$$\partial_\tau \langle n_1(0)n_2(\tau) \rangle = -\Gamma_2 \langle n_1(0)n_2(\tau) \rangle + 2\Re \left[ i\varepsilon_2 \langle n_1(0)(\sigma_2 a^\dagger) \rangle(\tau) \right], \quad (37)$$

with the initial condition in the steady state $$\langle n_1(0)n_2(0) \rangle = \langle n_1n_2 \rangle$$. This solution relies on $$\langle n_1(0)(\sigma_2 a^\dagger) \rangle(\tau)$$). To compute it, we introduce a vector analogous to Eq. (38) but now consisting of two-time correlators:

$$w'[11,\mu_2\nu_2](\tau) = \begin{pmatrix} \langle n_1(0)(\sigma_2^{\mu_2}\sigma_2^{\nu_2})(\tau) \rangle \\ \langle n_1(0)(\sigma_2^{\mu_2}\sigma_2^{\nu_2}a)(\tau) \rangle \\ \langle n_1(0)(\sigma_2^{\mu_2}\sigma_2^{\nu_2}a^\dagger)(\tau) \rangle \\ \langle n_1(0)(\sigma_2^{\mu_2}\sigma_2^{\nu_2}a^\dagger a)(\tau) \rangle \\ \vdots \end{pmatrix}. \quad (38)$$

With this definition, $$\langle n_1(0)(\sigma_2 a^\dagger) \rangle(\tau)$$ is the first element of the vector $$T_+w'[11,01](\tau)$$. The $$\tau$$-equation for $$w'[11,01](\tau)$$ reads:

$$\partial_\tau w'[11,01](\tau) = \left[ M + (-i\omega_2 - \frac{\Gamma_2}{2}) \right] w'[11,01](\tau) - i\varepsilon_2 T_- w'[11,00](\tau), \quad (39)$$

with $$w'[11,00](\tau) = e^{M\tau}w[11,00]$$ with initial condition $$w'[11,01](0) = w[11,01]$$ in the steady state. After some algebra, one arrives to the solution:

$$w'[11,01](\tau) = e^{\left[ M + (-i\omega_2 - \frac{\Gamma_2}{2}) \right] \tau} w[11,01] - (-i\varepsilon_2) \mathcal{Y}(\tau) w[11,00], \quad (40)$$

in terms of a matrix $$\mathcal{Y}(\tau)$$ defined elementwise as:

$$\mathcal{Y}_{ij}(\tau) = \sum_{p,k,l,q} E_{ip} E_{pk}^{-1} T_{kl} E_{lq}^{-1} \left[ e^{(m_p - m_q - i\omega_2 - \frac{\Gamma_2}{2})\tau} - e^{m_q\tau} \right]. \quad (41)$$

Substituting this expression into Eq. (37) and solving it, we obtain:

$$\langle n_1(0)n_2(\tau) \rangle = e^{-\Gamma_2\tau} \langle n_1n_2 \rangle + 2\Re \left[ i\varepsilon_2 T_+ \mathcal{F}(\tau) w[11,01] \right] + 2\Re \left[ \varepsilon_2^2 T_+ \mathcal{Z}(\tau) w[11,00] \right]. \quad (42)$$

where the matrices $$\mathcal{F}(\tau)$$ and $$\mathcal{Z}(\tau)$$ are those introduced in the previous section, namely, Eqs. (25) and (28), respectively.
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Equality of the integral and sensing methods

We complete the proof by showing that the results from the integration and the sensing methods are the same to leading order in the coupling $\varepsilon$.

First, the case $\tau = 0$. The final expression for $\langle n_1 n_2 \rangle$ is obtained by inserting the solutions for the correlators (33–35) into Eq. (31). This leads to the same results as Eq. (24), with the integrals appearing precisely in the following order:

$$\langle n_1 n_2 \rangle = \frac{\varepsilon_1^2 \varepsilon_2^2}{\Gamma_1 \Gamma_2} (2\pi)^2 \times 2 \Re \left\{ J_{(3b)} + J_{(3a)} + J_{(2a)} + J_{(1a)} + J_{(1b)} + J_{(2b)} \right\} + [1 \leftrightarrow 2] =$$

$$= \frac{\varepsilon_1^2 \varepsilon_2^2}{\Gamma_1 \Gamma_2} (2\pi)^2 S^{(2)}_{\Gamma_1, \Gamma_2}(\omega_1; \omega_2). \quad (43)$$

Second, the case $\tau > 0$. For ease of comparison, we rewrite the term $\Delta I$ in term of the vector $w[11, 01]$ as:

$$\Delta J(\tau) = \frac{\Gamma_1 \Gamma_2}{(2\pi)^2} \left[ T_+ \mathcal{F}(\tau) \frac{1}{\varepsilon_1^2(-i\varepsilon_2)} w[11, 01] \right]_1. \quad (44)$$

It is then clear that this expression is equal, up to a constant, to the second line in the expression for $\langle n_1(0)n_2(\tau) \rangle$, Eq. (42). Similarly, the term $\Delta J_{(3a)}(\tau) + \Delta J_{(3b)}(\tau)$ in Eq. (26) can be rewritten as:

$$\Delta J_{(3a)}(\tau) + \Delta J_{(3b)}(\tau) = \frac{\Gamma_1 \Gamma_2}{(2\pi)^2} \left[ T_+ \mathcal{Z}(\tau) \frac{1}{\varepsilon_1^2} w[11, 00] \right]_1, \quad (45)$$

and related to the third line in Eq. (42). All together, we can therefore conclude that, to leading order in the couplings:

$$\langle n_1(0)n_2(\tau) \rangle = \frac{\varepsilon_1^2 \varepsilon_2^2}{\Gamma_1 \Gamma_2} (2\pi)^2 S^{(2)}_{\Gamma_1, \Gamma_2}(\omega_1; \omega_2, \tau). \quad (46)$$

This proof can be generalised to $N$-photon correlations and/or for finite $T_1$-time dynamics (instead of a steady state) by repeating these procedures linearly in the number of sensors and integrals. There is no conceptual difference brought by the higher number of variables, but notations become heavy and for the sake of clarity, we have illustrated the proof in the simplest, as well as most relevant cases, of $N = 1$ and $2$. Also, nothing in the proof relies on the choice of sensors as two-level systems, which has been made for convenience. As we always examine crossed correlations between them, they could also be, e.g., harmonic oscillators, and provide identical results.
Appendix II: Master equation for qubits coupled to a common 1D EM modes.

In Chapters 7 and 8, we have studied the situation where many emitters are coupled to a common one-dimensional reservoir. In this Appendix, we will obtain the master equation which describes this situation. When a collection of \( N \) emitters, placed at positions \( x_n \) and described by operators \( \mathcal{O}_n \), are interacting with common EM one-dimensional reservoir, the general interaction Hamiltonian in the interaction picture can be written as follows:

\[
H_I(t) = \sum_{n=1}^{N} \left( e^{i\omega_0 t} \mathcal{O}_n^\dagger E(x_n, t) + \text{H.c.} \right),
\]

(1)

with \( E(x_n, t) \) given by the one-dimensional quantized electromagnetic (EM) field:

\[
E(x_n, t) = \sum_g g_q \left( a_q e^{-i(\omega_q t - qx_n)} + a_q^\dagger e^{i(\omega_q t - qx_n)} \right).
\]

(2)

In order to trace out the degrees of freedom of the waveguides, \( a_q \), we will assume the Born-Markov approximation which is justified as long as the radiation reservoir has a memory time which is much shorter than the inverse system-bath coupling. As we have shown in Chapter 6, this will be generally the case. Similar discussions as the one presented here can be found in several text-books (see for example [25]), however it is interesting to review here the main steps since a detailed derivation is required to understand, for example, the role of counter-rotating terms in the atom-field coupling to get the effective dipole-dipole interactions and the specificities introduced by the one-dimensional character. The reduced density matrix for the quantum emitters is defined \( \rho_S = \text{Tr}_B(\rho) \), where \( \text{Tr}_B(\bullet) \) represents the trace over the field degrees of freedom. Within the Born-Markov approximation one finds the following
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equation for the dynamics of $\rho_S$,

$$\frac{d\rho_S}{dt} = -\int_0^\infty ds \text{Tr}_B \left\{ [H_I(t), [H_I(t-s), \rho_S \otimes \rho_B]] \right\}. \quad (3)$$

Tracing out the electromagnetic degrees of freedom one arrives to the following Lindblad form for the master equation

$$\mathcal{L}(\rho_S) = \sum_{n,m} J_{n,m} \left( \mathbb{O}_n \rho_S \mathbb{O}_m^+ - \rho_S \mathbb{O}_m^+ \mathbb{O}_n \right) + \text{H.c.}. \quad (4)$$

With collective couplings $J_{n,m}$ given by

$$J_{n,m} = \int_0^\infty ds (e^{-i\omega_0 s} + e^{i\omega_0 s}) \langle E(x_n,t)E(x_m,t-s) \rangle. \quad (5)$$

One should keep the counter-rotating terms since they will be crucial to get the right expression for dipole-dipole forces. One needs to compute the bath correlator,

$$\langle E(x_n,t)E(x_m,t-s) \rangle = \sum_q |g_q|^2 e^{-i\omega_q s} e^{i q x_{n,m}}, \quad (6)$$

obtained under the assumption that the radiation field is in the vacuum, $\langle a_q^\dagger a_q \rangle = 0$ and where $x_{n,m} = x_n - x_m$. Note that this assumption holds for most of the physical situations considered in this work, in particular experiments at optical frequencies at room temperature. To get explicit expressions, we assume a general light-matter coupling $g_q = \mu^2 \sqrt{\frac{2\pi\omega_q}{L}} = \bar{g}_q \sqrt{\frac{q}{L}}$, with $L$ being the quantization length and $\mu$ the dipolar coupling strength. Using (5), one can carry out the calculation of $J_{n,m}$

$$J_{n,m} = \frac{1}{L} \sum_q \bar{g}_q^2 \int_0^\infty ds e^{i q x_{n,m}} (e^{i(\omega_0-\omega_q)s} + e^{-i(\omega_0+\omega_q)s}). \quad (7)$$

The next step consists of performing the continuum limit and transform into an $\omega$ integral by making use of the dispersion relationship $q(\omega)$:

$$\frac{1}{L} \sum_q \to \int_{-\infty}^{\infty} \frac{dq}{2\pi}, \quad (8)$$
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arriving to

\[ J_{n,m} = \int_{-\infty}^{\infty} \frac{dq}{2\pi} |\tilde{g}_q|^2 \int_0^\infty ds e^{i q x_{n,m}} (e^{i(\omega_0 - \omega_q)s} + e^{-i(\omega_0 + \omega_q)s}). \] (9)

Then, it is convenient to separate the negative and positive intervals of the \( q \)-integral:

\[ J_{n,m} = \int_0^\infty \frac{dq}{\pi} |\tilde{g}_q|^2 \cos(qx_{m,n}) \int_0^\infty ds (e^{i(\omega_0 - \omega_q)s} + e^{-i(\omega_0 + \omega_q)s}). \] (10)

Making use of the dispersion relationship \( \omega_q \), one can transform the \( q \) integral into an energy integral:

\[ J_{n,m} = \int_0^\infty d\omega \frac{1}{\pi} |\partial_\omega q(\omega)||\tilde{g}_q(\omega)|^2 \cos(qx_{m,n}) \int_0^\infty ds (e^{i(\omega_0 - \omega)s} + e^{-i(\omega_0 + \omega)s}), \] (11)

where \( q = q(\omega) \) is the inverse function of the dispersion relationship \( \omega_q \) of the one-dimensional waveguide modes. In the case of a light-like dispersion relationship \( \omega_q = cq \), then \( |\partial_\omega q(\omega)| = c^{-1} \). However, we will keep as general as possible to be able to generalize the results to other modes, i.e, plasmons. Now I use the following formula:

\[ \int_0^\infty dse^{ias} = \pi \delta(a) + iP.V.\frac{1}{a}. \] (12)

Inserting this relationship into (11) one arrives to

\[ J_{n,m} = \int_0^\infty \frac{d\omega}{\pi} |\partial_\omega q(\omega)||\tilde{g}_q(\omega)|^2 \cos(qx_{m,n}) \left( \pi \delta(\omega_0 - \omega) + \pi \delta(\omega + \omega_0) + iP.V.\frac{1}{\omega_0 - \omega} - iP.V.\frac{1}{\omega + \omega_0} \right), \] (13)

where P.V. is denoting that the Cauchy principal value integral should be computed. The contribution coming from the \( \delta \) function can be computed straightforwardly, whereas the one of the principal value can be grouped into a single term

\[ \text{P.V.} \frac{i}{\pi} \int_0^\infty d\omega \text{Re} \left[ |\partial_\omega q(\omega)||\tilde{g}_q(\omega)|^2 e^{iq(\omega)x_{m,n}} \right] \left( \frac{1}{\omega_0 - \omega} - \frac{1}{\omega_0 + \omega} \right) = |\partial_\omega q(\omega)||\tilde{g}_q(\omega)|^2 \cos(q(\omega_0)x_{m,n}) - \text{P.V.} \frac{i}{\pi} \int_{-\infty}^0 d\omega \frac{\text{Re} \left[ |\partial_\omega q(\omega)||\tilde{g}_q(\omega)|^2 e^{iq(\omega)x_{m,n}} \right]}{\omega - \omega_0}, \] (14)
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by using that \( q(-\omega) = q(\omega) \). Making use of the well-known Kramers-Kroning relationships:

\[
\text{Im}[f(\omega_0)] = -\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{\text{Re}[f(\omega)]}{\omega - \omega_0},
\]

the coupling can be written as:

\[
J_{n,m} = \frac{\Gamma}{2} (\cos(q(\omega_0)(x_n - x_m)) + i \sin(q(\omega_0)|x_n - x_m|)),
\]

where \( \Gamma = \gamma(\omega_0) \), with the function \( \gamma(\omega) = 2|\partial_\omega q(\omega)||\bar{g}_q(\omega)|^2 = |g_q(\omega)|^2 D(\omega)/\pi \), where \( q(\omega) \) is the resonant wavevector at \( \omega \) and \( D(\omega) = (2\pi/L)|\partial_\omega q(\omega)| \) is the e.m. density of states. This is the expression that will be used for the coupling in the Thesis, i.e. in Chapter 8.
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