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Introduction

The transition to the Information Era we are living nowadays relies heavily on the successful use of semiconductor materials, which can store and process a huge amount of data in tiny volumes. Modern growth and lithography techniques have shrunk the transistor — the basic logic component — size down to tens of nanometres and increased the processing speed up to Gigahertz. The interconnected world is also dependent on the telecommunications, which links electronically-processed data through the faster information carrier in nature: photons. This electromagnetic signal, after travelling huge distances through optical fibres or using satellites, has to be eventually converted into electric signals, giving rise to a complex field of knowledge known as optoelectronics. Moreover, the need for faster processing speeds and less heat dissipation have motivated to search for fully-optical chips, where non-linearities allow for information to be processed all-optically on the fly. However there are still many problems to be solved before chips based on optical transistors become available [1].

Although Silicon is the semiconductor material per se and recently many progress has been made in the direction of Silicon Photonics [2], its indirect band-gap requires high momentum exchanges in optical transitions, hindering efficient optical processes in silicon chips. This is the main reason behind the use of III-V compounds in optoelectronics, and its giant development in the last decades. In fact, the first semiconductor laser, dating back to the 1960s [3], has been built from forward biased GaAs p-n junctions. Due to rapid progress of crystal growth technology, complex layered structures of GaAs in combination with aluminium arsenide (AlAs) or the alloy AlₓGa₁₋ₓAs can be grown using molecular beam epitaxy (MBE) or metalorganic vapor phase epitaxy (MOVPE). Because GaAs and AlAs have almost the same lattice constant, the layers have very little induced strain, which allows them to be grown almost arbitrarily thick. The motivation to lower the lasing threshold and to force single mode emission led to the creation of microcavity structures known as VCSELs (Vertical Cavity Surface Emitting Lasers), demonstrated in 1979 [4]. In such structures the laser active medium is surrounded monolithically by many layers of thick semiconductors that form almost perfect mirrors based on interference phenomena — the distributed Bragg reflectors (DBRs). Nowadays, devices based on optical microcavities are already indispensable for a wide range of applications and studies. For example, microcavities made of active III-V semiconductor materials are used to control laser emission spectra enabling long-distance transmission of data over optical fibres; they also ensure narrow spot-size laser read/write beams in CD, DVD and blue-ray players.

The quest for thresholdless lasers improved even further the quality of DBR-microcavities, which are now capable of holding photons inside the cavity for times long enough so that they are absorbed and emitted by excitons in the active media many times before exiting the cavity, giving rise to new quasiparticles called exciton-polaritons [5]. Being half-matter, half-light, polaritons have strong dipole-dipole and Coulomb interactions from
its excitonic part and very light mass from its photonic part. The extreme non-linearities originating from Coulomb interactions play a key role in a number of fascinating effects including parametric scattering. Their extremely light mass, of the order $10^{-5}$ the free electron mass, is responsible for a huge de Broglie wavelength, that becomes comparable to the interparticle distance — in the micrometre scale — at temperatures as high as room temperature. Quantum many-body phenomena can be then investigated in solid-state materials using simple experimental apparatus.

Particles with a bosonic character — for which polaritons are an example — can condense into quantum fluids, where all, or a main part of particles, occupy the same quantum state, behaving like a single macroscopic state \[^6\]. Such rich physical phenomena, known as Bose-Einstein condensation, has been first observed in cold atom gases \[^7,8\] with proven potential for practical applications as, for example, interferometric devices \[^9–13\].

The polaritons’ light mass and the possibility to confine them in natural traps in momentum space have motivated a quest for high-temperature, out-of-equilibrium, Bose-Einstein condensation in semiconductor microcavities, which has been demonstrated by different groups a few years ago \[^14–16\] even at room temperature \[^17\]. By harnessing the photonic component of a polariton condensate through light that escapes out from a microcavity, it is possible to directly visualise in real time its coherent wavefunction on macroscopic length-scales, an impossible task in superconductors or superfluids.

The ability to shape the polariton flow has also allowed to study in great detail its superfluid behaviour \[^18–20\]. Recent progresses augur the appearance of a new generation of opto-electronic devices based on microcavity-polaritons in the next years \[^21–34\].

This PhD thesis is devoted to the study of exciton-polariton condensates in semiconductor microcavities. Here these cold gases made of exciton-photon mixtures are optically excited, both resonantly and non-resonantly, and imaged in both real and momentum spaces through simple optical setups. Coherence and phase properties, together with energy and time resolution, allows for the full characterization of macroscopic wavefunctions, paving the way towards the manipulation of coherent matter waves in a semiconductor chip.

Part I describes the physics background underlying the creation of polariton condensates. The interactions between semiconductor quasiparticles involved in the formation of polaritons are described from a classical, semiclassical and quantum points of view in Chapter 1. Special attention is given to light propagation in microcavities and its interaction with the dipole moment of quantum well excitons that form polaritons. High bosonic densities and liquid Helium temperatures enable polaritons to condense into a single coherent state out of equilibrium, whose basic properties are discussed in Chapter 2 and contrasted with the ones of atomic Bose-Einstein condensates and superfluid Helium. We present in Part II a detailed description of the samples, Chapter 3, and experimental procedures, Chapter 4, used in all the subsequent parts of the thesis.

Part III deals with the occurrence of topological defects in polariton superfluids in the optical parametric oscillator (OPO) regime. Although there are similarities with rotating trapped gases, non-equilibrium systems show a richer phenomenology. Chapter 5 reports the observation of metastable persistent polariton superflows sustaining a quantized angular momentum, $M \hbar$, after applying a 2-ps laser pulse carrying a vortex state \[^20,35\]. A gain response in the condensate lasts for tens of picoseconds during which no dissipation of the circulating currents is detected. Angular momentum can be also transferred directly into the steady state, which acquires permanent rotation for as long as the vortex remains within the condensate. We use two different ways of measuring the circulation
of the condensate and demonstrate that in both cases, polariton condensation in the parametric scattering regime can sustain permanent supercurrents. In Chapter 6, the deterministic behavior of both the onset and dynamics of vortex-antivortex pairs generated by perturbing the system with a pulsed probe is explained in terms of local supercurrents [36]. Simulations elucidate the reason why topological defects form in pairs and can be detected by direct visualizations in multishot OPO experiments. Finally, in Chapter 7, the stability of quantized vortices with topological charge \( M = 2 \) is studied [20]. The experiments are analysed using a generalized two-component Gross-Pitaevskii equation including photonic disorder, pumping and decay. These results demonstrate the control of metastable persistent currents and show the peculiar superfluid character of non-equilibrium polariton condensates.

Part IV is devoted to polariton condensates created under non-resonant excitation. In Chapter 8, it is shown how a highly dense polariton population, created at a tiny spatial region, condenses into a single energy mode. Such a condensate is expelled from the pumping region due to strong repulsive interactions with the incoherent reservoir [37]. Polaritons thus feel an outward force while preserving the single energy phase-coherent mode, forming and expanding condensate which can propagate over distances two orders of magnitude bigger than the pumping spot. Such an easy, all-optical, control of repulsive potentials and propagation amplitudes allows for the creation of many extended polariton condensates close together and permits studying new phenomena appearing in the region where they overlap. In Chapter 9, polaritons injected at two or more spatially separated pump spots are shown to phase-lock responding to translational symmetries in a new geometrical process. The extremely low disorder of the sample foster the appearance of up to 100 vortices and antivortices distributed in a hexagonal network stable for many minutes [32]. The resultant regular vortex lattices are highly sensitive to the optically-imposed geometry, with 4 pump spots producing bistable square lattices, the optical equivalents to 1D and 2D spin systems with (anti)-ferromagnetic interactions controlled by their symmetry. Modulational instabilities are present in square lattices, where higher polariton densities are responsible for non-linear dynamics of topological defects that move inside guides defined by the geometry. Even more pronounced non-linearities are discussed in Chapter 10 where the self-repulsion of polaritons is shown to be so nonlinear as to modify its own potential, creating stable archetypal quantum oscillator wavefunctions in real space. More in detail, two dense polariton condensates self-organizes into equally-spaced energy modes in the overlapping region, a solid-state macroscopic version of the simple quantum harmonic oscillator. Interference in time and space reveals that the many condensate modes are intercoherent, generating wavepackets oscillating at tunable THz frequencies. Such systems, which can be reconfigured on the fly, pave the way to widespread applications in the control of quantum fluidic circuits.
Part I

Background
Chapter 1

Semiconductor Microcavities

In this chapter the main physical processes behind light-matter interaction in semiconductor microcavities are described. Special attention is given to AlGaAs-based DBR-microcavities, with embedded quantum wells, in the strong coupling regime, which is the physical system underlying all the results obtained in this thesis.

1.1 Semiconductor crystals

A first attempt to physically describe a semiconductor crystal is to write up the Hamiltonian describing all possible interactions between the crystal constituents. As this is clearly impossible to compute, a number of approximations has to be made, according to which phenomena is to be described. The first is to separate electrons into two groups: core electrons, the ones in the filled orbitals localized around the nuclei forming the ion cores; and the valence electrons, the ones in the unfilled orbitals that can move around the crystal.

The next approximation usually invoked is the Born-Oppenheimer or adiabatic approximation, that assumes that electrons respond almost instantaneously to the movement of the nuclei or, in other words, that to the electrons the ions are essentially stationary. On the other hand, ions cannot follow the motion of the electrons and they see only a time-averaged adiabatic electronic potential. The Hamiltonian of a semiconductor crystal can then be written as:

\[ \mathcal{H} = \mathcal{H}_{\text{ions}} + \mathcal{H}_e + \mathcal{H}_{e-\text{ions}} \]  

(1.1)

The first term, \( \mathcal{H}_{\text{ions}} \), describes interaction between atomic nuclei and cores electrons. Its ground state accounts for the crystalline structure. As an example, we describe Gallium Arsenide compounds which are the materials used on the experiments performed in this work. GaAs has a zincblende cubic crystal structure, where each Ga (As) atom is surrounded by four As (Ga) atoms placed at the vertices of a tetrahedron — see Fig. 1.1a, where Ga atoms are represented by yellow spheres and As by grey ones. The square box in this figure defines the unit cell which, in a perfect crystal, is repeated side-by-side all over the crystal dimensions. In GaAs, the unit cell size is \( a = 0.565 \text{ nm} \).

Before describing the other two terms in Equation (1.1) let us first define a fundamental concept in condensed matter physics: the 1st Brillouin zone. Eigenstates of the Hamiltonian are usually written in momentum (\( \mathbf{k} \)) basis, defining a reciprocal space which is related to propagation directions inside the crystal. Periodical potentials implies Bloch-like solutions \( \phi(\mathbf{k}) \) whose values for any \( \mathbf{k} \) are mapped into a small region in
Figure 1.1: GaAs crystal structure in real and reciprocal spaces. (a) Zinc-blende unit cell, showing Ga and As atoms linked together in a tetrahedral structure. $a$ is the unit cell size. (b) 1st Brillouin zone inside a cubic unit cell, with special high-symmetry points denoted by $\Gamma$, $X$, $L$, $K$, $W$ and $U$, while high-symmetry lines joining some of these points are labeled as $\Lambda$, $\Sigma$, $\Delta$, $Q$, $Z$ and $S$. $b$ indicates the typical cell size for GaAs.

reciprocal space, the primitive unit cell, called 1st Brillouin zone. Fig.1.1b shows the 1st Brillouin zone of a GaAs crystal, whose typical size given by $b = 2\pi/a \sim 11\text{nm}^{-1}$. Its high-symmetry points and directions are named by Greek and capital letters.

The term $H_{\text{ions}}$ also accounts for crystal collective excitations, such as phonons — a quasiparticle representing a vibrational excitation of the crystal, characterized by a definite energy and momentum. The phonon dispersion curves in a GaAs crystal are shown in Fig.1.2 where, instead of showing the energy as a function of all possible three-dimension $k$ values, the high-symmetry directions defined in Fig. 1.1b are chosen. In the diamond- and zincblende- type lattices there are two atoms per primitive unit cell, and hence there are six phonon branches. These are divided into three acoustic–phonon (the three lower energy curves) and three optical–phonon branches (Fig.1.2). Along high-symmetry directions the phonons can be classified as transverse or longitudinal according to whether their displacements are perpendicular or parallel to the propagation direction.

Figure 1.2: GaAs phonon dispersion curves along high-symmetry directions of the 1st Brillouin zone, measured by inelastic neutron scattering (dots) and calculated using a rigid-ion model (lines). The $x$-axis and its dimensions are defined in Fig. 1.1b. The three upper modes are known as optical–phonons and the three lower ones acoustic–phonons. Adapted from [38].

The middle term in Eq. 1.1, $H_e$, is the Hamiltonian for the valence electrons with
the ions frozen in their equilibrium positions. Again, different approximations may be
taken: in the mean-field approximation, every electron experiences the same averaged
potential that includes the nuclei and core electrons. Also, the highly attractive nuclei
potentials may be replaced by smoother ion pseudopotentials that include core electrons,
yielding slowly oscillating valence electron wavefunctions. Such approximations yield to
solutions that are determined by the specific chemical nature of each material. These
solutions are again given in energy vs momentum basis as a single electron dispersion,
also known as band structure. Fig. 1.3 provides the GaAs band structure, calculated
by the pseudopotential technique \[38\], along the main symmetry directions of the 1st
Brillouin zone. According to the Pauli’s Exclusion Principle, each eigenstate can only
accommodate up to two electrons of opposite spin. At zero temperature, electron fill up
all the valence band, defined by the energy states below 0 eV. As temperature increases,
or any other external excitation is given to electrons, they might acquire enough energy
as to start filling also the conduction band.

![Figure 1.3: GaAs electron dispersion curves, calculated by the pseudopotential technique. The x-axis and its dimensions are defined in Fig. 1.2. Positive energy branches are named as conduction band whereas negative ones as valence band. Adapted from [38].](image)

The energy difference between the maximum of the valence band and the minimum of
the conduction band is known as bandgap, $E_{\text{gap}}$. In $Al_xGa_{1-x}As$ compounds, the bandgap
at room-temperature varies between 1.42 eV (GaAs) and 2.16 eV (AlAs). For $x < 0.35$,
the bandgap is direct (the minimum of the conduction band and the maximum of the
valence band are at the same wavevector $k = 0$), which makes this material good for
optical applications, since transitions of electrons from valence to conduction bands and
vice-versa happens without any change in momentum, and so no phonon contributions
are needed.

Finally, the last term in Eq. 1.1, $H_{e-\text{ions}}$, describes changes in the electronic energy
as a result of the displacements of the ions from their equilibrium positions. $H_{\text{e-ions}}$ is also known as electron-phonon interaction, since under the second quantization picture it accounts for scattering between electron and phonon to final states through momentum and energy exchange. When electrons are excited from their equilibrium state to higher energy ones, $H_{\text{e-ions}}$ accounts for electron thermalisation by losing energy to lattice phonons. Close to the equilibrium point ($E = E_{\text{gap}}$, $k = 0$), if the excess energy is higher than the lattice optical–phonons energies, relaxation is fast through interactions that exchange high energy and momentum (see Fig. 1.2); when the excess energy becomes smaller than those of optical–phonons, relaxation is only possible through small energy and momentum exchanges, which are slow.

1.2 Excitons

In a semiconductor at zero temperature, the fundamental optical excitation consists on the promotion of an electron from the top of the valence band to the bottom of the conduction band. The state left empty in the valence band can be pictured as a positive charge in an empty band, which is defined as a quasiparticle called hole. This enables us to consider the valence band masses\(^1\) as positive in all practical calculations, despite the fact that from the single electron picture they have negative curvature — see Fig. 1.3. The two highest energy branches in the valence band dispersion are called heavy–hole and light–hole branches, according to their curvatures.

The properties of the electron and the hole are both described by the band structure within the one-electron approximation. Negatively charged electrons in the conduction band and positively charged holes in the valence band are subject to Coulomb attraction. This electron-hole interaction gives rise to bound states called excitons. In most semiconductors, in particular GaAs compounds used in this work, the Coulomb interaction is strongly screened by the valence electrons: the large dielectric constant causes that the electrons and holes are only weakly bound. Such excitons, known as Wannier-Mott excitons, have a typical size of the order of tens of lattices constants and a relatively small binding energy (typically, a few meV).

The band engineering in semiconductor structures by means of high-precision growth methods has allowed the creation of a number of electronic and opto-electronic devices including transistors, diodes and lasers. It has also permitted discovery of important fundamental effects including the integer and fractional quantum Hall effects, Coulomb blockade, light-induced ferromagnetism, etc. When epitaxially growing semiconductor materials, the component of thin layers can be varied in order to locally define band structures that are different from the surrounding material. In this way the potential energy of electrons and holes, $V_e$ and $V_h$, are described for two-dimensional systems, in the growth direction, by quantum wells whose depth and size can be tuned by changing the layer composition and thickness — see insets in Fig. 1.4. The electron and hole ground state energies, $E_e$ and $E_h$, and wave functions, $\Phi_e$ and $\Phi_h$, are tuned accordingly.

The large size of Wannier–Mott excitons makes them strongly sensitive to nanometre-scale variations in the quantum well (QW) size — see graph in Fig. 1.4. These QWs are placed inside the microcavities used in this thesis in such a way that the exciton energy

\(^1\)the effective mass is defined as $m^* = \frac{\hbar^2}{\frac{\partial^2 E}{\partial k^2}}$, where $E(k)$ is the electron dispersion relation. Note that close to the $\Gamma$ point in Fig. 1.3 the valence band has negative mass whereas the conduction band has positive mass. Note also that the effective mass is inversely proportional to the dispersion curvature.
can be tuned to resonance with the photons confined inside the microcavity, as will be discussed in Section 1.4.

Figure 1.4: Exciton binding energy as a function of the QW width (schema). The insets show the QW potentials, $V_e$ and $V_h$, and ground state energies, $E_e$ and $E_h$, and wave functions, $\Phi_e$ and $\Phi_h$, of electron (blue) and hole (red), respectively, for different QW widths. Adapted from [39].

The relative electron-hole motion can be found from the Hamiltonian describing the exciton envelope wavefunction [38, 39]. We then add one extra term in the Hamiltonian 1.1 to account for electron–hole coulomb interactions ($H_{e-h}$):

$$H = H_{ions} + H_e + H_{e-ions} + H_{e-h}$$

(1.2)

$$H_{e-h} = -\frac{\hbar^2}{2m_e} \nabla_e^2 - \frac{\hbar^2}{2m_h} \nabla_h^2 + V_e(z) + V_h(z) - \frac{e^2}{4\pi\varepsilon r}$$

(1.3)

where $m_e(h)$ is the electron (hole) effective mass, $z$ the axis in the confinement direction, $e$ the elementary charge, $\varepsilon$ the electric permittivity and $r$ the electron-hole distance.

Without the confining terms, Eq. 1.3 is equivalent to one describing the electron state in a hydrogen atom. For example, the wavefunction of the 1s state of a bulk exciton reads:

$$f_{1s} = \frac{e^{-r/a_B}}{\sqrt{\pi a_B^3}}$$

(1.4)

with the Bohr radius $a_B$ given as:

$$a_B = \frac{4\pi\hbar^2 \varepsilon}{\mu_{eh} e^2}$$

(1.5)

with $\mu_{eh} = \frac{m_e m_h}{m_e + m_h}$ the electron-hole reduced effective mass.
The binding energy of the ground exciton state is

\[ E_B = \frac{\hbar^2}{2\mu_{eh}a_B^2} \quad (1.6) \]

Table 1.1 presents the exciton parameters in the reduced mass approximation for GaAs, compared to those of the Hydrogen atom.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>GaAs exciton</th>
<th>Hydrogen atom</th>
</tr>
</thead>
<tbody>
<tr>
<td>reduced mass ( \mu/m_e )</td>
<td>0.058</td>
<td>(~ 1)</td>
</tr>
<tr>
<td>Bohr radius ( a_B )</td>
<td>15 nm</td>
<td>0.053 nm</td>
</tr>
<tr>
<td>binding energy ( E_B )</td>
<td>4.1 eV</td>
<td>13.6 eV</td>
</tr>
</tbody>
</table>

Table 1.1: Comparison between GaAs exciton parameters in the reduced mass approximation and those of the Hydrogen atom.

The description we have followed so far used the single electron picture. However, under high densities when both excitons and electron-hole plasma are present, the Coulomb carrier-carrier potential starts to be important, with changes of the dielectric constant \( \epsilon \) that describes the surrounding media. Thus, the exciton binding energy gets progressively reduced. When dealing with materials with bandgap in the infrared region, i.e. GaAs, this corresponds to a shift towards blue frequencies in the electromagnetic spectra, hence the name blueshift. If the carrier density is further increased, the excitons eventually dissociate.

1.3 Light propagation inside materials

In this section we explain in detail how electromagnetic-waves propagate inside materials, giving special attention to DBR-microcavities — engineered nanostructures that confine and guide light using index of refraction differences in different materials (see Section 1.3.1).

The electric field, \( \mathbf{E} \), and the magnetic field, \( \mathbf{H} \), inside a medium are related spatio-temporally to the charge density \( \rho_e \), current density \( \mathbf{J} \), polarization density \( \mathbf{P} \), and magnetization density \( \mathbf{M} \), through the Maxwell equations (SI units) \[40\]:

\[ \nabla \cdot \mathbf{D} = \rho_e \quad (1.7a) \]
\[ \nabla \cdot \mathbf{B} = 0 \quad (1.7b) \]
\[ \nabla \times \mathbf{E} = -\partial_t \mathbf{B} \quad (1.7c) \]
\[ \nabla \times \mathbf{H} = \mathbf{J} + \partial_t \mathbf{D} \quad (1.7d) \]

The electric flux \( \mathbf{D} \), and magnetic flux \( \mathbf{B} \), are defined by:

\[ \mathbf{D} = \varepsilon_0 \mathbf{E} + \mathbf{P} = \varepsilon \mathbf{E} \quad (1.8a) \]
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\[ \mathbf{B} = \mu_0 \mathbf{H} + \mathbf{M} = \mu \mathbf{H} \]  \hspace{1cm} (1.8b)

Where \( \varepsilon \) is called permittivity and \( \mu \), permeability.

Considering a medium with neither free charge \( (\rho_e = 0) \) nor currents \( (\mathbf{J} = 0) \) and taking the curl of Eq. 1.7c and using Eqs. 1.7d and 1.8 one gets to the following equation for the electric field\(^2\) [41]:

\[ \nabla^2 \mathbf{E} = \varepsilon \mu \partial_{tt} \mathbf{E} \]  \hspace{1cm} (1.9)

which can be identified as a wave equation whose solutions propagate with velocity given by

\[ v = \frac{c}{n} = \frac{1}{\sqrt{\varepsilon \mu}} \]  \hspace{1cm} (1.10)

where the refractive index, \( n \), accounts for the speed reduction of an electromagnetic wave propagating inside a medium. In this section we consider \( n \) as a scalar with constant value for each material, however it can be a tensor (accounting for birefringence in anisotropic materials), complex-valued (accounting for absorption) and dependent on the electric field (non–linear electric materials) and on the magnetic field (non–linear magnetic materials).

For a transverse light wave propagating along the \( z \)-direction in a medium with wavevector \( k = k_0 n \), where \( k_0 \) is the wavevector in vacuum, solutions of 1.9 have the general form:

\[ E(z) = A^+(z) + A^-(z) = |A^+| e^{ik_0 n z} + |A^-| e^{-ik_0 n z} \]  \hspace{1cm} (1.11a)

\[ B(z) = \frac{-i}{k_0 c} \partial_z E(z) = \frac{n}{c} |A^+| e^{ik_0 n z} - \frac{n}{c} |A^-| e^{-ik_0 n z} \]  \hspace{1cm} (1.11b)

which can also be represented using the positive-\( A^+(z) \), and negative-\( A^-(z) \), propagating electric fields:

\[ A^+(z) = \frac{1}{2} (E(z) + \frac{c}{n} B(z)) \]  \hspace{1cm} (1.12a)

\[ A^-(z) = \frac{1}{2} (E(z) - \frac{c}{n} B(z)) \]  \hspace{1cm} (1.12b)

The electromagnetic fields at two different positions along the propagation direction, \( z \) and \( z + a \), are related through a transfer matrix [39]:

\[ \Phi_{z+a} = T_a \Phi_z \]  \hspace{1cm} (1.13a)

\[ \Phi_z = \begin{pmatrix} E(z) \\ \frac{-i}{k_0} \partial_z E(z) \end{pmatrix} = \begin{pmatrix} E(z) \\ \frac{-i}{k_0} \partial_z E(z) \end{pmatrix} \]  \hspace{1cm} (1.13b)

\[ T_a = \begin{pmatrix} \cos k_0 n a & \frac{i}{n} \sin k_0 n a \\ \frac{1}{n} \sin k_0 n a & \cos k_0 n a \end{pmatrix} \]  \hspace{1cm} (1.13c)

\(^2\) using the relation \( \nabla \times \nabla \times \mathbf{E} = \nabla (\nabla \cdot \mathbf{E}) - \nabla^2 \mathbf{E} \) and considering \( \nabla \cdot \mathbf{E} = 0 \)
Such an approach is very useful when solving Maxwell equations in multilayer dielectric structures, where the transfer matrix across $m$ layers is found as:

$$
T = \prod_{i=1}^{m} T_i 
$$

(1.14)

In condensed matter materials, light is guided through differences in refraction indices. When coming from the left side of a boundary between two media with refraction indices $n_1$ (left) and $n_2$ (right) — see Fig. [1.5a], the matching of the tangential components of electric and magnetic fields gives:

$$
A^+_1 + A^-_1 = A^+_2 
$$

(1.15a)

$$
(A^+_1 - A^-_1)n_1 = A^+_2 n_2 
$$

(1.15b)

The Fresnel amplitude reflection and amplitude transmission coefficients are defined as:

$$
r = \frac{A^-_1}{A^+_1} = \frac{n_1 - n_2}{n_1 + n_2} 
$$

(1.16a)

$$
t = \frac{A^+_2}{A^+_1} = \frac{2n_1}{n_1 + n_2} 
$$

(1.16b)

The reflectivity $R$ (ratio of reflected to incident energy flux) and the transmittance $T$ (ratio of transmitted to incident energy flux) are defined as

$$
R = |r|^2 
$$

(1.17a)

$$
T = \frac{n_2}{n_1} |t|^2 
$$

(1.17b)

The factor $n_2/n_1$ comes from the ratio of light velocities in the two media. If losses are not taken into account, $T = 1 - R$.

Fig. [1.5b] shows the reflectivity $R$ between the two media with refraction indices $n_1$ and $n_2$ (Eqs. 1.16a and 1.17a). Clearly the amount of reflected wave on an interface between two media is higher for higher index contrasts, but does not depend on which side of the interface has the higher index. On the other hand, it follows from Eq. 1.16a that, when incident on a higher $n$ medium ($n_2 > n_1$), the reflected field has a $\pi$-phase shift ($r$ is negative), whereas no shift appears when the field is reflected by a lower $n$ medium ($n_2 < n_1$, $r$ is positive). Moreover, from Eq. 1.16b $t$ is always positive and so there is no phase-shift on the transmitted field.

The reflectivity can be improved with the use of multiple interfaces that reflect a wave multiple times. The amplitude reflection and transmission coefficients ($r_s$ and $t_s$) of a structure containing $m$ layers between two semi-infinite media with refractive indices $n_{left}$ and $n_{right}$ before and after the structure, respectively, can be found by solving the system:

$$
T \begin{pmatrix} 1 + r_s & t_s \\ n_{left} (1 - r_s) & n_{right} t_s \end{pmatrix} = \begin{pmatrix} T_s \\ n_{right} T_s \end{pmatrix} 
$$

(1.18)
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Figure 1.5: (a) Schematic representation of an electromagnetic wave incident perpendicularly on an interface between two media with refractive indices $n_1$ and $n_2$. Arrows represent the incoming, $A_1^+$, the reflected, $A_1^-$, and the transmitted, $A_2^+$, amplitudes. (b) Reflectivity between the two media in (a) as a function of $n_1$ and $n_2$.

Moreover, if such interfaces are be engineered in such a way that multiple reflections interfere destructively for the transmitted wave, even higher reflectivity can be achieved. This is the main concept behind the high-reflectivity mirrors used in microcavity structures, described in the next Section.

1.3.1 Microcavities

A microcavity is an optical resonator that confines light to small volumes by resonant recirculation. Its dimensions are related to the wavelength of the mode confined inside — micrometer scale for light modes, hence its name. Although geometrical and resonant properties of microcavities are diverse, two basic different schemes are used to confine light. In the first, reflection off a single interface is used, for instance from a metallic surface, or from total internal reflection at the boundary between two dielectrics. The second scheme is to use the interference between multiple reflections on microstructures periodically patterned on the scale of the resonant optical wavelength, like e.g. in a photonic crystal. Below we describe two devices representative of the second scheme: the Fabry-Perrot interferometer and the DBR-microcavity. We illustrate all the devices with simulations using the Transfer Matrix Method (Eq. 1.13), choosing for that the parameters of a sample investigated on this thesis — described in Section 3.2.

1.3.1.1 Fabry-Perrot interferometer

A Fabry-Perrot (FP) interferometer consists of a transparent plate with two reflecting surfaces. It can be found as a central part of most lasers, forming the cavity resonator, but also has its role on more fundamental physics, e.g. circuit quantum electrodynamics.

Fig. 1.6 shows a simple version of a FP interferometer, made of a medium with thickness $L_c$ and refractive index $n_c > 1$ surrounded by air. Let us consider only the waves reflected into the air on the left side of the FP. Light with amplitude $A_i$ incident into the left interface is partially reflected with amplitude

$$A_1^+ = -|r|A_i,$$

(1.19)

where $r = \frac{1-n_c}{1+n_c}$ and the minus sign accounts for a $\pi$-phase jump from reflection by the higher refractive index FP medium. Another part is transmitted into the FP medium,
being partially reflected on the right interface and partially transmitted into air at the left interface with amplitude

\[ A_r^2 = A_i t_- |r| t_+ e^{i\delta}, \]  

(1.20)

where \( t_+ = \frac{2}{1 + n_c} \) is the transmission coefficient \textit{into} the FP medium, \( t_- = \frac{2n_c}{n_c+1} \) the transmission coefficient \textit{out from} the FP medium, and

\[
\delta = \frac{2\pi}{\lambda_0} 2n_c L_c = \frac{\omega}{c} 2n_c L_c, \tag{1.21}
\]

is the phase acquired by the beam while propagating inside FP medium, with \( \lambda_0 \) the wavelength in air and \( \omega \) the wave frequency multiplied by 2\( \pi \).

The process described above happens many times with the field on the left side of the FP being then the sum of all the reflected beams:

\[
A_r = \sum_{n=1}^{\infty} A_r^n = A_i \left( -|r| + t_- t_+ \sum_{n=2}^{\infty} |r|^{2n-3} e^{i\delta(n-1)} \right) = A_i \left[ -|r| + \frac{t_- t_+}{|r|} \left( \frac{1}{1 - r^2 e^{i\delta}} - 1 \right) \right] \]

(1.22)

Note that the relative phase between subsequent reflections is always \( \delta \). The amount of reflected light — and hence the reflective character of the FP interferometer — depends on interferences between multiple reflections, and so, from Eq. (1.21) on the wave frequency \( \omega \) and on the FP parameters \( n_c \) and \( L_c \).

Fig. 1.7a shows the electric field profile (simulated using Eq. 1.13) with wavelength in air \( \lambda_0 = 800 \text{ nm} \) incident on a FP interface with \( n_c = 3.4 \) and \( L_c = \frac{5\lambda_0}{2n_c} \approx 588 \text{ nm} \). Putting these values into Eq. (1.21) we have \( \delta = 10\pi \), meaning that all the \( A_r^{n>2} \) comes out of the mirror with the same phase, which has a \( \pi \)-phase difference with respect to the \( A_r^1 \) component. The result is that \( A_r^1 \) is destructively interfered by all the \( A_r^{n>2} \) components, and the only component on the left side of the structure is \( A_i \), making a flat electric field profile \( |E| = |A_i| \). Since no light is reflected, the reflectivity of such a FP is zero at 800nm — see the FP reflectivity dependence on wavelength in Fig. 1.7c. Inside the FP medium, the difference in phase between right propagating components and left propagating ones is an integer multiple of 5\( \pi \), generating a standing wave (Fig. 1.7b).
Following the same logic, if the incident field has a wavelength such that $\delta = 11\pi$ (or any other odd multiple of $\pi$), the second and third reflected components will sum up to:

$$A_2^r + A_3^r = A_i t_+ t_- (e^{i11\pi} + r^2 e^{i22\pi}) = A_i t_+ t_- (1 + r^2),$$

(1.23)

which is a negative number since $r^2 < 1$. These two components then constructively interfere with the also negative $A_1^r$ component, the same holding for $A_4^r + A_5^r$ and so on. The overall reflected field is then greatly enhanced and the FP becomes reflective. This is indeed observed when calculating the electric field profile for $\lambda_0 = \frac{2\pi}{11\pi}2n_cL_c \sim 727\text{ nm}$ — see Fig. 1.7b, where the reflected field generates an standing wave on the left side of the FP. Accordingly, the reflectivity is maximum at 727 nm — red arrow in Fig. 1.7c.

Figure 1.7: Fabry-Perrot interferometer as simulated by the Transfer Matrix Method - Eq. 1.13, using parameters $n_c = 3.4$, $L_c = 588\text{ nm}$. The field spatial profile is plotted for (a) $\lambda_0 = 800\text{ nm}$ (blue line) and (b) $\lambda_0 = 727\text{ nm}$ (red line). In (a,b) the refractive index is represented by both the black line and the gray colorscale. (c) Reflectivity curve for different incident light frequencies, calculated using Eq. 1.18. The blue arrow marks the wavelength of the field plotted in (a) whereas the red arrow marks the wavelength of the field plotted in (b).

Till now we have considered light impinging perpendicularly incidence to the FP interface. For oblique incidence, the beam should be decomposed inside the cavity into its components perpendicular and parallel to the surface, and then apply a similar analysis to that already described for the perpendicular component. The perpendicular wavevectors $k_\perp$ for which the FP reflectivity goes to zero are found when making $\delta = 2\pi q$, with $q$ integer, and $k_\perp = 2\pi n_c/\lambda_0$ on Eq. 1.21:

$$k_\perp = \frac{\pi q}{L_c}$$

(1.24)

The modes defined by Eq. 1.24, known as cavity modes, have an integral number of half-wavelengths that fit into the microcavity. Their energy $E_c$ are given by:

$$E_c = \hbar c = \hbar c \sqrt{k_\parallel^2 + k_\perp^2} = \hbar c \sqrt{k_\parallel^2 + \left(\frac{\pi q}{L_c}\right)^2}$$

(1.25)

Equation 1.25 is the dispersion relation of a photon with energy $E_c$ inside the FP cavity. Close to perpendicular incidence ($k_\parallel \ll k_\perp$) it can be approximated to:

$$E_c = E^0_c + \frac{\hbar^2 k_\parallel^2}{2m^*_{ph}}$$

(1.26)
where $E_0^c = \frac{\hbar \pi q c}{n c L_c}$ is the mode energy for perpendicular incidence and $m_{ph}^* = \frac{\hbar \pi q n c}{L_c}$ is the so called photon effective mass.

Another important feature of a Fabry-Perot is its selectivity. It is characterized by the finesse $F$, which is the ratio between the mode separation (in energy) and the mode full width at half maximum. It can be shown \[39\] that it depends only on the reflectivity of the FP interfaces:

$$F = \frac{\pi r_1}{1 - r_2^2} \quad (1.27)$$

The higher the reflectivity between interfaces, the higher the photon lifetime inside the cavity. The cavity mode width depends on the reflectivity of each mirror and sets the photon lifetime inside the cavity. High quality samples are those with long photonic lifetimes, and so it is useful to define a quality factor, defined as the ratio of a resonant cavity frequency, $\omega_C$, to the linewidth (FWHM) of the cavity mode, $\delta\omega_C$ \[39\].

$$Q = \frac{\omega_C}{\delta\omega_C} \quad (1.28)$$

The $Q$-factor is a measure of the rate at which optical energy decays from within the cavity (from absorption, scattering or leakage through the imperfect mirrors) and where $Q^{-1}$ is the fraction of energy lost in a single round-trip around the cavity. Equivalently, the exponentially decaying photon number has a lifetime given by $\tau = Q/\omega_C$.

The best candidates to achieve high quality factors through the use of high reflectivity mirrors are described in next section.

### 1.3.1.2 DBR-mirror

The ideas based on multiple inferences described in previous sections to achieve high reflectivity mirrors can be further developed by adding more extra layers to the FP scheme in Fig. 1.6. In fact, if all the components reflected by each layer comes out of the structure on the left side with same phase, $\pi$-shifted with respect to the incident beam, they will all interfere constructively and reflectivity will be maximum. This can be achieved, e.g., for a given $\lambda_0$ to which we want the structure to be reflective, by using for the first layer $n_1 L_1 = \lambda_0/4$, for the second $n_2 L_2 = \lambda_0/4$, with $n_1 > n_2$, and then repeating the first pair layer a number of times. Such multilayer periodic structure is called Bragg mirror, also known as distributed Bragg reflector (DBR) mirror. The working principle relies on light interference: all the waves propagating on the reflection direction, after multiple reflections on all the interfaces present in the structure, are in phase. Conversely, all the waves propagating in the transmission direction interfere destructively.

Fig. 1.8a shows the electric field profile (simulated using Eq. 1.13) with wavelength in air $\lambda_0 = 800\, \text{nm}$ incident on a DBR-mirror made of 32 pairs of layers with $n_1 = 3.5$, $n_2 = 3$, $L_1 \sim 57\, \text{nm}$ and $L_2 \sim 67\, \text{nm}$. Under these conditions all the layer reflect the field with the same phase, creating a standing wave made of incident and reflected waves on the left side of the structure (air). Note that the standing wave nodes have zero intensity, meaning that the incident and reflected components have the same magnitude, and hence the mirror is $\sim 100\%$ reflective. Differently from a Fabry-Perrot interferometer, a DBR-mirror possess a considerable field penetration on the cavity due to low index contrast.

Fig. 1.8b shows the DBR reflectivity dependence on wavelength. Apart from the maximum expected at $800\, \text{nm}$ (blue arrow), the reflectivity is close to 1 for a wide range
of wavelength values centred at 800 nm. Such a plateau region of high reflectivity, known as stop-band, becomes broader for higher index contrast between layers and higher number of pair layers. The stop-band is surrounded by transmissive energy modes called Bragg modes, whose name is due to the fact that the field distribution is mainly concentrated inside the DBR-mirror — see Fig. 1.8b for the field profile corresponding to a wavelength $\lambda_0 = 756$ nm, marked by a red arrow in Fig. 1.8c.

Figure 1.8: Bragg mirror as simulated by the Transfer Matrix Method - Eq. 1.13, using 32 pairs of layers with $n_1 = 3.5$, $n_2 = 3$, $L_1 \sim 57$ nm and $L_2 \sim 67$ nm. The field spatial profile is plotted for (a) $\lambda = 800$ nm (blue line) and (b) $\lambda = 756$ nm (red line). In (a,b) the refractive index is represented by both the black line and the gray colorscale. (c) Reflectivity curve for different incident light frequency, calculated using Eq. 1.18. The blue arrow marks the wavelength of the field plotted in (a) whereas the red arrow marks the wavelength of the field plotted in (b).

### 1.3.1.3 DBR-microcavity

A semiconductor microcavity is formed by two DBR mirrors separated by a dielectric layer (the cavity itself), whose thickness determines the cavity mode wavelength, in the same way as in a Fabry-Perrot interferometer.

To illustrate how an electromagnetic field behaves inside a semiconductor microcavity, simulations are performed based on a semiconductor microcavity similar to the one described in Section 3.2: the left DBR is made of 32 pairs of layers with $n_1 = 3.5$, $n_2 = 3$, $L_1 \sim 57$ nm and $L_2 \sim 67$ nm, whereas the right DBR is made of 35 pairs of layers with $n_1 = 3$, $n_2 = 3.5$, $L_1 \sim 67$ nm and $L_2 \sim 57$ nm. Between both mirrors there is a a 5$\lambda_0$/2 cavity with $n_c = 3.4$ and $L_c = \frac{5\lambda_0}{2n_c}$.

Fig. 1.9a shows the electric field profile (simulated using Eq. 1.13) with wavelength in air $\lambda_0 = 800$ nm. Although the mirrors are $\sim 100\%$ reflective under these conditions
interferences with the components reflected by the cavity interfaces makes the whole structure transmissive at this specific wavelength — indicated by a blue arrow in Figs. 1.9c,d. The effect of the cavity on the reflectivity spectra is to open a sharp minima on the DBR stop band. The field is mainly confined inside the cavity, and so photons entering the cavity remain inside for a long time, which is consistent with a extremely sharp energy linewidth (Figs. 1.9d) and high Q-factor. The standing-wave profile with 5 nodes is consistent with the condition $L_c = \frac{5\lambda_0}{2n_c}$. Inside the cavity, the field have maximum amplitude at four antinodes that can be used to couple photons to exciton in QWs put at such positions, as it will be explained in Section 1.4.

Fig. 1.9 shows the DBR reflectivity spectrum. The mirror stop-band can be again observed, with the transmissive Bragg modes (red arrow) having again a field distribution mainly concentrated inside the DBR-mirrors — see Fig. 1.9b for the field profile corresponding to a wavelength marked by a red arrow in Fig. 1.9c.
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Figure 1.9: Semiconductor microcavity as simulated by the Transfer Matrix Method - Eq. 1.13, using 32 pairs of layers with $n_1 = 3.5$, $n_2 = 3$, $L_1 \sim 57 \text{ nm}$ and $L_2 \sim 67 \text{ nm}$ for the left DBR, a $5\lambda_0/2$ cavity with $n_c = 3.4$ and $L_c \sim 588 \text{ nm}$, and 35 pairs of layers with $n_1 = 3$, $n_2 = 3.5$, $L_1 \sim 67 \text{ nm}$ and $L_2 \sim 57 \text{ nm}$ for the right DBR. The field spatial profile is plotted for (a) $\lambda_0 = 800 \text{ nm}$ (blue line) and (b) $\lambda_0 = 759 \text{ nm}$ (red line). In (a,b) the refractive index is represented by both the black line and the gray colorscale. (c) Reflectivity curve for different incident light frequency, calculated using Eq. 1.18. The blue arrow marks the wavelength of the field plotted in (a) whereas the red arrow marks the wavelength of the field plotted in (b). (d) is a zoom of (c) close to the cavity mode (800 nm).

Finally we consider oblique incidence. Reflectivity spectra as a function of incidence angle $\phi_{left}$ can be calculated by replacing on Eq. 1.18

$$n_{left} \rightarrow n_{left} \cos(\phi_{left}), n_{right} \rightarrow n_{right} \cos(\phi_{right})$$

(1.29)

Fig. 1.10 shows the transmittance ($T = 1 - R$) dispersion for the microcavity described in Fig. 1.9. As the in-plane momentum $k_\parallel$ increases, the energy of transmissive modes increase, including the weakly transmissive cavity mode.
1.4. POLARITONS

The dispersion of the cavity mode is expected to be parabolic for a Fabry-Perrot cavity (Eq. 1.26). We calculate the cavity mode energy for perpendicular incidence 

\[ E_0^c = \frac{\hbar c}{n c} = 1.5498eV \]

and the photon effective mass 

\[ m_{ph}^* = \frac{\hbar^2 n c}{L c^2} = 2.2276 \times 10^{-34}kg = 2.4454 \times 10^{-4} m_e, \]

where \( m_e \) is the electron mass. The resulting parabolic dispersion is plotted in Fig. 1.10 (dashed blue line). It fits quite well the simulated cavity dispersion, seen as red behind.

Photons behave then as massive particles while propagating inside a cavity, with an effective mass extremely light if compared to that of an electron. The photon-exciton quasiparticles described in Section 1.4 will also have a very light mass, what is crucial for observing the macroscopic quantum effects described in Chapter 2 at high temperatures.

1.4 Polaritons

When an intrinsic semiconductor crystal is held at cryogenic temperatures, like in all the results presented on this thesis, the thermal energy is not high enough as to promote electrons from the valence to the conduction band, and so the system remains electronically on its ground state. Excitation to higher modes can be done by laser beams, where the energy carried by photons are absorbed by electrons that acquire higher energy.

The photon dispersion relation was computed in section 1.3 when considering the electromagnetic field propagation inside materials. The cavity mode energy was considered to remain unaffected while propagating inside the media. This is equivalent to add a \( H_{ph} \) term to the Hamiltonian 1.2 that accounts for \textit{photonic dispersion}. 

![Figure 1.10: Transmittance spectra for the microcavity described in Fig. 1.9, as a function of incident wave energy and \( k \)-vector in air, simulated using Eqs. 1.18 and 1.29. High- and low-energy Bragg modes are indicated, as well as the weaker cavity mode. The transmittance of the region inside the dashed gray square has been multiplied by 10^5 to make the cavity mode to appear visible in the colorscale. The cavity mode dispersion, estimated using Eq. 1.26, is plotted as a dashed blue line.](image)
In this section we describe how photons drive excitonic-dipole oscillations that changes the energy modes of the system, introducing a last term in Hamiltonian 1.2 called electron-photon interaction, $\mathcal{H}_{e-ph}$:

$$\mathcal{H} = \mathcal{H}_{ions} + \mathcal{H}_e + \mathcal{H}_{e-ions} + \mathcal{H}_{e-h} + \mathcal{H}_{ph} + \mathcal{H}_{e-ph}$$  \hspace{1cm} (1.30)

### 1.4.1 Semiclassical light-matter coupling

First we consider light coupling to elementary semiconductor crystal excitations — excitons — and discuss the optical properties of mixed light-matter quasiparticles named exciton-polaritons, which play a decisive role in optical spectra of microcavities. Our considerations are based on the classical Maxwell equations coupled to quantum properties of excitons.

In the semiclassical approximation of light-exciton interaction, electron and hole are bounded together by an harmonic potential $\mu_{eh}\omega^2_x$, $\hbar\omega_x$ being the exciton energy and $\mu_{eh}$ its reduced mass, $1/\mu_{eh} = 1/m_e + 1/m_h$. The exciton oscillates when light irradiates the atom, $E(t)$, following [38,39]:

$$\mu_{eh}\ddot{r}_x + \mu_{eh}2\gamma_x\dot{r}_x + \mu_{eh}\omega^2_x r_x = eE(t)$$  \hspace{1cm} (1.31)

where $r_x$ is the electron-hole distance and $\gamma_x$ the damping caused by non-radiative processes such as scattering with phonons.

Solutions to Eq. 1.31 give a steady state where the exciton also oscillates harmonically with the frequency of the external field, $\omega$ [39]:

$$r_x(t) = \frac{e/\mu_{eh}}{\omega^2_x - \omega^2 - 2i\omega\gamma_x}E(t)$$  \hspace{1cm} (1.32)

Following the approach proposed by Hopfield [44], the excitonic influence on the dielectric constant can be calculated. The polarization density $P$ created by excitons is taken to be proportional to the amplitude of the harmonic oscillator, which constitutes the so-called dipole approximation. Using Eq. 1.32

$$P(\omega) = \frac{\varepsilon_B2\omega_x\omega_{LT}}{\omega^2_x - \omega^2 - 2i\omega\gamma_x}E(\omega) \approx \frac{\varepsilon_B\omega_{LT}}{\omega_x - \omega - i\gamma_x}E(\omega)$$  \hspace{1cm} (1.33)

where $\omega_{LT}$ is the so-called longitudinal-transverse splitting, which is proportional to the exciton oscillator strength, and $\varepsilon_B$ is the normalized background dielectric constant that does not contain the excitonic contribution, and the approximation has been taken in the vicinity of the resonant frequency.

Equation 1.33 says that the polarization density of an excitonic media depends on the frequency of the electric field. From Eq. 1.8a the same holds for the permittivity $\varepsilon$, making the wave equation 1.9 a non-linear equation that changes the properties of the propagating field including its frequency.
1.4.1.1 Microcavities containing quantum wells

The frequency-dependent polarization change described by Eq. 1.33 is proportional to the exciton oscillator strength, and so it depends on how well the excitonic wave-function overlaps with the driving electric field. In Section 1.3.1.3 it was shown that the field inside a microcavity is concentrated at the antinodes of a standing wave profile. It is then desirable that excitons are placed at such antinode regions, what can be done by using quantum wells (QWs) inside the microcavity. This also gives a second advantage that the exciton energy, $\omega_x$, can be tuned with the QW width — see Section 1.2.

Spatial confinement means that the QW wavefunctions have to be taken into account when the exciton-induced polarization is calculated. According to the non-local dielectric response theory [39], once an exciton is created, the dielectric polarization changes in all points where its wavefunction spreads according to:

$$P(\omega, z) = \Phi(z) \int \Phi(z') \frac{\epsilon_B 2\omega_LT \pi a_B^3}{\omega_x - \omega - i\gamma_x} E(\omega, z') dz'$$. (1.34)

where $\Phi(z)$ is the exciton wavefunction obtained when solving Eq. 1.3 using a potential well for $V_{e,h}(z_{e,h})$ and $a_B$ is the Bohr radius of exciton in the bulk material (Eq. 1.5).

Introducing Eq. 1.34 into Eqs. 1.8 and 1.9, the latter becomes an integro-differential equation and can be solved exactly using the Greens function method [39]. The reflection and transmission amplitudes can be then calculated using 1.16:

$$r_{QW}(\omega) = \frac{i\Gamma_x}{\omega_x - \omega - i(\Gamma_x + \gamma_x)}$$ (1.35a)

$$t_{QW}(\omega) = 1 + r_{QW}(\omega)$$ (1.35b)

where $\Gamma_x$ is the so-called exciton radiative broadening which is connected to the exciton radiative lifetime.

A finite exciton radiative lifetime is a peculiarity of confined semiconductor systems. In an infinite bulk crystal, an exciton–polariton can freely propagate in any direction and its lifetime is limited only by non–radiative processes such as scattering with acoustic phonons. On the contrary, in a QW the exciton–polariton can disappear by giving its energy to a photon which escapes the QW plane.

After calculating the transfer matrix of a DBR microcavity containing a QW in the middle of the $L_c$-thick cavity layer, solving an eigenvalue equation yields [39]:

$$(\omega_x - \omega - i\gamma_x)(\omega_c - \omega - i\gamma_c) = V^2$$ (1.36a)

$$\gamma_c = \frac{c(1 - \sqrt{R})}{n_c \sqrt{R}(L_{DBR} + L_c)}$$ (1.36b)

$$V^2 = \frac{c(1 + \sqrt{R})\Gamma_x}{n_c \sqrt{R}(L_{DBR} + L_c)}$$ (1.36c)

where $R$ is the DBR reflectivity, $\gamma_c$ the photon lifetime and $L_{DBR} = \frac{n_1(n_2-n_1)}{\omega_c(n_2-n_1)}$ is the so called DBR effective length.
Equation 1.36 describes a system of two damped harmonic oscillators, namely the exciton resonance and the cavity mode, coupled by a matrix element $V$. It has two complex solutions:

$$\omega_{+, -} = \frac{1}{2} \left[ \omega_x + \omega_c - i(\gamma_x + \gamma_c) \pm \sqrt{4V^2 + (\omega_x - \omega_c - i(\gamma_x - \gamma_c))^2} \right]$$  \hspace{1cm} (1.37)$$

If $\omega_x = \omega_c$, the splitting between the two values is given by the so-called Rabi splitting $\Omega_R = \sqrt{4V^2 - (\gamma_x - \gamma_c)^2}$. This changes the normal transmission modes of the electric field on the excitonic media.

The parameter $V$ has the meaning of the coupling strength between the cavity photon mode and the exciton. $2V$ reaches 15 meV in GaAs microcavities, 30 meV in CdTe microcavities, and 50 meV in GaN cavities.

If $2V > |\gamma_x - \gamma_c|$, $\Omega_R$ is a real number and so $\omega_{+, -}$ are different frequencies from $\omega_{x,c}$, defining new eigenmodes of the microcavity spectra, called upper polariton, $\omega_+$, and lower polariton, $\omega_-$. This is the so-called strong coupling regime. On the other hand, in the weak coupling regime, $2V < |\gamma_x - \gamma_c|$ making $\Omega_R$ a pure complex number, and so the eigenfrequencies $\omega_{x,c}$ remain unchanged except from their linewidth. VCSEL lasers operate under the weak coupling regime.

To illustrate better the difference between both regimes we simulate a cavity spectra as the sum of two Gaussians whose peaks and FWHMs are given by the real and imaginary parts, respectively, of $\omega_{+, -}$:

$$T(\omega) = e^{-\frac{(\omega - R(\omega_+))^2}{2(\sigma_+)^2}} + e^{-\frac{(\omega - R(\omega_-))^2}{2(\sigma_-)^2}}$$  \hspace{1cm} (1.38)$$

Fig. 1.11 shows the cavity spectra as a function of the photon energy that crosses the exciton one, using similar parameters to the ones of realistic cavities used in this thesis — see Section 3. In the weak coupling regime (Fig. 1.11a), the bare exciton and photon modes remain the eigenmodes of the system, with slight changes in lifetimes (observed in the width of the lines) at the crossing region. On the other hand, in the strong coupling regime (Fig. 1.11b), a clear distinction between upper and lower polariton branches can be seen, with normal mode splitting given by $\Omega_R$. 
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Figure 1.11: Comparison between weak and strong coupling regimes. Panels are solutions of Eqs. 1.38 and 1.37 using parameters $\hbar \gamma_x = 0.4\,meV$ (10 ps exciton lifetime [45]), $\hbar \gamma_c = 4\,meV$ (1 ps photon lifetime), $\hbar \omega_x = 1550\,meV$ and (a) $2V = 2.4\,meV < |\gamma_x - \gamma_c| = 3.6\,meV$ (weak coupling) or (b) $2V = 8\,meV > |\gamma_x - \gamma_c| = 3.6\,meV$ (strong coupling). In (a) the coupled modes are practically the same as bare $\omega_x$ and $\omega_c$ modes, with an decrease of the exciton decay rate at the crossing point. In (b) $\omega_+$ and $\omega_-$ modes are separated by $\hbar \Omega_R$ at the anticrossing point.

The conditions for strong coupling are thus high exciton-dipole oscillator strength, good field-exciton overlap and similar, and small, linewidths of the cavity photon ($\gamma_c$, controlled by the finesse) and the exciton ($\gamma_x$, controlled by the inhomogeneous broadening of the excitons in the sample).

1.4.2 Quantum description of light-matter interaction

In the previous Section, a semiclassical approach to photon-exciton interaction inside a semiconductor microcavity has been shown to change the dielectric constant yielding a normal mode splitting that appears as two new modes. This is in close analogy to the classical two-coupled harmonic oscillator problem [46], where two masses $m_A$ and $m_B$ are attached to springs with constants $k_A$ and $k_B$ and linked together by a third spring with constant $\kappa$ - see Fig. 1.12. The eigenfrequencies of the system are given by (damping is ignored):

$$\omega^2_{\pm} = \frac{1}{2} \left[ \omega_A^2 + \omega_B^2 \pm \sqrt{(\omega_A^2 - \omega_B^2)^2 + 4\Gamma^2\omega_A\omega_B} \right]$$  \hspace{1cm} (1.39)

where $\omega_A = \sqrt{(k_A + \kappa)(m_A)}$, $\omega_B = \sqrt{(k_B + \kappa)(m_B)}$ and

$$\Gamma = \frac{\kappa}{\sqrt{m_A\omega_A m_B\omega_B}}$$  \hspace{1cm} (1.40)

Each eigenmode correspond to both masses oscillating harmonically with a single frequency, for $\omega_-$ with the same phase and for $\omega_+$ with a $\pi$-phase difference. Any other solution to the problem is a linear superposition of these two eigenmodes, and will be then characterized by a periodic beating of each mass oscillation. Figure 1.12 shows one of these possible solutions, with $k_A = k_B = 12.5\kappa$. Note the $\pi$-phase difference between the beating of each mass, which is responsible for a periodic transfer of energy from one oscillator to the other and vice-versa.
Figure 1.12: Coupled mechanical oscillators. (a) Schematic representation of two harmonic oscillators defined by masses \( m_A \) and \( m_B \) attached to springs \( (k_A \) and \( k_B) \) and coupled through a third spring of constant \( \kappa \). Each mass position, \( x_A(t) \) and \( x_B(t) \), is displayed as a function of time in (b) for a superposition of the two eigenmodes taking \( k_A = k_B = 12.5\kappa \). Adapted from [46].

To illustrate the solutions given by Eq. \ref{eq:1.39} we set \( k_A = k_0, k_B = k_0 + \Delta k \), and \( m_A = m_B = m_0 \). Figure \ref{fig:1.13}a shows the frequencies of the two oscillators in the absence of coupling \( (\kappa = 0) \). As \( \Delta k \) is increased from \( -k_0 \) to \( +k_0 \), the frequency of oscillator \( B \) increases from zero to \( \sqrt{2}\omega_0 \), while the frequency of oscillator \( A \) stays constant. The two curves intersect at \( \Delta k = 0 \). Once coupling is introduced, the two curves no longer intersect. Instead, as shown in Fig. \ref{fig:1.13}b, there is characteristic anticrossing with a frequency splitting of \( \Gamma \).

Equation \ref{eq:1.39} and Figure \ref{fig:1.13} are in full analogy with polariton modes in a microcavity (Equation \ref{eq:1.37} and Fig. \ref{fig:1.11}), so one might look for a quantum description of photon-exciton interaction in a microcavity under the coupled oscillators picture. In fact, in the low excitonic density limit, the Hamiltonian describing photons, excitons and their mutual coupling through the dipole moment can be written, in the second quantization picture, as \[39\]:

\[
\mathcal{H}_{e-ph} = \hbar \omega_C \hat{C}^\dagger \hat{C} + \hbar \omega_X \hat{X}^\dagger \hat{X} + \frac{\hbar \Omega_R}{2} (\hat{C}^\dagger \hat{X} + \hat{X}^\dagger \hat{C})
\]

(1.41)

where \( \omega_C \) (\( \omega_x \)) are the photon (exciton) frequencies and \( \Omega_R \) the Rabi frequency. The photon (exciton) creation and annihilation operators, \( \hat{C}^\dagger \) and \( \hat{C} \) (\( \hat{X}^\dagger \) and \( \hat{X} \)), are to be understood, when applied in the uncoupled photon-exciton number basis, as:

\[
\hat{C}^\dagger |n_C, n_X\rangle = \sqrt{n_C + 1} |n_C + 1, n_X\rangle
\]

(1.42a)
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Figure 1.13: Strong coupling regime illustrated by mechanical oscillators. (a) Eigenfrequencies of two uncoupled oscillators \( (κ = 0) \) with equal mass and spring constants \( k_0 \) and \( k_0 + \Delta k \). (b) Frequency anticrossing due to coupling of strength \( κ = 0.08k_0 \). The coupling of the two oscillators leads to a shift of the eigenfrequencies and a characteristic frequency splitting \( Γ \), which scales linearly with the coupling strength \( κ \). From [46].

\[
\hat{C}|n_C, n_X⟩ = \sqrt{n_C}|n_C - 1, n_X⟩ \\
\hat{X}^\dagger|n_C, n_X⟩ = \sqrt{n_X + 1}|n_C, n_X + 1⟩ \\
\hat{X}|n_C, n_X⟩ = \sqrt{n_X}|n_C, n_X - 1⟩ \\
\]

Equation (1.43) can be written in its matrix form,

\[
iℏ \begin{pmatrix} \dot{c}(t) \\ \dot{x}(t) \end{pmatrix} = \begin{pmatrix} h\omega_C & \frac{hΩ_R}{2} \\ \frac{hΩ_R}{2} & h\omega_X \end{pmatrix} \begin{pmatrix} c(t) \\ x(t) \end{pmatrix}
\]

which is a matrix differential equation that can be easily solved after diagonalization, \( iℏ\partial_t|ψ(t)⟩ = P^{-1}\mathcal{H}_{pol}P|ψ(t)⟩ \) (the column vectors of \( P \), known as Hopfield matrix, are the eigenvectors of the diagonal \( \mathcal{H}_{pol} \)) giving a pair of uncoupled differential equations:

\[
iℏ \begin{pmatrix} \dot{u}(t) \\ \dot{l}(t) \end{pmatrix} = \begin{pmatrix} h\omega_+ & 0 \\ 0 & h\omega_- \end{pmatrix} \begin{pmatrix} u(t) \\ l(t) \end{pmatrix}
\]

where \( \begin{pmatrix} u(t) \\ l(t) \end{pmatrix} = P \begin{pmatrix} c(t) \\ x(t) \end{pmatrix} \). The eigenfrequencies are given by:

\[
\omega_± = \frac{1}{2}\left(ω_X + ω_C ± \sqrt{Δ^2 + Ω_R^2}\right)
\]
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for detuning $\Delta = \omega_C - \omega_X$. Polaritons can then be seen in a simplified, but very accurate model, as the new eigenstates that arise from the coupling of two oscillators, i.e., the photon and the exciton. On resonance, polaritons are half-light, half-matter quasiparticles, with wavefunctions that are superpositions between the excitonic and photonic ones, $\psi = \frac{1}{\sqrt{2}}(\psi_x \pm \psi_c)$.

The corresponding eigenvectors are:

$$\begin{pmatrix} \chi \\ \varsigma \end{pmatrix} \text{ and } \begin{pmatrix} \varsigma \\ -\chi \end{pmatrix}$$

where $\chi$ and $\varsigma$ are the Hopfield coefficients [44]:

$$\chi = \left(1 + 4\left(\frac{\omega_- - \omega_X}{\Omega_R}\right)^2\right)^{-2}$$

$$\varsigma = -\left(1 + \frac{1}{4}\left(\frac{\Omega_R}{\omega_- - \omega_X}\right)^2\right)^{-2}$$

This finally yields the time-evolution of $|\psi(t)\rangle$ in the uncoupled photon-exciton basis, $\begin{pmatrix} c(t) \\ x(t) \end{pmatrix} = P^{-1} \begin{pmatrix} u(t) \\ l(t) \end{pmatrix}$. One possible solution is $u(t) = 1/\sqrt{2}e^{-i\omega_- t}$, $l(t) = 1/\sqrt{2}e^{-i\omega_+ t}$, yielding:

$$c(t) \propto \chi e^{-i\omega_- t} + \varsigma e^{-i\omega_+ t}$$

$$x(t) \propto \varsigma e^{-i\omega_+ t} - \chi e^{-i\omega_- t}$$

The coefficients defined by Eq. 1.49 can be used to calculate the probability of having a photon or an exciton at a given time $t$. Taking the simple case $\omega_C = \omega_X = \omega$, we have $\chi = -\varsigma = \sqrt{2}$ and $\omega_\pm = \omega \pm \Omega_R/2$. Eq. 1.49 yields:

$$|c(t)|^2 = \frac{1}{2}(1 + \cos(\Omega_R t))$$

Equation 1.50 tells us that such a polariton state is seen as a chain process where the exciton annihilates, emitting a photon with the same energy $E$ and momentum $k$, which is later reabsorbed by the medium, creating a new exciton with the same $(E, k)$. This processes is repeated with a frequency $2\Omega_R$, very similarly to two classically coupled oscillators — see Fig. 1.12b, until the excitation finds its way out of the cavity (resulting in the annihilation of the polariton), or the exciton is scattered.

Other two possible solutions would be the polaritonic eigenmodes, taking $u(t) = 0$ or $l(t) = 0$. The first corresponds to an in-phase harmonic oscillation of the photonic and exciton fields, whereas with a $\pi$-relative phase in the second, again in close analogy with the classical coupled oscillators picture.

The dispersion of each polariton mode can be calculated from Eq. 1.46 or 1.37 by taking the momentum dependence of excitonic and photonic modes. Since the exciton mass is much heavier than the photonic one, we assume the excitonic dispersion to be flat and the photonic one to be parabolic. This yield the polariton dispersion for each Hamiltonian eigenvalue, known by the upper polariton branch (UPB) and the lower polariton branch (LPB) - see Fig. 1.14.
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Figure 1.14: (a) Computed dispersions of the upper $\omega_+$ (UPB) and lower $\omega_-$ (LPB) polariton branches as a function of in plane wavevector (red lines) along with the uncoupled cavity $\omega_C$ and exciton $\omega_X$ modes (dashed lines) for negative detuning, showing the Rabi splitting $\Omega_R$ where the two bare dispersions cross. (b) Corresponding exciton ($|\chi|^2$) and photon ($|\varsigma|^2$) fractions of the lower polariton.

The first measurement of a Rabi splitting of the normal modes of a semiconductor microcavity have been done 20 years ago [5], where the two exciton/photon reflectivity dip of a five-quantum-well microcavity was shown to anticross when they came into resonance (Fig. 1.15a). Two years later the time dynamics of the same sample was studied [47]. When excited by a coherent optical pulse whose spectral bandwidth exceeds the normal-mode splitting, the initial state of the system is the linear superposition of normal modes corresponding to the photon or cavity mode, and its time-dynamics clearly showed damped Rabi oscillations (Fig. 1.15b).

Figure 1.15: (a) Reflectivity peak positions as a function of photon-exciton detuning for a five-quantum-well microcavity sample at $T = 5 K$ from Ref. [5]. (b) Time-resolved emission intensity from a microcavity with photonic and excitonic modes close to resonance, excited with a pulsed laser. In the inset, the dotted line shows the incident pump spectrum, and the solid line the reflected pump spectrum. The two dips in the selected pump spectrum correspond to the normal modes of the system resonance, from Ref. [47]. (c) Evolution of the normalized excited-state population of sodium Rydberg atoms inside a millimeter-wave cavity as a function of time (solid line: experiment; dotted line: theoretical calculation), from Ref. [48]}

The interaction between a photon and an exciton in a semiconductor provides the solid-state analogous of photon-atom interaction in cavity QED. In fact, when an ideal two-level absorber (atom or exciton) is resonantly coupled to a single mode of the electromagnetic field, the field induces a periodic excitation and deexcitation of the atomic
excited state given by the Rabi frequency $\Omega_R = e\langle r \rangle E/h$, where $\langle r \rangle$ is the transition dipole moment and $E$ the electric field. Such Rabi dynamics has been measured 30 years ago with sodium Rydberg atoms prepared in a millimetre-wave Fabry-Perot resonator \cite{48} — see Fig. 1.15. This Rabi flopping is manifested in the normal-mode spectrum as a splitting (or anticrossing) of the uncoupled atom and field modes \cite{49,50}. Analogous phenomena have been more recently observed between a single photon and a superconducting qubit using circuit quantum electrodynamics, where a superconducting two level system, playing the role of an artificial atom, is coupled to an on-chip cavity consisting of a superconducting transmission line resonator \cite{51}.
Chapter 2

Quantum liquids

Quantum liquids are many-particle systems in which not only the effects of quantum mechanics but also those of quantum statistics — specifically, indistinguishability of elementary particles — are important.

Any elementary particle can be classified according to its intrinsic angular momentum: bosons have integer spin whereas fermions have a half-integer one. According to the spin-statistics theorem, the total wave function of any many-particle system must be even under an interchange of coordinates of any two bosons, and odd under interchange of any two fermions. This theorem implies that the distribution of particles in thermal equilibrium is given by:

\[ n_i = \frac{1}{e^{\frac{\epsilon_i - \mu_c}{k_B T}} \pm 1} \]  

(2.1)

where \( \mu_c \) is the chemical potential, \( T \) the temperature, \( k_B \) the Boltzmann constant and the \( \pm \) sign now refers to fermions or bosons, respectively. The distribution given by Eq. 2.1 with the plus sign is known as the Fermi-Dirac distribution, whereas with the minus it corresponds to the Bose-Einstein distribution.

Quantum effects start to be important when the thermal energy \( k_B T \) falls below a typical single-particle excitation energy. A rough estimation for this energy may be obtained by imagining each particle of mass \( m \) to move in a 3D cage of side \( a \sim (N/V)^{-1/3} \) (\( N/V \) = particle density) formed by its neighbours; the typical single-particle excitation energy is then of order of the first energy state of a infinite potential well \( \sim \hbar^2 / ma^2 \), so the criterion for quantum effects to be relevant is

\[ T_c \sim \frac{\hbar^2 (N/V)^{2/3}}{mk_B} \]  

(2.2)

Thus, a quantum liquid is a many-particle system in which (i) the temperature is less than or of the order of \( T_c \), defined by Eq. 2.2, and (ii) the particles can change places relatively easily. The most studied quantum liquids are the bosonic systems, such as liquid \(^4\)He and Bose alkali gases, which undergo the phenomenon of Bose-Einstein condensation, and the fermionic systems, such as liquid \(^3\)He and electrons in some metals, which display the related phenomenon of Cooper pairing. Another examples are neutrons in neutron stars and possibly more exotic forms of matter such as quark stars.
2.1 Bose-Einstein condensation

2.1.1 The ideal Bose gas

The chemical potential is the energy cost of adding a particle to a gas, and increases with the total number of particles. For a noninteracting gas of bosons described by the Bose-Einstein distribution, Eq. 2.1, the chemical potential \( \mu_c \) has to be smaller than the lowest energy \( \varepsilon_0 \) in order that the occupation number \( n_i \) is always positive.

Let us write the total number of particles as

\[
N = N_0 + N_T
\]

(2.3)

where \( N_0 \) is the number of particles in the ground state and

\[
N_T = \sum_{i \neq 0} n_i
\]

(2.4)

is the number of particles out of the condensate, also called the thermal component of the gas.

When the chemical potential \( \mu_c \) approaches \( \varepsilon_0 \) from below, the ground-state occupation number

\[
n_0 = \frac{1}{e^{\frac{\varepsilon_0 - \mu_c}{k_BT}} - 1}
\]

(2.5)

of the lowest energy state becomes increasingly large. This is actually the mechanism at the origin of Bose-Einstein condensation and it was used as a footprint for its first observation in 1995 [7], where a macroscopic occupation of a zero-momentum state was shown.

The value of \( n_i \) is proportional to the density of states, which for a three dimensional gas of free particles with a parabolic dispersion \( \varepsilon = \varepsilon_0 + \frac{\hbar^2 k^2}{2m} \) is given by \( g(\varepsilon) = \frac{m^{3/2}}{\sqrt{2\pi^3}} \varepsilon^{1/2} \). When \( \mu_c \to \varepsilon_0 \), the density of particles out of the condensate is given by:

\[
\frac{N_T^{\mu_c \to \varepsilon_0}}{V} = \int_{\varepsilon_0}^{\infty} \frac{m^{3/2}}{\sqrt{2\pi^3}} \varepsilon^{1/2} \frac{1}{e^{\frac{\varepsilon - \varepsilon_0}{k_BT}} - 1} \, d\varepsilon = \frac{2.612}{\lambda_T^3}
\]

(2.6)

where

\[
\lambda_T = \sqrt{\frac{2\pi\hbar^2}{mk_BT}}
\]

(2.7)

is the de Broglie wavelength, which reflects the average quantum size of the particles conforming the gas at temperature \( T \), and \( V \) is the volume of the gas. For a fixed value of \( T \), the function \( N_T \) has a smooth behaviour as a function of \( \mu_c \) and reaches its maximum, critical value, \( N_c = N_T^{\mu_c \to \varepsilon_0} \) at \( \mu_c = \varepsilon_0 \) (see Fig. 2.1). The behaviour of \( N_0 \) is very different: it diverges when \( \mu_c \) is close to \( \varepsilon_0 \). If the total number of particles exceeds \( N_c \) then the additional particles, \( N - N_c \), will populate the ground state. In other words, above \( N_c \) if we add a new particle in such a way that this particle does not change the temperature of the system, this particle will occupy the ground state. In this way, the ground state can achieve macroscopic occupations (in free space, this is the zero-momentum state), and Bose-Einstein condensation takes place [54].
2.1. **BOSE-EINSTEIN CONDENSATION**

![Diagram of Bose-Einstein condensation](image)

Figure 2.1: Ideal gas model. Number of particles out of the condensate ($N_T$, solid line) and in the condensate ($N_0$, dashed line) as a function of the chemical potential, for a fixed value of $T$. The system ground state energy is given by $\varepsilon_0$ and the maximum non-condensed number of particles is represented by $N_c$ when $\mu = \varepsilon_0$. Adapted from [55].

Equivalently, at a finite $T$, when the number of particles increases and the chemical potential $\mu_c$ approaches the ground state $\varepsilon_0$ from lower values, the number of particles in all the excited states saturates asymptotically and the ground state occupation diverges (Fig. 2.2). In this way, the ground state can achieve macroscopic occupations, and Bose-Einstein condensation takes place.

![Diagram of Bose-Einstein occupation distribution](image)

Figure 2.2: Bose-Einstein occupation distribution (Eq. 2.1) for increasing values of chemical potential (which is equivalent to higher particle densities).

Equation 2.6 means that in order for a Bose gas to condensate in a BEC, the average distance between particles must be on the order of their quantum size (note that Eq. 2.6 defines a critical temperature $T_c$ of the same order as the one defined by Eq. 2.2). Due to the heavy mass of the atomic bosons employed in BEC studies, Eq. 2.6 implies working at sub-$\mu$K temperatures. On the other hand, polaritons have a very small effective mass, due to its photonic component, of the order of $10^9$ times smaller than that of atoms, and so the transition to a BEC phase can take place at much higher temperatures - see Table 2.1.
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<table>
<thead>
<tr>
<th>atomic gases</th>
<th>excitons</th>
<th>polaritons</th>
</tr>
</thead>
<tbody>
<tr>
<td>mass $m^* / m_e$</td>
<td>$10^4$</td>
<td>$10^{-1}$</td>
</tr>
<tr>
<td>Bohr radius</td>
<td>$10^{-1} \text{Å}$</td>
<td>$10^2 \text{Å}$</td>
</tr>
<tr>
<td>$\lambda_T$ at $T_c$</td>
<td>$10^3 \text{Å}$</td>
<td>$1 \mu \text{m}$</td>
</tr>
<tr>
<td>$T_c$</td>
<td>$&lt; 1 \mu \text{K}$</td>
<td>$0.1 \text{K}$</td>
</tr>
</tbody>
</table>

Table 2.1: Comparison between different parameters in bosonic species. $m_e$ indicates the free electron mass.

The most common example of a noninteracting boson is the photon, however black-body radiation (radiation in thermal equilibrium with the cavity walls) does not show a BEC phase transition, since at low temperatures photons disappear in the cavity walls instead of occupying the cavity ground state. Very recently, number-conserving thermalization was experimentally observed \[56\] for a two-dimensional photon gas in a dye-filled optical microcavity, which acts as a white-wall box. In this system, photons can Bose-Einstein condense \[57\].

2.1.2 Weakly-interacting Bose gas and the Bogoliubov approximation

The ideal Bose gas considered in the previous chapter does not take into account interactions between particles, which do affect the properties of the gas and are expected to play a role even for dilute species. Interactions are particularly important in this thesis since polaritons strongly scatter via the dipole moment of its excitonic part.

Let us deal with a weakly interacting 3D Bose gas, where the scattering length $a$ is much smaller than the average distance between particles $a \ll (N/V)^{-1/3}$. This allows one to consider only configurations involving pairs of interacting particles, while configurations with three or more particles interacting simultaneously can be safely neglected. A similar phenomenon to Bose-Einstein condensation occurs, in thermal equilibrium, in a system of interacting bosons, provided that the interaction is overall positive (repulsive). We shall always consider gases at temperatures smaller than the critical temperature for Bose-Einstein condensation (Eq. 2.2). This implies that the relevant values of momenta always satisfy the inequality $p a \ll \hbar$.

Under such conditions, the Hamiltonian of a weakly-interacting Bose gas can be written in the second quantization picture as \[55\]:

$$
\mathcal{H} = \sum_p \frac{p^2}{2m} \hat{a}^\dagger_p \hat{a}_p + \frac{V_0}{2V} \sum_{p_1,p_2,q} \hat{a}^\dagger_{p_1+q} \hat{a}^\dagger_{p_2-q} \hat{a}_{p_1} \hat{a}_{p_2},
$$

where $\hat{a}_p$ (\(\hat{a}_p^\dagger\)) is the operator annihilating (creating) a particle in the single-particle state with momentum $p$ and $V_0$ is an macroscopic approximation to the microscopic two body potential.

In the so called Bogoliubov approximation \[59\], the single particle annihilation operator is replaced by a number, $a \equiv \sqrt{N_0}$, which is valid for the effective smooth interparticle

\[^1\]To circumvent criticisms about the similarities with a dye-laser, a new method to generate photon BECs has been proposed recently \[58\].
potential \( V_0 \) \[^{[55]}\]. For a Bose gas at \( T = 0 \), the occupation of states with \( \mathbf{p} \neq 0 \) is small, \( N \sim N_0 \), and \( V_0 \) depends only on the scattering length \( a \) in the Born approximation

\[
V_0 = 4\pi\hbar^2 a/m = g,
\]

where \( g \) is called the interaction coupling constant. The ground state energy, Eq. \(^2.8\), takes the form

\[
E_0 = \frac{N^2 g}{2V}
\]

Contrary to the ideal case, the pressure of a weakly-interacting Bose gas does not vanish at zero temperature:

\[
P = -\frac{\partial E_0}{\partial V} = \frac{g(N/V)^2}{2},
\]

Accordingly, the compressibility is also finite:

\[
\frac{\partial (N/V)}{\partial P} = \frac{V}{gN}
\]

and tends to infinity when \( g \to 0 \). Using the hydrodynamic relation \( \frac{1}{mc^2} = \frac{\partial (N/V)}{\partial P} \) for the compressibility one obtains the sound speed:

\[
c_s = \sqrt{\frac{gN}{mV}}
\]

The condition of thermodynamic stability implies that the quantity compressibility must be positive, \( i.e. \ a > 0 \) from Eqs. \(^2.9\), \(^2.12\). Then a dilute uniform Bose-Einstein condensed gas can exist only if the scattering length is positive.

The chemical potential is given by

\[
\mu_c = \frac{\partial E_0}{\partial N} = \frac{gN}{V} = mc_s^2
\]

The momentum dependence (dispersion) of the weakly-interacting Bose gas can be calculated by considering the \( \mathbf{p} \neq 0 \) terms in the Hamiltonian \(^2.8\). However now the lowest-order Born approximation for the two-body potential \( V_0 \) no longer holds. Using higher-order perturbation theory one finds the result \[^{[60]}\]

\[
V_0 = g \left( 1 + \frac{g}{V} \sum_{\mathbf{p} \neq 0} \frac{m}{p^2} \right)
\]

where \( g \) is related to the scattering length by Eq. \(^2.9\). Equation \(^2.15\) renormalizes the relationship between the effective potential and the physical coupling constant \( g \). The Hamiltonian \(^2.8\) becomes quadratic in the operators \( \hat{a}_\mathbf{p} \) and \( \hat{a}_\mathbf{p}^\dagger \) and can be diagonalized to \[^{[55]}\]

\[
\mathcal{H} = E_0 + \sum_{\mathbf{p}} \epsilon(p) \hat{b}_\mathbf{p}^\dagger \hat{b}_\mathbf{p}.
\]
where
\[ E_0 = \frac{g^2 N^2}{2V} \left[ 1 + \frac{128}{15\sqrt{\pi}} \sqrt{\frac{N a^3}{V}} \right] \] (2.17)

is the ground state energy calculated to the higher-order of approximation \[61,62\],

\[ \epsilon(p) = \sqrt{\frac{gN}{mV} p^2 + \left( \frac{p^2}{2m} \right)^2} \] (2.18)

is the so called Bogoliubov dispersion law for the elementary excitations of the system, and the new quasiparticle operators \( \hat{b}_p \) and \( \hat{b}^\dagger_p \) are related to the to the single particle operator through the Bogoliubov transformation

\[ \hat{a}_p = u_p \hat{b}_p + v_{-p} \hat{b}^\dagger_{-p}, \] (2.19a)

\[ \hat{a}^\dagger_p = u_p^* \hat{b}^\dagger_p + v_{-p} \hat{b}_{-p}, \] (2.19b)

where the coefficients \( u_p \) and \( v_{-p} \) are given by:

\[ u_p, v_{-p} = \pm \sqrt{\frac{p^2/2m + gN/V}{2\epsilon(p)}} \pm \frac{1}{2} \] (2.20)

Equations 2.16 and 2.18 mean that the original system of interacting particles can be described in terms of a Hamiltonian of non-interacting quasi-particles having energy \( \epsilon(p) \) and whose annihilation and creation operators are given, respectively, by \( \hat{b}_p \) and \( \hat{b}^\dagger_p \). The ground state of the interacting system then corresponds to the vacuum of quasi-particles.

For small momenta \( p \ll mc_s \) the dispersion law of quasi-particles takes the phonon-like form, \( \epsilon(p) \approx c_s p \), where \( c_s \) is the sound velocity defined in Eq. 2.13 — see Fig. 2.3. The Bogoliubov theory then predicts that the long wavelength excitations of an interacting Bose gas are sound waves. These excitations can also be regarded as the Goldstone modes associated with breaking of a gauge symmetry caused by Bose-Einstein condensation. In the opposite limit \( p \gg mc_s \) the dispersion law approaches the free particle law, \( \epsilon(p) \approx \frac{p^2}{2m} + \frac{gN}{V} \) (see Fig. 2.3).

The transition between the phonon and particle regimes takes place when \( p^2/2m \sim gN/V \), i.e. for \( p \sim \sqrt{2mc_s} \). This allows to define the characteristic interaction length (also called the healing length) by making \( p = \hbar/\xi \) (see Fig. 2.3):

\[ \xi = \sqrt{\frac{\hbar^2 V}{2mgN}} = \frac{1}{\sqrt{2}} \frac{\hbar}{\sqrt{2mc_s}} \] (2.21)
2.2 Superfluidity

2.2. SUPERFLUIDITY

The first observation of superfluidity was made simultaneously by Pyotr Kapitsa in Moscow \[64\] and John F. Allen in Cambridge \[65\] in 1938, using liquid $^4$He. They measured the resistance to the flow of liquid helium clamped in narrow channels and subjected to a pressure drop. It was found that while the so-called He-I phase, \(i.e.,\) helium above 2.17 K, the lambda temperature, showed a behaviour that could be described in terms of conventional viscosity, whereas below the lambda point (in the so-called He-II phase) the liquid flowed so easily that if the concept of viscosity was applicable at all, it would have to be at least a factor of 1500 smaller than in the He-I phase.

The phenomenon of superfluidity is responsible of a number of fascinating effects that happen in liquid helium inside chambers. Figure 2.4a shows liquid $^4$He in a dewar (thermal-insulating) bottle under atmospheric pressure. Normal evaporation (seen as many tiny bubbles) keeps the liquid at its boiling temperature 4.2 K. By connecting the container to a vacuum pump its pressure is decreased, as well as the liquid temperature through evaporation. As the temperature approaches the lambda temperature 2.17 K, boiling is increased becoming much more visible (Fig. 2.4b). In the superfluid state, below 2.17 K, the thermal conductivity is extremely large. This causes heat in the body of the liquid to be transferred to the surface so quickly, that vaporisation/boiling takes place only at the free surface of the liquid, hence no gas bubbles in the body of the liquid are formed (Fig. 2.4b).
Many ordinary liquids creep up solid walls, driven by their surface tension. Liquid helium also has this property, but, in the case of He-II, the flow of the liquid in the layer is not restricted by its viscosity but by a critical velocity which is about 20 cm/s. This is a fairly high velocity so superfluid helium can flow relatively easy up the wall of containers as a thin film, over the top, and down on the outside to form visible droplets as seen in Fig. 2.5.

Superfluids can flow through narrow capillaries or slits without dissipating energy, their shear viscosity being equal to zero. Figure 2.5 shows a curious demonstration of what is called the fountain effect, photographed by Allen in the 1970’s. A vessel with a capillary on the top is placed half-inside superfluid helium. The vessel’s bottom is open to the liquid through a very fine powder which blocks the flow of the fluid normal component but allows flowing of the superfluid component in such a way that the vessel gets filled with superfluid helium up to the height of the surrounding liquid. By heating up the liquid inside the vessel, the flow through the powder gets unidirectional towards the vessel from outside and so its volume increases eventually squirting out like a fountain.

The fact that superfluidity appear below a critical temperature and that the $^4\text{He}$ atom is composed of an even number of elementary particles (2 protons, 2 neutrons, and 2 electrons), and so the system should obey Bose statistics, have motivated the quest for
an explanation to superfluidity phenomena based on Bose-Einstein condensation. Next section develops these ideas in a quantitative way.

2.2.1 Landau’s criterion of superfluidity

To understand under which conditions a moving fluid can give rise to dissipation, let us follow the ideas of Landau [68, 69]. A moving fluid produces dissipation of energy, with consequent heating and decrease of the kinetic energy, through the creation of elementary excitations. If the excitation spectrum of given fluid is known on its reference frame, the same will be known under movement after Galilean transformations. Let us first consider a uniform fluid at zero temperature flowing along a capillary at constant velocity \(v\). In the fluid reference system, if a single excitation with momentum \(p\) appears then the total energy is \(E_0 + \epsilon(p)\), where \(E_0\) and \(\epsilon(p)\) are, respectively, the energy of the ground state and of the excitation. In the reference system where the capillary is at rest (this reference moves with velocity \(-v\) relative to the fluid) the energy \(E'\) and momentum \(P'\) are given, using Galilean transformations, by:

\[
E' = E_0 + \epsilon(p) + p \cdot v + \frac{1}{2} Mv^2
\]

\[
P' = p + Mv
\]

where \(M\) is the mass of the fluid.

Equations 2.22 show that the quantities \(\epsilon(p) + p \cdot v\) and \(p\) are, respectively, the change in energy and in momentum in the frame where the capillary due to the appearance of the excitation. The process of spontaneous creation of excitations can take place only if the excitation energy is negative:

\[
\epsilon(p) + p \cdot v < 0 \Rightarrow v > \frac{\epsilon(p)}{p}
\]

In this case the flow of the fluid is unstable and its kinetic energy will be transformed into heat. If instead

\[
v < v_c = \min_{p} \frac{\epsilon(p)}{p},
\]

then the condition 2.23 is never satisfied and no excitation will spontaneously grow in the fluid. Condition 2.24 is the so called Landau’s criterion for superfluidity. It ensures that if the relative velocity between the fluid and the capillary is smaller than the critical value \(v_c\) then there will be a persistent flow without friction.

By looking at the Bogoliubov excitation spectrum (Eq. 2.18 and Fig. 2.3), one easily concludes that the weakly-interacting Bose gas fulfils the Landau criterion for superfluidity and that the critical velocity is given by the velocity of sound \(c_s\) (Eq. 2.13). Superfluidity is then strongly related to the phenomenon of Bose-Einstein condensation. However according to the Landau criterion the ideal Bose gas is instead not superfluid since the value of \(v_c\) is equal to zero.

2.2.2 Bogoliubov-Čerenkov radiation

The meaning of superfluidity in a BEC can be better understood by considering the density perturbation induced in the condensed gas flowing against a localized obstacle at rest.
Figure 2.6 (left column) show the Bogoliubov dispersion spectra of a moving fluid, Eq. 2.22, for increasing flow speeds (marked as red crosses). The main effect of the flow consists of the additional term \( \mathbf{p} \cdot \mathbf{v} \), which tilts the dispersion and adds \( \mathbf{v} \) to the propagation group velocity of all the Bogoliubov excitations.

Considering that the fluid is scattered elastically by the time-independent defect potential, the excited modes are the Bogoliubov ones whose energy is \( \epsilon(\mathbf{p}) = 0 \), shown in the centre column of Fig. 2.6. Modulo a Galilean transformation, this condition corresponds to the usual Čerenkov resonance condition [70]. Depending on whether the flow speed is slower or faster than the speed of sound in the BEC, two regimes can be identified. In the subsonic regime \( v < c_s \), no solution \( \epsilon(\mathbf{p}) = 0 \) exists for \( \mathbf{p} \neq \mathbf{v}/m \) (Figs. 2.6a,b), which physically means that no Bogoliubov mode can be resonantly excited by the defect (Fig. 2.6c). The BEC is superfluid and can flow around the defect without suffering any dissipation, in agreement with the Landau criterion of superfluidity.

On the other hand, in the supersonic regime, \( v > c_s \) (Figs. 2.6d,g,j), the set of \( \mathbf{p} \) vectors satisfying \( \epsilon(\mathbf{p}) = 0 \) is not empty, but rather corresponds to the closed curves shown in Figs. 2.6h,k. Some of the kinetic energy associated to the flow is therefore dissipated as radiation of Bogoliubov modes. In real space (Figs. 2.6i,l), the perturbation radially propagates from the defect with a velocity given by the group velocity of the mode \( \mathbf{v}_g = \nabla \epsilon(\mathbf{p}) \). For each mode \( \mathbf{p} \), the direction of \( \mathbf{v}_g \) corresponds to the outward normal to the curve \( \epsilon(\mathbf{p}) = 0 \). Close to the singular point at \( \mathbf{p} = \mathbf{v}/m \), the curve given by \( \epsilon(\mathbf{p}) = 0 \) consists of two straight lines separated by an angle \( 2\phi \), defined by the usual Čerenkov condition \( \cos\phi = c_s/v \) (Figs. 2.6e,h,k).

The plots in the right column of Fig. 2.6 show the BEC spatial profiles around the defect at \( \mathbf{r} = 0 \). The strongest density perturbation lies on the Mach cone of aperture \( \theta \) such that \( \sin\theta = c_s/v \), and directed in the downstream direction, corresponding to a Čerenkov emission of phonons by the defect; since the flow velocity is larger than the sound velocity, the density perturbation is dragged away from the defect. At the rightmost points of the curves given by \( \epsilon(\mathbf{p}) = 0 \), the perturbation propagates in the upstream direction with respect to the BEC flow and gives an oscillating density modulation (see Figs. 2.6i,l), which is a direct consequence of matter-wave interference between the incident BEC and the scattered particle–like Bogoliubov excitation–wave off the obstacle.

These findings are in agreement with experiments performed in JILA [72] by letting a BEC expand at supersonic speed, \( v > c_s \) against a localized optical Gaussian potential of a far-blue-detuned laser beam. The observed density profile, Fig. 2.7, of the BEC flowing from the right to the left, is strongly reduced in a conical shadow region, separated from the unperturbed condensate region by a conical wave front starting at the defect and followed by a fan-shaped series of precursors which extends far in the upstream direction.
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Figure 2.6: (left column) Dispersion of Bogoliubov modes. (center column) Momentum of resonantly excited ($\epsilon(p) = 0$) Bogoliubov modes. Red crosses mark the BEC flow momentum, $v/m$. (right column) Spatial density profiles. The flow velocities are $v/c_s = 0, 1.1, 1.5$ and $3$ in each row, respectively. Adapted from [71]
2.3 Long-range order

Given a field $\psi(r,t)$, the density matrix (also called correlation function), $\rho = |\psi\rangle\langle\psi|$, in space-time representation is given by:

$$\rho(r, r', t, t') = \langle r, t | \rho | r', t' \rangle = \langle r, t | \psi \rangle \langle \psi | r', t' \rangle = \langle \psi(r, t) \psi^*(r', t') \rangle,$$  

(2.25)

where the last $\langle \rangle$ denotes statistical average — see Section 4.3. It is clear that $\rho(r, r, t, t) = n(r, t)$ is a real number (since $\rho$ is an Hermitean operator, $\rho^\dagger = \rho$) that represents the number of particles in position $r$ at a time $t$.

The field can also be represented in energy-momentum space after Fourier transform, $\tilde{\psi}(k, \omega) = \int dr dt \psi(r, t) e^{i(kr - \omega t)}$. The Wiener-Khinchin identity [73–75] states that the energy and momentum distribution $|\tilde{\psi}(k, \omega)|^2$ of such a field can be calculated from its density matrix through a simple Fourier transform:

$$|\tilde{\psi}(k, \omega)|^2 = \int \! drdr' dt dt' \rho(r, r', t, t') e^{i[k(r-r')-\omega(t-t')]}.$$  

(2.26)

As discussed in Section 2.1, Bose-Einstein condensation appears when the main population occupies a single energy–momentum state. Using Fourier transform properties and the Wiener-Khinchin identity 2.26, a narrow momentum distribution $|\tilde{\psi}(k, \omega)|^2$ implies a broad correlation $\rho(r - r')$ and so the off-diagonal terms of the density matrix $\rho(r, r')$ are different from zero. More specifically, if the $|\tilde{\psi}(k, \omega)|^2$ distribution is concentrated on the $k = 0$ value, $\rho(r - r')$ tends to a plateau value different from zero as $|r - r'| \to \infty$. This corresponds to the existence of off-diagonal long-range order (ODLRO) and was proposed by Penrose and Onsager in 1956 [6] as a general definition of a BEC. This is equivalent to say that $N_0$, the largest eigenvalue of $\rho$, is of the order of the total number of particles in the quantum fluid.
The density matrix of a macroscopic quantum system can be then decomposed into its ground state part and the excited states part,

\[
\rho(r, r') = \langle \psi_0(r) \psi_0^*(r') \rangle + \langle \psi_{\text{exc}}(r) \psi_{\text{exc}}^*(r') \rangle \tag{2.27}
\]

The second term in the right hand side of Eq. 2.27 goes to zero when \(|r - r'|| \rightarrow \infty\), while the first term has a finite and constant value due to the well defined phase of the macroscopically occupied ground state \([76]\).

Figure 2.8 shows the measured spatial dependence of the normalized correlation function \(\rho(\Delta r)/\rho(r)\) for \(^{87}\)Rb atoms trapped and cooled by a magneto-optical trap, from Ref. \([77]\). The correlation values are extracted from the visibility of interferences between distant points of the gas. The thermal non-condensed fraction of the gas is responsible for a Gaussian decay of the correlation, with a spatial scale given by the de Broglie wavelength, Eq. 2.7. Above the critical temperature for condensation, such a decay goes down to zero for large distances, differently from the non-zero plateau observed for temperatures below condensation threshold — see Fig. 2.8. Such a plateau has the value of the fraction of atoms occupying the zero-momentum state, \(N_0/N\) also called condensed fraction \([55]\).

Figure 2.8: Normalized spatial correlation function \(\rho(\Delta r)/\rho(r)\) of a \(^{87}\)Rb trapped Bose gas, for temperatures above and below the critical temperature \(T_c = 430\, nK\). The white circles show the measurements for thermal gases at \(450\, nK\). The grey data points (\(310\, nK\)) and the black data points (\(250\, nK\)) are the results obtained for temperatures below \(T_c\), where the visibility decays to a nonzero value due to the long-range phase coherence of the condensate fraction. The data sets are plotted with a gaussian function and an offset. Adapted from \([77]\).

### 2.3.1 Condensation in low dimensions

Conventional long-range order, as in a ferromagnet or a crystal, is common in three-dimensional systems at low temperature. However, in two-dimensional systems with a continuous symmetry, true long-range order is destroyed by thermal fluctuations at any finite temperature \([78]\). Consequently, for the case of identical bosons, a uniform two-dimensional fluid cannot undergo Bose-Einstein condensation, in contrast to the three-dimensional case.
In fact, if one tries to calculate the critical density for condensation to take place, by performing an integral similar to Eq. \(2.6\) but using instead a 2D density of states, the result diverges at non-zero temperature. Thus, the non-interacting Bose gas cannot condense in an infinite 2D system. The same statement turns out to be also true when interactions are taken into account. A rigorous proof of the absence of BEC in two dimensions has been given by Hohenberg and co-workers \[79\].

However, the two-dimensional system can form a quasi-condensate and become superfluid below a finite critical temperature. The Berezinskii-Kosterlitz-Thouless (BKT) theory \[80, 81\] associates this phase transition with the emergence of a topological order, resulting from the pairing of vortices with opposite circulation. At the transition temperature \(T = T_{BKT}\), the spatial correlation function decays according to a power-law with a value of the decay exponent equal to \(1/4\) \[55,82\]. Above the critical temperature, proliferation of unbound vortices is expected and the quasi-long-range order is lost.

### 2.4 Rotation of quantum fluids

To construct a quantitative theory of the flow properties of He-II, Landau postulated that it consisted of two components: the superfluid component, which he identified, in an intuitive way, with the part of the liquid that remained in its ground state, and a normal component, which corresponded to the thermal cloud. The superfluid component was conceived as carrying zero entropy and flowing irrotationally; by contrast, the normal component behaved like any other viscous liquid.

The presence of a large number of atoms in the ground state (Bose-Einstein condensate) allows the introduction of a classical function \(\psi_0(r,t)\) to describe the order parameter. In the mean field approximation, assuming that \(\psi_0\) varies slowly on distances of the order of the range of the interatomic forces, one can introduce interactions to the Schrödinger Hamiltonian by means of the density-dependent chemical potential defined in Eq. \(2.14\):

\[
i\hbar \partial_t \psi_0(r,t) = \left(-\frac{\hbar^2 \nabla^2}{2m} + V_{\text{ext}} + g|\psi_0(r,t)|^2\right) \psi_0(r,t)
\]

\((2.28)\)

where \(g\) is the interaction coupling constant defined by Eq. \(2.9\).

Equation \(2.28\) was derived independently by Gross and Pitaevskii in 1961 \[83,84\] and is the main theoretical tool for investigating non–uniform dilute Bose gases at low temperatures. An important peculiarity is the nonlinearity arising from the interaction among particles, which introduces an important analogy between Bose-Einstein condensation and nonlinear optics.

Equation \(2.28\) implies the continuity equation,

\[
\partial_t |\psi_0|^2 + \nabla \cdot \mathbf{j} = 0,
\]

\((2.29)\)

where the current density \(\mathbf{j}\) is given by

\[
\mathbf{j}(r, t) = -i\frac{\hbar}{2m}(\psi_0^* \nabla \psi_0 - \psi_0 \nabla \psi_0^*) = \frac{\hbar}{m} \nabla |\psi_0|^2 \phi
\]

\((2.30)\)
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Here \( \phi \) is the phase of the order parameter, \( \psi_0(r, t) = |\psi_0| e^{i\phi(r, t)} \). Equation 2.30 shows that the vector

\[
v_s(r, t) = \frac{\hbar}{m} \nabla \phi(r, t)
\]  

(2.31)

is the velocity of the condensate flow, which turns out to be irrotational \((\nabla \times v_s = 0)\), a typical characteristic of superfluids. For a simply connected region of space in which \( |\psi_0(r, t)| \) is everywhere nonzero, the application of Stokes theorem to the curl of Eq. 2.31 leads to the conclusion that the integral of \( v_s \) around any closed curve is zero.

### 2.4.1 Quantized vortices

The Gross-Pitaevskii equation 2.28 also admits non-trivial solutions with a core region where the density goes to zero. Such a solution is no longer imposed by the Stokes’ theorem to have a vanishing integral of the velocity around a circuit that encloses the core. The fact that the phase \( \phi(r) \) must be single-valued, modulo \( 2\pi \), leads to the Onsager-Feynman quantization condition

\[
\oint v_s dl = M\hbar/m
\]  

(2.32)

The parameter \( M \) is an integer in order to ensure that the wave function is single valued.

Such vortex solutions are written in cylindrical coordinates as

\[
\psi_0(r) = e^{iM\varphi} |\psi_0(r)|,
\]  

(2.33)

with \( \varphi \) the azimuthal angle and \( r \) the radius. The size of the zero-density core in \( |\psi_0(r)| \) is of the order of the healing length, Eq. 2.21 [55]. Equation 2.33 is an eigenstate of the third component of the angular momentum \( l_z \) with \( l_z = M\hbar \), so that the vortex carries a total angular momentum equal to \( L_z = N_0 M\hbar \). This wave function represents a gas rotating around the \( z \)-axis with tangential velocity \( v_s = \frac{M\hbar}{mr} \), completely different from the rigid rotational field, which is also tangential, but whose modulus increases with \( r \).

Result 2.32 is independent of the radius of the contour. This is a consequence of the fact that the vorticity \( \varpi \) of the velocity field is concentrated on the \( z \)-axis according to the law

\[
\varpi = \nabla \times v_s = \frac{M\hbar}{m} \delta^{(2)}(r) \hat{z}
\]  

(2.34)

where \( \delta^{(2)}(r) \) is the 2D Dirac delta function and \( r \) is the radial position vector perpendicular to \( \hat{z} \). Results 2.33 and 2.34 show that the irrotationality criterion, associated with the occurrence of Bose-Einstein condensation, is satisfied everywhere except on the line of the vortex. This equations establishes the irrotationality of the superfluid motion, the phase of the order parameter playing the role of a velocity potential.

\(^2\)For the sake of simplicity, and making an abuse of language, we shall call in the rest of the manuscript angular momentum to its third component.
The existence of vortices was first predicted in superfluids \cite{85,86}, and later in coherent waves \cite{87}. Nowadays, quantum vortices have been the subject of extensive research across several areas of physics and have been observed in type-II superconductors, $^4$He, ultracold atomic gases and nonlinear optics media (for a review see, e.g., \cite{88,89}).

The most interesting application of Eq. 2.32 related to the definition of superfluidity occurs when considering a liquid helium inside a rotating cylindrical container \cite{90}. Above the lambda temperature $T_\lambda$, helium behaves like any other ‘normal’ liquid and the fluid angular velocity will be the same as the container after thermal equilibrium is established. The system is then cooled down below $T_\lambda$, and by measuring the changes in the angular velocity of the vessel one can extract the corresponding changes in the angular momentum of the liquid. Below $T_\lambda$, the superfluid fraction $N_0(T)/N$ is finite and moves with velocity $v_s$. However, the angular momentum is constrained by the quantization condition $L_z = N_0 M \hbar$. In fact, a simple statistical-mechanical argument shows that the lowest free energy is obtained when $M$ takes the value closest to $L/(h N_0)$, $L$ being the fluid total angular momentum before cooling; for $L < N \hbar$ this is obviously zero. Consequently, the superfluid component no longer contributes to the circulating current and the total angular momentum is reduced by a factor $N_0/M \hbar$. In particular, for $T \to 0$ the fluid angular momentum tends to zero even though the vessel is still rotating. At larger angular momentum values $N \hbar/2 < L < N \hbar$ a vortex line is created and the superfluid contributes to the angular momentum with an amount $N_0 \hbar$, thus the apparent velocity of the liquid may exceed that of the container. This remarkable effect, which turns out to be close analog of the Meissner effect in superconductors, was originally predicted by F. London and eventually observed by Hess and Fairbank in 1967 \cite{90}; it is a manifestation of the equilibrium behavior of the system.

The direct visualization of vortices was achieved in the experiments by Packard and Sanders \cite{91}. In this experiment one injects a beam of electrons inside a rotating cylinder of liquid $^4$He. Vortex lines trap the electrons, which are then accelerated along the vortical line by an electric field and are eventually detected after escaping from the liquid. Figure 2.9 (upper graph) show the electrometer voltage output as a function of the rotating cylinder angular velocity. Clearly a rotation threshold is needed for the superfluid to start rotating and the electron signal to be detected. As the rotation is further increased, the detected signal increases by quantized jumps, which are related to the creation of extra vortices.

A similar apparatus with spatial resolution have been used to image arrays of quantized vortex lines distributed in a regular geometry, through electrons that create spots on a fluorescent screen \cite{92} — Fig. 2.9 (lower panels).

Quantized vortices in trapped Bose gases have become experimentally available by making use of a suitable rotating modulation of the trap to stir the condensate \cite{93}, in close resemblance with the rotating bucket experiment of superfluid helium. However in situ measurements cannot provide any evidence of the vortex core, whose size (typically less than one micron) is too small, which introduces the need to expand the condensate cloud in order to enlarge the vortex to become visible. Above a critical angular velocity one observes the formation of the vortex. A typical picture is shown in Fig. 2.10 where one can see that, at sufficiently high angular velocities, arrays with more vortices are also formed. It is possible to create arrays containing a very large number of vortical lines — see Ref. \cite{94} and last panels of Fig. 2.10. These arrays form a typical triangular lattice, which is similar to what happens in superconductors \cite{95}.
2.4. ROTATION OF QUANTUM FLUIDS

Figure 2.9: Quantized rotation of superfluid helium. (upper graph) Measured voltage of an electrometer that detects electrons transmitted by rotating superfluid helium through its vortex lines, as a function of the container angular velocity. The signal is proportional to the number of vortices in the system. (lower panels) Photographs of stable vortex arrays in superfluid helium for different angular velocities. Upper graph from Ref. [91]. Lower panels from Ref. [92].

Figure 2.10: Absorption images of a Bose-Einstein condensate for increasing trap angular velocity, containing up to thirteen vortices. Experiments done at the Ecole Normale Superieure in Paris. From [96].
2.4.2 Persistent currents

A different phenomenon, which at first sight is closely related to the ones in the previous section but is conceptually quite different, is obtained for a rotating superfluid when the container is brought to still-stand and by decreasing the temperature. The experiment starts with angular momentum of the liquid \( L > N\hbar/2 \), above \( T_\lambda \). Next it is cooled, still rotating, through \( T_\lambda \), with the superfluid component taking the closest available quantized value of circulation. Finally, still keeping the temperature below \( T_\lambda \), the rotation of the container is stopped. The contribution of the normal component rapidly relaxes to zero, but the superfluid contribution persists for a very long time. In other words, the system preserves the value of the superfluid circulation, Eq. 2.32 that it originally had, even though it is clearly not the equilibrium one. This is the phenomenon of metastable superflow, also known as persistency of currents.

A similar experiment has been performed in Bose-condensed sodium atoms in a toroidal trap by Ryu et. al. in 2007 [97]. Fig. 2.11a shows the trap shape, consisting of a magnetic trap and a plug laser beam at the centre, and Fig. 2.11b, the continuous toroidal-shaped BEC imaged in the trap. Figure 2.11c shows the time-of-flight (TOF) expansion image of the nonrotating BEC taken 18 ms after instantaneously extinguishing the toroidal trap. The initial hole in the BEC is filled in during expansion. Quantized rotation was initiated by transferring one unit \( \hbar \) of orbital angular momentum from Laguerre-Gaussian photons to each atom. In Fig. 2.11d, the corresponding TOF image of a circulating BEC after transfer of \( \hbar \) of OAM is shown, again taken 18 ms after instantaneously extinguishing the toroidal trap. The hole is clearly visible, providing a simple way to detect circulation.

In Fig. 2.11e the probability of observing the circulating state is plotted (squares) as a function of time held in the trap. The circulation in the toroidal trap (i.e., with the plug beam) persists without decay for up to 10 s. In contrast, the circulation in only the magnetic trap (without the plug beam) decays in about 0.5 s. In conclusion, stable flow was only possible when the trap was multiply connected.

One of the interesting aspects of persistent flow is its stability at finite temperatures. Figure 2.11f shows the measured survival probability of the circulation after 2 s of trapping time for various BEC fractions, obtained by varying the gas temperature when performing evaporative cooling. Stable flow was observed with a Bose-Einstein condensate fraction as small as 20%.

Under the same experimental conditions, Ryu et. al. [97] also studied the stability of higher circulation in the toroidal trap by transferring higher angular momentum to the atoms. The flow was initially stabilized in the toroidal trap for 0.5 s, and then the plug beam power is ramped down in 30 ms. Figure 2.12 shows images, after 20 ms TOF, of the circulating cloud with two units of angular momentum for different hold times in just the magnetic trap. Initially there is a single larger hole in the centre due to the higher angular momentum. After evolving in the magnetic–trap only for longer times, the doubly charged vortex show splits into two singly charged vortices.
2.5. EXCITON-POLARITON QUANTUM FLUIDS

Figure 2.11: Persistent currents of sodium atoms. (a) Toroidal trap from the combined potentials of a magnetic trap and a laser beam. (b) In situ image of the BEC in the toroidal trap. (c) Time-of-flight (TOF) image of a noncirculating BEC released from the toroidal trap. (d) TOF image of a circulating BEC, released after transfer of $\hbar$ of orbital angular momentum. (e) Survival probability of circulation as a function of trapping time in the magnetic trap without the plug beam (circles) and with the plug beam (squares). (f) Survival probability of a circulating BEC for a $2\,s$ trapping time, as a function of the BEC fraction. Inset: three TOF images of a circulating BEC for BEC fractions of 24%, 15%, and 12%. Adapted from [97]

Figure 2.12: TOF pictures of doubly charged flow, initially stabilized for 0.5 s in the toroidal trap, for different holding times (4, 214, and 404 ms) in just the magnetic trap. From [97]

2.5 Exciton-polariton quantum fluids

The phenomenon of condensation has not only resided in the atomic or superfluid helium community but it has rather stimulated the semiconductor community from the early years. As early as 1962, excitons were proposed by Blatt and Moskalenko as promising candidates for the realization of Bose-Einstein condensation [98]. The bosonic nature of these quasiparticles and their light mass, were the main reasons for the long efforts to demonstrate condensation, with good progresses made in bilayer systems [99]. More recently such systems have been shown to display spontaneous spatial coherence at cryogenic temperatures [100].

The observation of strong coupling in semiconductor microcavities [5] showed that polaritons — composite bosons with a half exciton-half photon nature — could be a
new system to study condensation in semiconductor materials. The polariton dispersion
can act as a trap in momentum space and the mass of polaritons is four orders of mag-
nitude lighter than that of excitons, theoretically allowing condensation even at room
temperatures, according to Eq. 2.2.

The first theoretical discussion on the strong potential of exciton-polaritons for the
realization of unusual quantum degenerate Bose gases was done by A. Imamoglu and
co-workers in 1996 \[101\]. It was suggested that, provided that the thermal de Broglie
wavelength \(\lambda_T\) exceeds the exciton Bohr radius \(a_B\), an exciton laser would operate without
electronic population inversion — the light emitted by a polariton condensate after decay
is coherent, hence the analogy with a laser.

The properties of a polariton condensate differ from those of other known conden-
sates, such as ultracold atomic BECs and superfluid \(^4\)He. In particular, polaritons have
a short lifetime of the order of picoseconds (which allows the to study of their phase
and coherence in a direct way through the photons leaking out of the cavity, a feature
not accessible to other bosonic quasiparticles), therefore needing continuous pumping to
balance decay and reach a steady-state regime. Rather than a drawback, the intrin-
sic non-equilibrium nature enriches the features of polariton condensation, at the same
time posing fundamental questions about the robustness of the coherence phenomena to
dissipation and non-equilibrium.

Condensation-related phenomena has been experimentally observed in polaritons in
different samples, excitation setups and temperatures \[14–20,31,32,35–37,102–122\]. How-
however, there are still many open questions about the best way to qualify a polaritonic
macroscopically occupied quantum state \[123,124\]. Polaritons are two-dimensional quasi-
particles which cannot exhibit a strict BEC phase transition, but possibly a local con-
densation or a BKT phase transition (section 2.3.1). However such a description is also
inaccurate since, being an out-of-thermodynamical equilibrium system, neither a temper-
ature nor even a phase transition can be defined in planar semiconductor microcavities.

\section*{2.5.1 Excitation schemes}

Polaritons can exist in semiconductor microcavities with long photon lifetimes (high-Q
optical cavities) and large light-matter Rabi coupling exceeding thermal energies (\(\hbar\Omega >
k_B T\)). The physical processes underlying the creation of a polariton condensate are
strongly dependent on the way the driving field is injected into the cavity. We classify the
many available excitation geometries into three different groups in the following sections,
starting with the one most related with cold atom BECs.

\subsection*{2.5.1.1 Non-resonant pumping}

In the non-resonant scheme, no coherence is introduced in the system via the excita-
tion laser. It allows for thermodynamics to play an important role in the mechanism
of polariton condensation. The laser beam excites free hot electron-hole pairs, whose
main excess energy is relaxed by several very fast emissions of LO-phonons in the lattice
— see Fig. 2.13. A hot exciton gas is thus formed \[125\]. For this population to relax
into the polariton states of lowest energy, a few tens of meV below, acoustic phonon
emission is the main possible channel. As the energy dispersion of polaritons is very
steep as compared to acoustic phonons, this relaxation mechanism happens through very
small momentum-energy exchanges, so it is very inefficient. This problem, known as
the relaxation bottleneck was well identified both experimentally \cite{126, 127} and theoretically \cite{128}, using a Boltzmann description of the dynamics in the latter case. At high excitation intensity, \textit{i.e.} at high exciton density, the relaxation bottleneck can be overcome by polariton-polariton inelastic scattering in such a way that the polariton ground state occupancy can be high enough to trigger bosonic stimulation of the relaxation \cite{129}. However, there is a limit in the polariton density above which the photo-induced electron-hole plasma bleaches the electron-hole coupling and so the exciton oscillator strength decreases.

Figure 2.13: Non-resonant excitation scheme. A pump laser enter the cavity through the reflectivity minima of the Bragg modes, creating a hot electron-hole plasma that loses energy after many collisions with lattice LO-phonons. Electron-hole pairs then bind together to create an exciton reservoir at high-\(k\) values, that continue losing energy after polariton-polariton parametric scattering processes, favoured by high-density concentrations. A macroscopically occupied state is formed at the bottom of the LPB, eventually emitting a photon. This photon carries full information about the condensed polaritons.

There are three main solutions to achieve high enough polariton populations, without breaking the strong coupling, as to surpass the relaxation bottleneck: the first is to use microcavities with higher number of quantum wells inside, reducing then the carrier density per QW while the overall polariton density is unaffected; the second is to use DBRs mirrors with high reflectivity as to increase the polariton lifetime allowing enough time for the slow bottleneck relaxation towards low energies to take place; the third is to use materials where the exciton oscillator strength is high enough.

The choice of the material is also important when evaluating the critical temperature for condensation \(T_c\). Equation \ref{eq:2.2} says that in principle such a temperature can be made arbitrary low by increasing the boson density \(n\). However, in excitonic systems, if the thermal energy \(k_B T\) is higher than the biding energy the exciton dissociates and the fermionic nature of its constituents is recovered. The critical temperature for exciton
unbinding in GaAs compounds is $\sim 70 \, K$ \cite{130}, reaching $\sim 120 \, K$ in CdTe materials where the exciton binding energy is higher - see table 1.1.

In fact, a first clear observation of bosonic stimulation within a polariton gas was obtained by L.S. Dang and co-workers in 1998, in a CdTe-based microcavity with 16 embedded QWs, in which a non-linear increase of polariton photoluminescence has been observed when increasing the pump power, followed by VCSEL lasing from an electron-hole plasma at much higher powers \cite{102}. Some years later the pioneering work of Richard et.al. \cite{105} showed that such a non-linear increase of the polariton emission originates from a spectrally narrow ring in $k$-space, exhibiting enhanced spatial and angular coherence. Soon after, by increasing the excitation spot size, emission from a single quantum state lying at the bottom of the LPB was reported \cite{131}, giving a direct evidence for spontaneous formation of a nonequilibrium Bose condensate. Although this ground state emission had an spatial origin in many small islands where polaritons where trapped by sample disorder, such a state has been show to have macroscopic long-range order in the work of J. Kasprzak et.al. \cite{15}, where the condensate has been shown to spontaneous develop out of a thermalized Boltzmann-like incoherent reservoir. The reason for such a spatially extended coherence lies in phase-locking mechanisms between many condensates localized by the sample disorder potential \cite{132}. Note that the final energy-momentum state chosen by the condensate is strongly dependent on the excitation spot size: whereas big pumps create a ground state stopped ($k = 0$) condensate \cite{15}, tighter pump spots favours the appearance of a expanding condensate at a finite $k$-ring \cite{37, 105, 110} — the mechanism behind that will be explained in Chapter 8. The continuously adjustable proportion of exciton to photon in a polariton allows exploring a wide range of nonequilibrium situations. At higher excitonic fractions of the LPB (positive photon-exciton detuning), higher collision rates and therefore faster thermalization allows for condensation at quasi-equilibrium with a defined temperature, whereas higher photonic fractions (negative detunings) yield out of equilibrium condensation without thermalization \cite{106}.

Although many achievements has been done in CdTe-based samples, their strong disorder and consequently short lifetimes limit polariton free propagation. Because GaAs and AlAs are practically lattice-matched, the microcavity-layers have very little induced strain, which allows many DBR layers (yielding long photon lifetimes) to be grown and with very weak disorder.

The first AlGaAs-based microcavity, with 12 QW, showing evidences for condensation \cite{14} were excited in a pumping scheme closely related but, strictly speaking, different from the one previously described: instead of creating a hot excitonic reservoir after relaxation from the electron-hole plasma, the reservoir was resonantly excited by a pump laser at very high angles, where the LPB is purely excitonic. Under fully non-resonant excitation, Bose-Einstein condensation has been observe in GaAs microcavities under stress \cite{16}. Better quality samples with low disorder and long lifetimes showed recently spontaneous condensation of polaritons in both the LPB ground state \cite{109} or in a $k$-space ring, with a large spatial extension in the latter case \cite{110}.

Condensation of polaritons under non-resonant excitation has been demonstrated through the observation of a macroscopic occupation of a narrow ground energy-momentum state, which corresponds, according to the Wiener-Khinchin identity \ref{2.26} to extended spatial- \cite{15} and long time- \cite{16} correlations. The spatial correlation function of a polariton condensate has a power-law decay \cite{117} as expected in a 2D condensate (see Section 2.3.1), a signature of a BKT transition which is related to spontaneous creation of V-AV pairs \cite{116}. However this decay is much shaper, with a decay exponent around four times
bigger than the one in an equilibrium BKT transition. Reduced energy linewidths provide high correlation times, which have been studied as a footprint of polariton condensation. However the correlation time-decay is influenced by a number of factors related to the non-equilibrium nature, including pump noise [16], interactions and reservoir fluctuations [108].

In large bandgap materials the critical temperature for exciton unbinding is as high as 400 $K$ (GaN), where the first room-temperature polariton laser has been demonstrated [17,107], and 560 $K$ (ZnO), where many recent works report on high temperature polariton non-linearities and condensation [133–138].

2.5.1.2 Coherent drive in the pump-only configuration

Thanks to their photonic component, polaritons can be coherently excited by an incident laser field resonant with the LPB at a small $k$ vector, creating a moving polariton fluid with the same energy and momentum as the pumping laser. Its coherence clearly do not appear spontaneously due to bosonic condensation, but is inherited from the pumping field. Under CW-excitation, the phase is imprinted by the laser beam, however it can evolve freely out from the excitation spot if the polariton lifetime is long enough [121,122]. An extra pulsed beam resonant with the CW one can also be used to trigger a moving extra population [29]. Under pulsed-only excitation, the fluid phase, initially imprinted by the pulsed laser, freely evolves according to the quantum hydrodynamics of the system [118,119].

The advantage of using the pump-only excitation scheme is that an accurate control of the polariton dynamics can be achieved by properly tuning the external laser. However care should be taken when detecting the polariton emission pumped resonantly by a CW-laser. Since both laser and polariton fields have the same energy and momentum, the latter cannot be detected in the direction of the reflected laser beam, because the laser bleaches the much less intense polariton luminescence. In this case, the detection has to be made in transmission geometry [19], all the light that passes through the cavity acquires a polaritonic character before being transmitted, and so fully carries information about the polaritonic field inside. When propagating out from the excitation area [121,122], the polariton photoluminescence is not superimposed with the excitation field and therefore it can be detected in both the transmitted or reflected directions. Under pulsed excitation [29, 118, 119], separation between polariton and laser fields are done in time since the pulse beam lasts much less than the polariton population lifetime.

2.5.1.3 Excitation in the optical-parametric-oscillator (OPO) regime

Thanks to their excitonic component, polaritons have strong non-linear behaviour inherited from the exciton-exciton interactions. In the parametric scattering process, two polaritons from a pump mode, with wavevector and frequency [$k_p, \omega_p$], scatter into a lower energy signal mode [$k_s, \omega_s$] and a higher energy idler mode [$k_i, \omega_i$]. This scattering process has to conserve energy and momentum, therefore requiring the phase matching conditions:

$$2k_p = k_s + k_i \quad (2.35a)$$

$$2\omega_p = \omega_s + \omega_i \quad (2.35b)$$
This condition cannot be satisfied by any particle dispersion. For example, parametric scattering is forbidden for particles with a quadratic dispersion. On the other hand, the "S" shape of the LPB makes it a good candidate to have the conditions 2.35 satisfied, since the LPB is approximately symmetric in energy and momentum around its inflection point — see Fig. 2.14. In fact, if $k_s = 0$ then the momenta of pump and idler are uniquely selected, for a given the value of the pumping angle — also referred to as the "magic angle" — located close to the inflection point of the LPB.

![Figure 2.14: Illustration of parametric scattering excitation scheme, where polaritons injected by a laser beam resonant with the inflection point of the LPB scatter from the pump state $[k_p, \omega_p]$ towards the signal $[k_s, \omega_s]$ (here at zero momentum) and the idler state $[k_i = 2k_p - k_s, \omega_i = 2\omega_p - \omega_s]$ (at higher momentum), conserving momentum and energy.](image)

The simplest way of reach experimentally parametric scattering in a microcavity is to pump it resonantly close to the inflection point of the LPB. Parametric instabilities populate signal and idler modes which, at a certain threshold, have a state occupancy of order one, and so bosonic final-state stimulation causes polariton pairs to coherently scatter from the pump state to the signal and idler states [103], in the so-called OPO excitation regime of a polariton condensate [104].

A second laser beam can be used to trigger parametric processes if there are more available states (called conjugate states) in the LPB in such a way that the phase matching conditions 2.35 are satisfied by probe, pump and conjugate states (whose may be in principle different from the signal and idler states). This holds even if the pump beam is below OPO threshold (but close to it), in which case the probe state will still be amplified. This optical parametric amplification (OPA) regime — also called triggered optical parametric oscillator (TOPO) regime [18] — was first observed in an InAlGaAs microcavity [139]. Ultrafast parametric amplification of polaritons with extraordinary gains up to 1500 and temperatures up to 220 K has been reached, in this regime, in CdTe-based microcavities [21].

On the other hand, when a CW pump laser drives the system above OPO threshold, the probe and conjugate states are extra population states, on top of the steady state OPO signal and idler states. When triggered by a pulsed laser, both probe and conjugate states are travelling decaying states that can evolve freely from the laser probe constraints once the pulse switches off. If the pulse lies at a region of the LPB with a large exciton content, the small-$k$ conjugate extra population lasts for up to the nanosecond timescale [140], and its energy and momentum can be tuned by the pulsed probe as long as phase-matching
conditions are satisfied \[18\]. When the trigger is resonant with the OPO signal, the extra-population lifetime is shorter, but still bigger than the polariton lifetime \[20\,[35\].

The OPO state, characterized by the macroscopic occupation of three polariton states only, looks at first sight very different from an equilibrium weakly interacting BEC, where the macroscopic occupation of the ground state occurs from a thermal distribution of bosons. The OPO state does, however, share with a BEC the fundamental property of spontaneous symmetry breaking of the phase symmetry \[141\]. In fact, the external laser fixes the phase of the pump state \(\phi_p\) and parametric scattering processes constrain the sum of the signal and the idler phase only, \(2\phi_p = \phi_s + \phi_i\) \[142\], but leaves the system to arbitrarily choose the phase difference \(\phi_s - \phi_i\). In fact, above OPO threshold, the signal and idler spontaneously select their phase, though not independently. This spontaneous symmetry breaking when choosing a phase above OPO threshold implies that the long-wavelength excitations (Bogoliubov) of the OPO signal state have similarities to the ones of an equilibrium BEC — see section 2.5.2.3 for details.

The excitation spectrum of the OPO signal state is expected to have a vanishing energy linewidth \[141\], which would give extremely long correlation times, another footprint of condensation, according to the Wiener-Khinchin identity \[2.26\]. In fact, using an extremely low noise pump laser, correlation times in the nanosecond time scale has been reported \[112\], one order of magnitude longer if compared to non-resonant excitation geometries \[108\], where the reservoir noise play an important role.

In addition, the appearance of spontaneous spatial coherence in the OPO signal has been shown via quantum Monte Carlo simulations \[143\], and recently confirmed by experiments \[112, 113\] through the divergence of the coherence length when the pump energy approaches that of the LPB from below.

### 2.5.2 Polariton quantum hydrodynamics

Unlike BECs of weakly interacting Bose gases for which the Gross-Pitaevskii (GP) equation has been shown to accurately represent the states of the condensates, the polariton condensates are nonequilibrium systems, which are best understood as a steady-state balance between pumping and decay, rather than true thermal equilibrium.

Using a mean-field description of the condensate \[144,145\] one can recover a complex Gross-Pitaevskii equation (cGPE), including terms representing gain, loss and an external trapping potential, describing the dynamics of the lower polariton wavefunction, \(\psi\),

\[
i\hbar \partial_t \psi = \left[ -\frac{\hbar^2 \nabla^2}{2m^*} + g|\psi|^2 + V_{\text{ext}} \right] \psi + \frac{i\hbar}{2} [P - \Gamma] \psi
\]  

(2.36)

where \(\Gamma\) is the polariton decay rate, \(P\) the pumping rate, \(g\) the polariton repulsive interaction coupling constant, \(V_{\text{ext}}\) the external potential, and the polariton dispersion has been approximated by a parabola with \(m^*\) being the effective mass.

This modification of the GP equation to account for such nonequilibrium properties of the condensates is a complex Ginzburg-Landau equation (cGLE), a universal equation of mathematical physics describing the behaviour of systems in the vicinity of an instability and symmetry breaking \[146\], e.g. nonlinear waves, superconductivity, superfluidity, liquid crystals and strings in field theory, and capable of spontaneous pattern formation. Formally, it is a nonlinear Schrödinger equation with complex coefficients.

The superfluid properties of nonequilibrium condensates in a dissipative environment
still need to be completely understood \[147\]. For polariton fluids, one has to singularly assess the system properties in the three different pumping schemes available.

### 2.5.2.1 Pump-only configuration

Let us consider the propagation of a resonantly created polariton fluid in the presence of a static small defect $V_{\text{ext}}(r)$. The driving field is assumed to be a coherent and monochromatic laser field of frequency $\omega_p$, $P(r, t) = e^{i(k_p \cdot r - \omega_p t)}$, which generates a polariton fluid with a nonzero flow velocity and a spatial plane-wave profile of wave vector $k_p$ along the cavity plane.

Under resonant excitation, the polariton field oscillation frequency is not fixed by an equation of state relating the chemical potential to the particle density, but it can be tuned by the frequency of the exciting laser. This opens the possibility of having a collective excitation spectrum which has no analog in usual systems close to thermal equilibrium.

The response of the system to a weak perturbation is obtained using a linearized theory analogous to the well-known Bogoliubov theory of the weakly interacting Bose gas. Close to the bottom of the lower polariton branch, $\omega_{\text{LB}}(k_p = 0)$, the spectrum of the Bogoliubov excitations can be approximated by the simple expression \[144\]

$$\omega_{\text{Bog}}^\pm \simeq \omega_p + (k - k_p) \cdot v_p - i\Gamma \pm \sqrt{[2g|\psi|^2 + (k - k_p)^2/2m^* - \Delta_p][(k - k_p)^2/2m^* - \Delta_p]}.$$  

(2.37)

where $v_p = \hbar k_p / m^*$ is the flow velocity and $\Delta_p = \omega_p - \omega_{\text{LB}}(k_p) - g|\psi|^2$ the effective pump detuning. The $\pm$ branches correspond to, respectively, the particle– and the hole–like branches of the Bogoliubov dispersion, and are images of each other under the transformation $k \rightarrow 2k_p - k$, $\omega \rightarrow -\omega$.

The solutions of Eq. (2.37) for different pump conditions are plotted on the left column of Fig. 2.15. The effect of the finite flow velocity $v_p$ is to tilt the standard Bogoliubov dispersion via the term $(k - k_p) \cdot v_p$. When colliding against the static defect, polaritons can scatter elastically, exciting modes given by the intersections of the Bogoliubov dispersion with the horizontal dotted lines. The spectrum of the Bogoliubov-like excitations reflects onto the shape and intensity of the resonant Rayleigh scattering (RRS) emission pattern in both momentum and real space. The central and right panels of Fig. 2.15 show the polariton intensity in the momentum and the real space for the different regimes on the left column, respectively.

In the resonant case ($\Delta_p = 0$), the $\pm$ branches (full/dashed lines, respectively) touch at $k = k_p$ (Figs 2.15a,d,g). In the noninteracting case (Fig. 2.15b) the dispersion remains parabolic, with the $k$-space emission pattern (Fig. 2.15b) containing a peak at the incident wave vector $k_p$, plus the RRS ring. In the real space pattern (Fig. 2.15c), as the polariton fluid is moving to the right, the defect at $(0, 0) \mu m$ induces a propagating perturbation with parabolic wave fronts oriented in the left direction.

In the presence of interactions (Fig. 2.15l,g) the dispersion slope has a discontinuity at $k = k_p$: on each side of the corner, the $+$ branch starts linearly with group velocities, respectively, given by $v_g = c_s \pm v_p$, $c_s$ being the usual sound velocity of the interacting Bose gas $c_s = \sqrt{\hbar g|\psi|^2 / m^*}$. In this resonant case, when $g|\psi|^2$ is large enough for the sound velocity $c_s$ in the polaritonic fluid to be larger than the flow velocity $v_p$, there is no intersection of the Bogoliubov branches (Fig. 2.15l) with the horizontal dotted line.
any longer. In this regime, RRS is no longer possible (Fig. 2.15e), and the polaritonic fluid behaves as a superfluid in the sense of Landau criterion. As no propagating mode is resonantly excited, the perturbation in real space remains localized around the defect, as shown in Fig. 2.15f.

Still in the resonant case, but now with $v_p > c$, the stronger Bogoliubov tilt of the dispersion is responsible for an intersection with the horizontal dotted line (Fig. 2.15g) that forms a RRS curve in a $\infty$-like shape, with the low-$k$ lobe more intense than the high-$k$ one (Fig. 2.15h), a sign of the disappearance of superfluidity. The aperture angle $2\phi$ of the singularity at $k_p$ satisfies the simple condition $\cos \phi = c_s/v_p$. In this Cherenkov regime where the polariton fluid is moving at a supersonic speed, the defect produces a peculiar real-space pattern (Fig. 2.15i) showing linear Cherenkov-like wavefronts. The aperture $2\theta$ of the Cherenkov angle has the usual value $\sin \theta = c_s/v_p$.

Coming back to excitation below the sound velocity, $v_p < c_s$, but now decreasing the mean-field shift $g|\psi|^2$ in such a way that the effective pump detuning $\Delta_p$ is positive, the argument of the square root in Eq. 2.37 is negative for the wave vectors $k$ such that $\Delta_p > (k-k_p)^2/2m^* > \Delta_p - 2g|\psi|^2$. In this region, the $\pm$ branches stick together and have an exactly linear dispersion of slope $v_p$ (Fig. 2.15j). The resonant Rayleigh scattering intensity in this non-superfluid regime is a deformed RRS ring strongly amplified on a segment parallel to $y$ including the point $k_p$ because of the reduced linewidth of the Bogoliubov modes in the regions where the $\pm$ branches stick together (Fig. 2.15k). The main consequence of this in the real-space pattern of Fig. 2.15j is an overall amplification of the density modulation induced by the defect, in stark contrast with the superfluid regime. In particular, the derivative of the dispersion at the rightest point of the ring gives a group velocity point towards the right, which is responsible for the long “shadow” in the downstream direction with respect to the central defect, which extends to relatively far distances thanks to the linewidth narrowing effect.

By increasing the pumping strength $|P|$, the mean-field shift $g|\psi|^2$ increases and the effective pump detuning $\Delta_p$ becomes negative. In this case, as it is shown in Fig. 2.15m, the branches no longer touch each other at $k = k_p$. The two lobes in the RRS circle are separated by a gap (Fig. 2.15n). The real-space wavefronts shown in Fig. 2.15p are still Cherenkov-like, if the separation between the two branches is relatively small. A full gap between them opens up for sufficiently negative values of $\Delta_p$ or for smaller $k_p$ values (not shown). In this case, there are no available states for scattering and the system becomes superfluid in the sense of Landau.

In conclusion, superfluidity of resonantly-excited polaritons depends on the pump-polariton mode detuning $\Delta_p$. Three qualitatively different types of spectra appear for the interacting case: linear for $\Delta_p = 0$, diffusive-like for $\Delta_p > 0$ and gapped for $\Delta_p < 0$. A moving polariton fluid is superfluid if its velocity is smaller than a critical value and $\Delta_p = 0$ or $\Delta_p < 0$. In this case, analogously to liquid Helium and atomic condensates, the resonantly-driven polariton fluid has a superfluid behavior in the sense of Landau criterion with respect to both elastic and inelastic processes.

The $\Delta_p = 0$ detuning is the only one that can be achieved experimentally, since if the laser is not resonant with the (blueshifted) polariton mode no field enters the cavity and so no polaritons are excited. Indeed, recent experiments agree with the theoretical predictions [19]: below the sound velocity, a quenching of the RRS intensity due to polariton-polariton interactions can be observed in both momentum and real space; above the sound velocity, linear Cherenkov waves were also observed.

Under a monochromatic and spatially homogenous plane-wave pump, neither vortices...
can be observed in the polariton fluid, nor solitons. The local phase of the polariton field is in fact fixed by the pump phase, which inhibits the appearance of topological defects. By using a properly spatially-shaped pump profile, polaritons can be resonantly created immediately before a defect and made to freely propagate past it with no phase imposed by the pumping field \[149\]. If the defect size is big enough, rich phenomena appear: for low enough fluid speeds and high densities, the flow is superfluid and no excitation appear; as the density is decreased, turbulence occurs in the form of vortex pairs ejection \[118\][119][121], vortex streets \[120\] and dark solitons \[121\].

The superfluid behaviour of a system can also be characterized as a function of the drag force exerted by the defect on the flowing fluid \[150\][153]:

\[
F_d = \int dr |\psi(r, t)|^2 \nabla V_{ext}(r) \tag{2.38}
\]

For a flowing polariton condensate satisfying the Landau criterium, like in Fig. \[2.15\], the broadening of the polariton modes due to its finite lifetime allow for a weak amount
of scattering, which is asymmetric in the propagation direction (Fig. 2.15e). This yields an also asymmetric small density perturbation close to the defect (Fig. 2.15f), and so the fluid always experiences a residual drag force, Eq. 2.38. When flowing through defects, non-equilibrium superfluids do not have zero viscosity even in the superfluid regime.

However, the drag force and the onset of fringes in the density profile have a sharp threshold as a function of the velocity \( v_c \), and so a generalized Landau criterion, with a critical velocity \( v_c \), can still be defined. This is true for all the cases in Fig. 2.15 (linear, d, diffusive, g, and gapped, m), the critical velocity for pronounced drag being the same as the sound velocity in the linear and diffusive cases (Figs. 2.15d,g) but higher in the gapped case (Figs. 2.15m). The crossover becomes sharper for increasing polariton lifetimes \[152, 153\]: in the supercritical regime, \( v_p > v_c \), the lifetime tends to suppress the propagation of the Čerenkov waves away from the defect and therefore to suppress the drag, whereas in the subcritical regime, \( v_p < v_c \), the residual drag increases linearly from zero when the polariton lifetime decreases.

### 2.5.2.2 Nonresonant pumping

When creating a polariton condensate by means of non-resonant excitation (Section 2.5.1.1), the macroscopically coherent field \( \psi \) in Eq. 2.36 is fed by an incoherent reservoir \( N(r,t) \) instead of directly by the laser beam \[154\]:

\[
P(r, t) = R_R N(r, t) 
\tag{2.39}
\]

where \( R_R \) is the rate at which polaritons scatter from the reservoir. Eq. 2.39 means that the amplification rate of the condensate due to stimulated scattering of polaritons from the reservoir increases linearly with \( N \).

The full system is described by two populations: polaritons around the lower energy minimum of the dispersion, \( \psi(r,t) \), and polaritons with larger momenta at the reservoir, \( N(r,t) \). These two populations are weakly coupled, which allows us to define a quasi-thermal equilibrium for each one. The state of the reservoir is fully determined by its local density \( N \) \[31,154\]:

\[
\partial_t N(r,t) = - \left[ \Gamma_R + \beta R_R |\psi|^2 \right] N(r,t) + P_{NR}(r) + D \nabla^2 N 
\tag{2.40}
\]

Polaritons are pumped into the reservoir by the laser beam at a rate \( P_{NR}(r) \) and relax at a rate \( \Gamma_R \). \( D \) is the reservoir spatial diffusion coefficient and \( \beta \) is a phenomenological coefficient whose value is chosen to describe particular experimental situations \[31\].

It is very important to account for energy shifts originated from Coulomb repulsion between condensed and reservoir polaritons. The strength of interactions is assumed to be similar to the rate of transition of the reservoir particles into the condensate \[31\]:

\[
V_{ext}(r,t) = hR_R N(r,t) 
\tag{2.41}
\]

The net polariton potential \( V(r) = g|\psi|^2 + hR_R N(r,t) \) is produced by the repulsive interactions between polaritons themselves as well as with the reservoir excitons \( N \) close to the pump spots.

The Bogoliubov spectrum of a non-equilibrium condensate described by Eqs. 2.36, 2.39, 2.40 and 2.41 has a diffusive Goldstone mode around \( k = 0 \) \[154\], and so a naïve
application of the Landau criterion predicts a vanishing critical velocity, $v_c = 0$. Even though strictly speaking there cannot be superfluid behavior, there are regimes close to equilibrium, where the drag force exerted on a small moving defect shows a sharp threshold at velocities close to the speed of sound [151]. For velocities below the sound velocity, the drag force increases as the decay, $\Gamma$, increases [151].

There has been experimental indications of a diffusive Bogoliubov mode in non-resonantly excited polariton condensates [111], where the diffusive region of the spectra could be tuned with power from zero diffusion at threshold up to a $\Delta k \sim 0.8 \mu m^{-1}$ diffusive region at high powers an negative photon-exciton detunings. However the condensate excitation spectrum and the lower polariton luminescence are superimposed and so it is not immediately clear whether the equilibrium Bogoliubov dispersion or the diffusive Goldstone mode dispersion corresponds better to the experimental results. The existence of an equilibrium Bogoliubov mode has been reported in a previous work [155].

As a result of the non-equilibrium nature of the polariton condensate in an inhomogeneous system, there are spontaneous supercurrents that may carry polaritons from gain-to loss-dominated regions. This give rise to spontaneous formation of vortices pinned by sample defects [114, 115] in analogy to classical water sinks, which do not necessarily imply superfluidity [145, 147].

Using a stochastic classical field model, Wouters et.al. studied the metastability of an quantized vortex injected (probe) into a non-resonantly excited polariton condensate. In this scenario, fluctuations play an important role, determining the presence or absence of spatial long-range order and inducing a random motion of the vortex core. Their main results are plotted in Fig. 2.16. The condensate is created by a ring-shape pump and has zero angular momentum. The effect of the probe is to introduce an extra short-lived condensed population ($\sim 10 \text{ ps}$) and angular momentum $L$ (Figs. 2.16d-f). For low condensate densities, no long-range order is present (Fig. 2.16a) and the injected angular momentum decays as soon as the extra population is gone (Fig. 2.16d). On the other hand, as the condensate density is increased, the long-range order also increases (Figs. 2.16b,c) and the angular momentum persist for much longer times (Figs. 2.16e,f). Here the specific probe power does not play an important role as long as a certain threshold is reached. The presence of a vortex represents another metastable solution other than the zero angular-momentum condensate.

In conclusion, apart from having a diffusive excitation spectra, the superfluid behavior of a non-equilibrium polariton condensate can also be characterized by a dramatic increase in the lifetime of a quantized vortex, analogously to BECs that persist rotating after stirring [97], showing one more connection between the two intriguing phenomena of superfluidity and long-range spatial coherence. This is the main idea underlying the experiments performed in Chapter 5, done however in the OPO excitation regime, whose superfluid properties are discussed in the following section.
2.5. EXCITON-POLARITON QUANTUM FLUIDS

![Figure 2.16](image)

Figure 2.16: Top panels show the first-order spatial correlation between inversion symmetric points of a polariton condensate created with a ring–shaped excitation laser (inner radius $7 \mu m$ and outer radius $20 \mu m$) for increasing values of the density, (a) 1.3, (b) 5.7, and (c) $32 \mu m^{-2}$, before the arrival of the vortex pulse. Bottom panels show the temporal evolution of the total polariton density (gray dashed line) and angular momentum (blue full line) after a 1ps-long vortex probe pulse with a waist of $20 \mu m$ has perturbed the polariton condensates. The additional density introduced by the resonant probe pulse is (d) four, (e) forty, and (f) twenty times the condensate density. Adapted from Ref. [156]

2.5.2.3 OPO regime

When excited under the OPO geometry (section 2.5.1.3), the full LPB dispersion, calculated in section 1.4.2, has to be taken into account. The quantum fluid dynamics of a non-equilibrium polariton condensate excited under the OPO geometry can be then simulated by adding excitonic interactions, pump and decay to the Hamiltonian defined by Eq. 1.44

$$i\partial_t \begin{pmatrix} \psi_X \\ \psi_C \end{pmatrix} = \left[ \mathcal{H}_{e-ph} + \begin{pmatrix} g_X |\psi_X|^2 & 0 \\ 0 & V_C(r) \end{pmatrix} \right] \begin{pmatrix} \psi_X \\ \psi_C \end{pmatrix} + \begin{pmatrix} 0 \\ P \end{pmatrix}$$

(2.42)

Here the polariton field is described by a spinor containing its excitonic, $\psi_X$, and photonic, $\psi_C$, parts. $g_X$ is the excitonic repulsive interaction coupling constant, $V_C(r)$ is the potential seen by photons due to changes in the cavity width and $P$ is the pumping field acting on the cavity mode. The non-interacting Hamiltonian $\mathcal{H}_{e-ph}$ accounts for the polariton modes dispersion including decay broadening:

$$\mathcal{H}_{e-ph} = \begin{pmatrix} \omega_X - i\kappa_X & \Omega_R/2 \\ \Omega_R/2 & \omega_C - \nabla^2/(2m_e) - i\kappa_C \end{pmatrix}$$

(2.43)

Here the excitonic dispersion is assumed to be flat, $\omega_X(k) = \omega_X$, due to its heavy mass, whereas the photonic dispersion is parabolic, $\omega_C(k) = \omega_C + k^2/(2m_e)$. $\kappa_X$ and $\kappa_C$ are the excitonic and photonic decay rate, respectively and $\Omega_R$ the exciton-photon Rabi splitting.
Above a pump strength threshold $P = P_{th}$, the system is driven into the OPO regime where the solutions to Eq. 2.42 are three-mode (pump, signal and idler) states $^{[141]}$. Such solutions are in principle invariant under a simultaneous phase rotation of both signal and idler states, however the signal and idler spontaneously select their phase in the OPO regime, spontaneously breaking the phase rotation symmetry. The Goldstone theorem $^{[158]}$ states that this symmetry breaking implies that the excitation spectrum goes to zero (both in the real and imaginary parts) in the long wavelength limit $k \to 0$. This can be better understood as follows: as any global phase rotation maps into the same eigenvector of the Bogoliubov Hamiltonian, no restoring force opposes a global rotation of the signal-idler phases.

The dispersion for the Goldstone mode in the OPO regime has been derived in Ref. $^{[141]}$ by analytically solving Eq. 2.42 in momentum representation, with the calculated gap-less excitation spectrum being diffusive ($\partial_k E = \text{constant}$) at $k = 0$, in analogy with positively-detuned-resonant and non-resonant excitation schemes — see Sections 2.5.2.1 and 2.5.2.2 and Fig. 2.15j. This implies that a polariton condensate created under the OPO excitation regime is not a superfluid when the Landau criterion is applied.

Moreover recent calculations $^{[159]}$ show that coupling between two coherently-injected, at different momenta and energies, polariton condensates requires that either both components flow without friction or both scatter against the defect. This suggests that when investigation superfluidity of a multimode OPO state, all of its modes have to be taken into account.

However, when triggered by a short-duration pulse, the travelling parametrically-scattered polariton wave-packet has been shown to display superfluid-like behaviour in the form of frictionless flow and suppression of Rayleigh scattering $^{[18]}$. Moreover, in experiments done during this thesis, we have shown that the signal state can sustain persistent flow after the resonant injection of a vortex $^{[20, 35]}$, as will be described in Chapter 5. In fact, numerical solutions of the two-component Gross-Pitaevskii equation 2.42 using a CW pump close to the inflection point of the LPB summed up with a 2ps-pulsed probe resonant to the signal state, show that the OPO state have metastable vortex solutions that can be triggered externally $^{[160]}$, in full analogy with superfluidity, and that even spontaneous stable vortex formation can be found.
Part II
Experimental techniques
Introduction

Since polaritons have both electronic and photonic character, their creation, manipulation and detection could in principle be achieved by both electrical and optical means. Although some progress has been made towards electrical injection \cite{161-163} and manipulation \cite{22, 164} of polaritons, the injection of free carriers to the system screens the Coulomb interaction in such a way that excitons dissociate at densities below the condensation threshold. In fact, the creation and manipulation of polariton condensates was restricted, up to now, to optical excitation. Moreover, being neutral particles, polaritons are also only detected by optical means, through the photons emitted after decay processes. This provides a direct measurement of the condensate properties - contrary to superconductors, superfluids and atomic BECs.

In this Part we describe the ways of creating, manipulating and detecting polariton condensates that were used to acquire the data presented in Parts III and IV. Two samples are described, as well as the data analysis methods used to recover the time dynamics, condensate density, phase and coherence.

False-color schemes for scales

In all results presented on this thesis, unless otherwise stated, the figures containing real– and/or momentum–space images, as well as phasemaps, are false-colored using the colorcodes described in Fig. 2.17. Note that intensity values are only relative, with arbitrary units.

<table>
<thead>
<tr>
<th>Scales</th>
<th>Intensity Ranges</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real-space intensity (a.u.)</td>
<td>0 200 400 600 800 1000</td>
</tr>
<tr>
<td>Real-space intensity (log-scale, a.u.)</td>
<td>1 10 100 1000</td>
</tr>
<tr>
<td>Momentum-space intensity (a.u.)</td>
<td>0 200 400 600 800 1000</td>
</tr>
<tr>
<td>Momentum-space intensity (log-scale, a.u.)</td>
<td>1 10 100 1000</td>
</tr>
<tr>
<td>Phase (a.u.)</td>
<td>-π 0 π</td>
</tr>
</tbody>
</table>

Figure 2.17: False colorscales used in real– and/or momentum–space images, as well as in phasemaps, all over this thesis.
Chapter 3

Samples

The physical structures used in this thesis to create cold polariton two-dimensional fluids are planar DBR-microcavities with embedded quantum wells, already described in Chapter 1. These are basically constituted of tens of parallel layers, with widths in the nanoscale, of $Al_xGa_{1-x}As$ alloys, where the ratio between Aluminium and Gallium concentration determines the layer refractive index and electronic band structure. They are grown by a molecular beam epitaxy (MBE) process \[165\], where Aluminium and/or Gallium solid sources are heated releasing a high-velocity beam travelling in a ultra-high-vacuum chamber, directed towards a $GaAs$ substrate where the layers grow epitaxially. Usually, the substrate wafer, typically circular of $\sim 10 \mu m$-diameter, is mounted on a rotating platter to provide equal grow rates all over the substrate. By controlling the flow of each component over the wafer, different concentrations of $Al$ and $Ga$ are achieved for each layer. The surface geometry, morphology and constitution can be further controlled by electron diffraction techniques, allowing precise control of the thickness of each layer down to a single layer of atoms.

When growing cavity layers, the wafer rotation is stopped and a growth rate gradient appears, yielding a cavity whose thickness varies along the radial direction of the sample. This wedge allows for the cavity mode energy to be chosen by moving the excitation spot around the sample, selecting the cavity-exciton detuning. However, the wedge is small enough so that it can be neglected within the extension of the excitation spot.

Under OPO excitation geometry, in which only three states (pump, signal and idler) are present — see section 2.5.1.3, the carrier density is much smaller than those involved in a non-resonant pumping scheme, in which a dense reservoir population is present together with the condensed fraction 2.5.1.1. In fact, in all the results described in Part III where the experiments were carried on under OPO excitation geometry, condensation is achieved in a single QW microcavity, whereas under non-resonant excitation (Part IV), the excitonic density is divided between 12 QWs.

3.1 Single-QW sample

The sample used in the experiments described in Part III has been grown under the supervision of Dr. Aristide Lemaitre in the group of Prof. Jacqueline Bloch at the Laboratoire de Photonique et de Nanostructures (CNRS, Marcoussis, France). It consists of a $\lambda/2 \ AlAs$ microcavity (nominal width of $\sim 120 \ nm$) with a $20 \ nm \ GaAs$ quantum well placed at the antinode of the cavity electromagnetic field. The cavity is surrounded by two Bragg mirrors made of alternating $\lambda/4$ layers of $Al_{0.15}Ga_{0.85}As \ (57.2 \ nm \ thick)$.
and AlAs (67.5 nm thick), with 24 pairs of layers at the bottom and 15.5 on the top of the structure.

One additional narrow GaAs QW (2.6 nm thick) is present at each side of the wide QW, separated by an AlAs layer of 10 nm. The exciton resonances of these QWs are much higher in energy than any of the polariton resonances of interest here (in fact these QW’s can be excited by a HeNe laser to study polariton relaxation dynamics in the presence of an electron gas [166–168]), and do not affect the polariton physics investigated in Part III.

Figure 3.1 shows the sample luminescence at 10 K when excited with a low power CW laser tuned to the first Bragg mode of the cavity (~ 1.65 eV), for three different positions of the excitation spot on the sample corresponding to decreasing photon-exciton detuning. The emission comes mainly from three branches that we fit to three polariton modes whose energies are given by the eigenvalues of the coupling frequency matrix — analogously to Eq. 1.44 but with three modes:

$$\begin{pmatrix}
\omega_c(k_{//}) & \frac{\Omega_{hh}}{2} & \Omega_{lh} \\
\frac{\Omega_{hh}}{2} & \omega_{lh} & 0 \\
0 & 0 & \omega_{lh}
\end{pmatrix},$$

(3.1)

where $\omega_{c, hh, lh}$ are the photon, heavy- and light-hole excitons frequencies, $k_{//}$ the in-plane wavevector and $\Omega_{hh, lh}$ are the photon-heavy-hole and photon-light-hole Rabi splittings. The three fits are done using the same photon mass and Rabi splittings $\hbar \Omega_{lh} = 3.0 \text{ meV}$ and $\hbar \Omega_{hh} = 4.4 \text{ meV}$.

![Figure 3.1: Single-QW microcavity photoluminescence dispersion images for different photon-heavy-hole-exciton detunings $\delta_{\text{Ph-HH}}$ (indicated), taken at 10 K, showing fitted (blue line) bare light- and heavy-hole excitons ($X_{LH}$ and $X_{HH}$) and cavity mode ($\text{Ph}$) and (gray dashed line) lower, middle and upper polariton branches ($\text{LPB}$, $\text{MPB}$ and $\text{UPB}$). The photon-light hole splitting is $\Omega_{lh} = 3.0 \text{ meV}$ and the photon-heavy hole splitting is $\Omega_{hh} = 4.4 \text{ meV}$. Color in log scale.](image)

The use of a single QW results in very narrow exciton linewidths, as the effect of interface fluctuations and width distributions are greatly suppressed. In this case the
3.2. MULTIPLE-QW SAMPLE

Heavy-hole QW exciton presents a low-temperature linewidth of about 0.3 meV, while the cavity-mode lifetime is of the order of 4 ps, which yields a Q-factor of ~9000.

3.2 Multiple-QW sample

The sample used in the experiments described in Part IV has been grown under the supervision of Prof. Zacharias Hatzopoulos in the group of Prof. Pavlos Savvidis at the Institute of Electronic Structure and Laser (FORTH, Heraklion, Greece). It consists of a 5λ/2 Al0.3Ga0.7As cavity (nominal width of 583.1 nm) containing four sets of three 10 nm-thick GaAs quantum wells placed at the antinodes of the cavity electric field — see Fig. 3.2a. The cavity is surrounded by two Bragg mirrors made of alternating λ/4 layers of Al0.15Ga0.85As (57.2 nm thick) and AlAs (65.4 nm thick), with 35 pairs of layers at the bottom and 32 on the top of the structure, respectively. Fig. 3.2b shows a Scanning Electron Microscopy image of the cavity, where it is possible to appreciate the microcavity between the two Bragg mirrors, the substrate at the bottom and vacuum on the top.

Figure 3.2: (a) Refractive index profile of the cavity with 12 QWs and first Bragg layers surrounding it, together with the electric field profile simulated with a transfer matrix code. (b) Scanning Electron Microscopy image of the full microcavity structure showing the cavity (µ-cav) and DBR layers on the top of the GaAs substrate. Courtesy from P.G. Savvidis group, FORTH-IESL, Crete

Figure 3.3 shows the sample luminescence at 50 K when excited with a low power CW laser tuned to the first Bragg mode of the cavity. We fit the emission to the three polariton modes whose energies are given by the eigenvectors of the coupling frequency matrix, Eq. 3.1. The fit yield Rabi splittings \( \hbar \Omega_{lh} = 6.0 \text{ meV} \) and \( \hbar \Omega_{hh} = 11.2 \text{ meV} \).

The linewidth of the lower polariton branch (LPB) at very negative detuning (δ = −9.7 meV) is measured to be 90 μeV, corresponding to an experimental Q-factor of at least 16000 (cavity photon lifetime \( \tau_c = 9 \text{ ps} \)) [169] in close agreement with the theoretical value of 20000.

The sample is capable of polariton lasing in the strong coupling regime for temperatures of up to ~50 K [169], in accordance to theory [130].
Figure 3.3: Multiple-QW microcavity photoluminescence dispersion image taken at 50 K, showing fitted (blue lines) bare light- and heavy-hole excitons ($X_{\text{LH}}$ and $X_{\text{HH}}$) and cavity mode ($P_h$), and (gray dashed lines) lower, middle and upper polariton branches ($LPB$, $MPB$ and $UPB$). The detuning is found to be $\delta = -3.5\, \text{meV}$, the photon-light hole splitting is $\Omega_{lh} = 6.0\, \text{meV}$ and the photon-heavy hole splitting is $\Omega_{hh} = 11.2\, \text{meV}$. Color in log scale. Experimental data is a courtesy from P.G.Savvidis group, FORTH-IESL, Crete.
Chapter 4

Experimental setups

The samples are kept in cold finger-cryostats, which are connected to high-vacuum pumps yielding pressures on the order of $10^{-7}$ mbar inside. The cryostat is also connected to a liquid helium dewar and to another weaker pump. This pump is responsible for a flow of helium gas through the cryostat, making possible to decrease the sample temperature down to $\sim 3.5 \, K$. A temperature sensor is placed very close to the sample holder, where the sample is attached with silver paint to ensure a good thermal contact. All the data presented in this thesis were taken with the samples at 10 K.

Excitation lasers are focused onto the sample by an objective lens — see Fig. 4.1 — which is chosen accordingly to better suit the specific experiment to be performed — see section 4.1. The same objective lens is used to collect the polariton photoluminescence, in the retro-reflection direction. The sample emission comes from a region on the micrometre-scale, which can be considered as a point-like source since the objective diameters are in the centimetre scale. It follows that the beam of the condensate light emission acquires a plane wavefront after the objective, and propagates parallel to the objective optical axis over a long distance, so-called far field, before being focused, by an imaging lens, into the detection apparatus, where images are taken — see section 4.2.

In the far-field, different combinations of optical elements are used depending on what is to be measured. If only mirrors are used, the image created by the two lenses is simply a magnified image of the sample emission, and in this case the setup is equivalent to an optical emission microscope. If one is interested in resolving the angular emission of the sample, which is equivalent to image the momentum space, a third lens is placed on the far-field in such a way that its focus coincides with the objective Fourier plane, and in this case the image formed by the imaging lens is the Fourier (momentum) space of the sample emission. The specific position and focal distance of the third lens determines the momentum space magnification. Note that switching from the real to the momentum space configuration, and vice-versa, is straightforward taking just a few seconds, and the excitation conditions are not altered.

When taking position-space images, a pinhole can be placed at the emission far-field to select a specific momentum distribution and take the spatial profile of such a momentum distribution. This is done e.g. in Part III where only the spatial profile of the signal state is measured by filtering-out in far-field the pump and idler states. When taking

$1$ The objective Fourier plane is defined as the plane perpendicular to the optical axis and located at the objective focus opposed to the focus where the sample is located. All rays coming out from the sample at a given angle (which correspond to a well defined in-plane momentum) form a point in the Fourier plane, which is therefore a map of the angular emission from the sample. In other words, the third lens is a Fourier transform performer.
4.1 Excitation

In Part III the sample is resonantly excited with CW and pulsed beams. The CW laser, from Spectra Physics, is based on a Ti:Al₂O₃ crystal pumped by a CW Ar⁺ laser. The wavelength can be continuously tuned between 720 nm and 860 nm. The pulsed laser is a Tsunami, from Spectra Physics, and in this case the Ti:Al₂O₃ crystal is pumped by a CW laser (Spectra Physics Millennia Pro, which contains a Nd:YVO₄ laser crystal and a LBO frequency-doubling crystal), which is pumped by a diode laser. It has a tunability between 680 nm and 950 nm. The laser is mode-locked with the help of an acousto-optical modulator, and was operated in the picosecond configuration, yielding pulses with a width of \( \sim 2 \, ps \) and a repetition rate of 82 MHz.

Under TOPO excitation configuration, a good angular resolution is needed. We use an achromatic lens with \( \sim 6.4 \, cm \) of diameter and \( 4 \, cm \) of focal length, yielding a numerical aperture \( NA = 0.6 \). Each excitation beam is directed towards the sample by an independent mirror. By positioning them at different distances from the optical axis...
4.2. DETECTION

(\(\Delta x\)) of the objective lens, the angle of incidence \(\theta_{inc}\) of each beam can be selected
\(\theta_{inc} = \arctan\left(\frac{\Delta x}{f}\right)\), where \(f\) is the focal distance of the objective lens.

In Part IV excitation is provided by a single-mode narrow-linewidth Ti:Al\(_2\)O\(_3\) CW laser (Coherent MBR, passive etalon model, pumped by a 5W Coherent Verdi V5) focused to a 1\(\mu\)m-diameter spot through a \(NA = 0.7\) lens (Mitutoyo M plan apo NIR \(\times100\) 0.7NA), and tuned to 750 nm, the first spectral dip at energies above the high-reflectivity microcavity stopband. To prevent unwanted sample heating the pump laser is chopped at 100 Hz with an on:off ratio of 1:30.

4.2 Detection

The simplest way of detecting the polariton photoluminescence is to place a CCD camera at the focus of the imaging lens. In this case, the emission intensity is time-averaged (acquisition time-scales are usually on the millisecond or second range) and all the wavelengths are superimposed. In Part II a Hitachi KP-M2RN CCD was used whereas in Part IV an Lumenera Infinity 3 camera was chosen.

Alternatively, the emission intensity can be resolved into its energy components by using a spectrometer, whose working principle goes as follows: a one dimensional slice of the image on the focus of the imaging lens passes through the spectrometer entrance slit and reaches a diffraction grating. Here each energy component is reflected at a different angle in the direction perpendicular to the entrance slit. After propagating over tens of centimetres, the field is collected by a CCD, recording an image that contains the energy-dependent field intensity for each image point the passes through the slit.

In Part II we use a 0.50 \(m\) imaging triple–grating spectrometer (Acton SpectraPro 2500i with a 1200 lines/mm diffraction grating) with a high resolution CCD (Acton Pixis 1024 with 1024 \(\times\) 1024 pixels). In Part IV a 0.55 \(m\) spectrometer (Horiba Triax 550 with a 1200 lines/mm diffraction grating) with a liquid-nitrogen-cooled CCD (Jobin Yvon CCD3000 with 1024 \(\times\) 256 pixels) was used.

More complete information about the sample emission and its energy dependence is provided by tomographically reconstructing its two-dimensional image onto the spectrometer slit. This is done by sequentially translating the imaging lens perpendicularly to the optical axis, which moves the image across the entrance slit of the spectrometer, thus recording spectra for each line scan of the image. By acquiring a number of these one-dimensional spatial slices vs energy, the energy dependence of each point of the 2D image is composed.

The step-motors, as well as the image acquisition sequence, are controlled by a home-made software programmed with LabView and Igor Pro.

\(^2\)The same lens collects light emitted by the sample, with a spatial resolution \(R = \lambda/(2NA) \approx 0.5\mu m\).
4.2.1 Streak-camera

In order to measure the time dynamics presented in Part III, a streak-camera is coupled to one of the exits window of the spectrometer — see Fig. 4.2, with the camera entrance slit oriented in the same direction as the spectrometer one, in such a way that the time evolution of the image cross-section that enters the spectrometer is measured. Although this can be done for a specific energy, by properly rotation the monochromator’s diffraction grating we take the $0^{th}$ diffraction order to achieve better time-resolution since no energy is selected.

The streak camera is a device used to measure ultra-fast time-dynamics of the light emitted by the samples. We use a Hamamatsu C5680 streak camera with a M5675 synchroscan sweep unit and a C5680 blanking unit, coupled to a Hamamatsu C4742-95 digital camera. The principles of operation are depicted in Fig. 4.3. The field whose dynamics is to be measured passes through a slit and is focused by a lens into a photocathode of the streak tube, where photons are converted into electrons. The latter are accelerated by an accelerating mesh passing then between a pair of sweep electrodes, where a high-speed sweeping voltage is applied, making electrons swept in the direction from top to bottom). The electrons are deflected at different times, and at slightly different angles in the perpendicular direction, and are then conducted to a micro-channel plate (MCP). As the electrons pass the MCP, they are multiplied several thousands of times, after which they impact against a phosphor screen, where they are converted back into photons. On the phosphor screen, the earliest electron to arrive is placed in the uppermost position, with the other electrons being arranged in sequential order from top to bottom. In other words, the vertical direction on the phosphor screen serves as the time axis. Also, the brightness of the various phosphor images is proportional to the intensity of the respective incident light. The position in the horizontal direction of the phosphor image corresponds to the horizontal location of the incident light. Finally, the light emitted by the phosphor screen is recorded by a CCD (not shown). In the CCD the vertical direction means time while the horizontal direction has the same meaning as the horizontal dimension of the light arriving at the photocathode, which can be wavelength or spatial dimension (real space or momentum space).

The emission intensity of a polariton condensate is very weak to be time-resolved with picosecond resolution in a single-shot measurement, even a high excitation powers. This yields a very low signal/noise ratio, which can be overcome by making multiple-shot measurements. In this case, each laser pulse excites the polariton condensate under the
4.3 Interferometry

The interference between two fields, $\psi_1(r) = A_1(r)e^{i\varphi_1(r)}$ and $\psi_2(r) = A_2(r)e^{i\varphi_2(r)}$, is given by:

$$I_{12} = \langle |\psi_1 + \psi_2|^2 \rangle = \langle |\psi_1|^2 + |\psi_2|^2 + \psi_1^* \cdot \psi_2 + \psi_2^* \cdot \psi_1 \rangle$$

(4.1)

$$I_{12}(r) = \langle A_1(r)^2 \rangle + \langle A_2(r)^2 \rangle + (g^{(1)} + g^{(1)*}) \cdot \sqrt{\langle A_1(r)^2 \rangle + \langle A_2(r)^2 \rangle}$$

(4.2)

Where $\langle \rangle$ denotes statistical average. For non-stationary states, such as a decaying polariton condensate created by a pulsed laser, the ensemble is made up by many pulses. When one deals with stationary states, where the statistical properties do not change...
with time, such as those created in continuous-wave experiments, one can replace the ensemble average with a time average.

\[ g^{(1)}(\psi_1, \psi_2) = \frac{\langle \psi_1^* \cdot \psi_2 \rangle}{\sqrt{\langle |\psi_1|^2 \rangle + \langle |\psi_2|^2 \rangle}} \]  
\[ (4.3) \]

\[ g^{(1)}(\psi_1, \psi_2)(r) = \frac{\langle A_1(r) \cdot A_2(r) \cdot e^{i(\phi_2(r) - \phi_1(r))} \rangle}{\sqrt{\langle A_1(r)^2 \rangle + \langle A_2(r)^2 \rangle}} \]  
\[ (4.4) \]

The argument of \( g^{(1)} \) gives the averaged phase difference between the two fields and its modulus the predictability of such a phase difference, known as coherence.

\( g^{(1)} \) is a complex number in general satisfying the following properties:

- \( g^{(1)}(\psi_1, \psi_1) = 1 \) (autocorrelation)
- \( g^{(1)}(\psi_1, \psi_2)^* = g^{(1)}(\psi_2, \psi_1) \)

The first order correlation function is very important when fully describing a quantum state as it is related to the density matrix, \( \rho = |\psi\rangle\langle\psi| \), since:

\[ \rho(r, r') = \langle r|\rho|r'\rangle = \langle r|\psi\rangle\langle\psi|r'\rangle = \psi(r)\psi^*(r') = g^{(1)}(r, r')|\psi(r)||\psi(r')| \]  
\[ (4.5) \]

### 4.3.1 Interferometers

Let \( \psi_1 = A_1 e^{i\varphi_1} \) be the wavefunction of a polariton condensate. Its intensity, \( |A_1|^2 \), is directly recorded by a CCD camera. Its phase, \( \varphi_1 \), and coherence properties are recorded by placing an interferometer on the emission far-field (Fig. 4.1) and recording interference maps. The way interferences are obtained, given by the interferometer geometry, depends on the physical entities to be determined.

When measuring spatial coherence it is convenient to use a Michelson interferometer in the so called retroreflected configuration, in which one of the interferometer arms contains a normal mirror whereas the other arm contains a retroreflector (Fig. 4.4a). In this way, at the image plane on the entrance slit of the spectrometer, each point of the condensate is interfered with another one at the opposite side with respect to the condensate centre. The visibility of the interference fringes is related to \( g^{(1)}(\psi_1(r), \psi_1^*(-r)) \) \[15\]. Such a measurement also provides a phasemap \[114\], given by the difference between two phases in opposite sides of the condensate, so it clearly does not represent the wave-function phase. This interferometer geometry is used in Section 8.1 to measure the long-range coherence of a non-resonantly excited polariton condensate.

When measuring time coherence, the most appropriate configuration is a Michelson interferometer with one retroreflector in each arm, with one of them mounted on a delay stage (Fig. 4.4b). Under this geometry, each condensate point is interfered with itself at a time delay that can be controlled by the path difference between both arms. Again, the fringe visibility is related to the coherence \( g^{(1)}(r, r, \Delta t) \), which can be extracted after performing Fourier transform analysis - see section 4.3.2.
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Figure 4.4: Interferometer geometries used to split the sample photoluminescence into two separate beams that are made to interfere again on the spectrometer slit entrance, providing fringes for interferometry. The bottom face-like images schematically represent, in each panel, the two images originating from each interferometer arm that are made to interfere. In (a) each spatial point is interfered with another one on the opposite side of the condensate, whereas in (b) each spatial point is interfered with itself at a different time delay. In the Mach-Zehnder interferometer (b), one of the arms contains two lenses that decreases the far-field propagation diameter and so magnifies the emission image, making the condensate emission to be interfered with an small expanded part of itself.

In order to correctly extract the condensate phase, \( \varphi_1(\mathbf{r}) \), a constant-phase field \( \psi_2(\mathbf{r}) = A_2(\mathbf{r})e^{i\varphi_2(\mathbf{r})} \) is needed as a reference. When the condensate is created resonantly by a pump laser, the laser itself can be used as a reference \([118–121]\) — note that the polariton emission and the reference wave should have the same energy in order to see interferences in a time-averaged measurement. An alternative is to use an expanded small part of the condensate which can be considered as a constant phase reference. In this technique, introduced in Refs. \([20, 36]\), the condensate emission is split into two arms of a Mach-Zehnder interferometer, one of them containing two lenses that magnify the emission (Fig. 4.4c). A small portion of the expanded image, considered as a constant phase reference, is interfered with the sample emission. After Fourier transform analysis (section 4.3.2), a phase map is extracted which contains the relative phase between both interfering field. Since the expanded image is assumed to have a constant phase, the extracted phasemap actually contains the condensate phase spatial profile.

4.3.2 Analysis of the interferograms

In this section we describe how the recorded interference fringes between two fields, \( \psi_1(\mathbf{r}) = A_1(\mathbf{r})e^{i\varphi_1(\mathbf{r})} \) and \( \psi_2(\mathbf{r}) = A_2(\mathbf{r})e^{i\varphi_2(\mathbf{r})} \), can be analysed in order to calculate the complex degree of coherence, defined by Eqs. 4.3 and 4.4.

As a practical example, let us consider the field profile of a vortex, whose intensity \( A_1^2 \) is shown in Fig. 4.5a, being interfered with an expanded part of itself, \( A_2^2 \) (Fig. 4.5b), by using a Mach-Zehnder interferometer similar to the one shown in Fig. 4.4c. By properly tilting the mirrors of each interferometer’s arm, the arrival angles, at the spectrometer entrance, of the light from both interferometer arms are set to be slightly different, in such a way that the interference image, \( I_{12} \), Fig. 4.5c, contains approximately straight fringes.
(note the fork-like dislocation present at the small doughnut core, related to the $2\pi$ phase winding characteristic of a vortex). This makes possible to extract each component of Eq. 4.2 using Fourier transform analysis, as explained below.

The Fourier transform (FFT) of the interference image has three main terms, $O_{-1}$, $O_0$ and $O_1$ (Fig. 4.5d), whose inverse Fourier transforms (iFFT) can be associated, according to Eq. 4.2, to:

\[
iFFT(O_0) = \langle A_1^2(r) \rangle + \langle A_2^2(r) \rangle \tag{4.6a}
\]

\[
iFFT(O_1) = g^{(1)} \cdot \sqrt{\langle A_1^2(r) \rangle \cdot \langle A_2^2(r) \rangle} \tag{4.6b}
\]

\[
iFFT(O_{-1}) = g^{(1)*} \cdot \sqrt{\langle A_1^2(r) \rangle \cdot \langle A_2^2(r) \rangle} \tag{4.6c}
\]

The modulus of the inverse Fourier transform of $O_1$, $|iFFT(O_1)|$, is shown in Fig. 4.5e. It is straightforward to extract $g^{(1)}$ from Eq. 4.6b:

\[
g^{(1)} = \frac{iFFT(O_1)}{\sqrt{A_1^2 \cdot A_2^2}} \tag{4.7}
\]

where $A_1^2$, $A_2^2$ and $|iFFT(O_1)|$ are shown in Figs. 4.5a,b,e, respectively.

The modulus of $g^{(1)}$, Fig. 4.5f, corresponds to the coherence between the fields whose intensities are represented by Figs. 4.5a and 4.5b. The phase of $g^{(1)}$, Fig. 4.5g, is the averaged phase difference between the two fields. Since Fig. 4.5f is the iFFT of a distribution in $k$-space, $O_1$, centred at a finite $k \sim (1.3, 0.3) \mu m^{-1}$, the extracted phase of $g^{(1)}$ has a global phase-gradient pointing in that direction. Since the phase is plotted modulo $2\pi$, this is reflected in the many $\pi \rightarrow -\pi$ jumps in the same direction. Such a phase gradient is due to the relative difference in the incidence angle of the light from each interferometer’s arm, and it can be removed by translating the $O_1$ term to the origin $k \sim (0, 0) \mu m^{-1}$ before performing the iFFT. The resultant phasemap (Fig. 4.5h) is smoother, and a characteristic $2\pi$-phase winding appear close to the vortex core (Fig. 4.5h). A second vortex, corresponding to the enlarged one, is also seen on the right-side of the image; in the experiments presented in the following sections, the expanded image is enlarged by a bigger factor in order to avoid that vortices corresponding to the expanded arm appear on the recorded phase-dynamics.

The phasemap extracted from interference measurements can be used to calculate physical quantities that depend on the condensate phase. Its gradient yields the local fluid velocity,

\[
\mathbf{v}_s = \frac{\hbar}{m} \nabla \varphi, \tag{4.8}
\]

whose rotational gives the local vorticity (Fig. 4.5),

\[
\varpi = \nabla \times \mathbf{v}_s \tag{4.9}
\]

Since the condensate phase is single-valued and continuous, the vorticity is zero everywhere except at the vortex core, and so vorticity maps are very useful to detect the vortex precise position and charge.
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#### 4.3.3 Phase time-dynamics

The interference image formed when using a Mach-Zehnder interferometer can be focused onto the entrance slit of a spectrometer in order to energy- or time-resolve a 1D slice of the image. If moreover the imaging lens is sequentially displaced while images are being acquired, tomographic reconstruction is performed, with each energy- or time-slice containing an interference image from which coherence- and phase-properties can be extracted. In this way, the condensate wavefunction (density, phase and coherence) is fully characterized in position-time space, $\psi(\mathbf{r}, t)$, if the images are acquired by an streak-camera, or in position-energy space, $\psi(\mathbf{r}, E)$, if images are energy-resolved by a spectrometer-CCD combination. In the latter case, a simple Fourier transform allows the condensate phase and density to be tracked in time: $\psi(\mathbf{r}, t) = \sum_E \psi(\mathbf{r}, E)e^{iEt/\hbar}$.

In Part III the time-dynamics of the condensate phase is measured by acquiring interference images in an streak-camera, whereas in Part IV Chapter 9, a Fourier transform of the condensate phase energy-dependence yields its time-dynamics.

Figure 4.5: Calculation of $g^{(1)}$ (coherence and phase) from Fourier analysis. Intensity profiles of a vortex from a Mach-Zehnder interferometer’s (a) normal arm and (b) expanded arm. In (b), the image of the vortex is expanded 3 times by the interferometer. (c) Interference between (a) and (b) with a finite in-plane momentum. (d) Fourier transform of (c) with three main terms classified as $O_{-1}$, $O_0$ and $O_1$. (e) Inverse Fourier transform of the term $O_1$ in (d). Extracted $g^{(1)}$ (f) modulus and (g) phase, using Eq. 4.7. (h) Corrected $g^{(1)}$ phase, found when removing the global phase gradient from (g). (i) Vorticity map calculated by applying Eqs. 4.8 and 4.9 to the phasemap (h).
Part III

Superfluidity and vortex dynamics in the OPO regime
### Introduction

After the discovery of zero viscosity in liquid helium, other fundamental properties of the superfluidity phenomenon have been revealed. One of them, irrotational flow, gives rise to quantized vortices and persistent currents. In a superconductor, persistent flow means electric current without resistance: if electrons are made to move in a loop of superconducting wire that is immediately isolated from the environment afterwards, the current will flow essentially forever. In a superfluid, such as liquid helium below the lambda point, the frictionless flow allows persistent circulation in a hollow toroid. A Bose-Einstein condensate of an atomic gas also exhibits superfluidity. Experiments have confirmed the superfluid behavior by demonstrating a critical velocity below which a blue-detuned laser beam could be moved through the gas without causing excitations [172], and irrotational flow through the creation of vortices [93] and vortex lattices [94] in both rotating and nonrotating traps. Persistent flow can be observed when a BEC is confined into a toroidal trap and the quantized rotation is initiated by a pulsed Laguerre-Gauss beam [97,173,174] – see Section 2.4.2. The toroidal trap is essential to allow the vortex stability because of the energy cost of the vortex core to move through the high density region from the centre of the torus where the density is zero.

Polariton condensates share with weakly interacting BECs phenomena such as the spontaneous breaking of the phase symmetry and the appearance of a Goldstone mode (see Section 2.5). However, being intrinsically non-equilibrium, all polaritonic systems need continuous pumping to balance fast decay and maintain a steady state regime. In strong contrast with equilibrium superfluids, whose ground state is flow-less, pump and decay lead to currents that carry polaritons from gain- to loss-dominated regions. Moreover the photonic disorder present in samples breaks the spatial symmetry of the condensate, allowing the spontaneous formation of vortices as stable solutions to the system dynamics [114], without invoking any superfluid properties [145,157].

The fundamental relationship between superfluidity and condensation in two-dimensional polariton systems has to be carefully addressed for each pumping scheme. Pump-only polaritons at high enough densities have a linear Bogoliubov spectrum similar to equilibrium BEC, being superfluids when flowing below its sound velocity [19,144]. Non-resonantly pumped polariton condensates does not present off-diagonal long-range order [117] and have a diffusive Goldstone mode [111,151], therefore are not superfluids in the sense of Landau. However, vorticity can be fully sustained by a spontaneous polariton condensate and its lifetime is expected to be much longer than the perturbation in the density induced by the probe [156]. Finally, although under OPO excitation a polariton condensate also have a diffusive Goldstone mode [141], such a system has been recently shown to present off-diagonal long-range order [112,113] and suppression of Rayleigh scattering when triggered by a pulsed probe [18].

The very same idea of questioning the persistency of flow in a BEC via a pulsed Laguerre-Gauss beam as a diagnostic for superfluidity, can be applied to polaritons: as recently proposed for non-resonantly pumped polariton condensates [156], this definition of superfluidity as metastable flow is equally meaningful in non-equilibrium systems as in equilibrium ones. This part of the thesis includes the first observation of persistent currents in a polariton condensate [20,35] by means of a long-lived injected vortex. The same technique allowed us to study the formation of vortex-antivortex pairs [36] and the stability of doubly-quantized circulation [20], finding effects unique to polariton fluids.

All the results are collaborative achievements by the SEMICUAM group, leaded by
Prof. Luis Viña. The experiments have been performed by the author of this thesis in the Laboratorio de Espectroscopia Ultrarrápida at the Universidad Autónoma de Madrid, under the supervision of Prof. Luis Viña, with help and advise from Dr. Daniele Sanvitto, and in collaboration with Carlos Antón and Matthias Baudisch. The simulations have been carried out by the theoretical members of the group, leadded by Prof. Carlos Tejedor, in special by Dr. Francesca M. Marchetti and Dr. Marzena H. Szymańska (from the University of Warwick), with help from Andrei Berceanu.

The sample used is a single-QW microcavity, described in Section 3.1. For all the data presented, the cavity photon energy is slightly negatively detuned (between $-3$ and $-0.7\, meV$) from the exciton energy.
Chapter 5

Persistent currents

In order to investigate persistence of currents we apply a technique already used in non-linear and quantum optics, cold atoms and biophysics \[175\]: excitation by a light field carrying orbital angular momentum. Transfer of light orbital angular momentum has been demonstrated in parametric processes in nonlinear materials \[176,177\] and has been used to generate atomic vortex states in BECs \[97,173\]\[1\]. However, although even a classical fluid acquires angular momentum in the presence of an external rotating drive, only a superfluid can exhibit infinitely-lived circulating flow in a dissipative environment once the external drive is turned off.

5.1 Experimental setup

A CW laser is focused onto a Gaussian big spot, with 100\(\mu m\) FWHM, on the single-QW sample. When exciting with low powers, far below condensation threshold, and energies around 1.65\,eV, far above the polariton modes energy, linear luminescence from the polariton branches are recorded (Fig. 5.1a), obtaining for the chosen position in the sample a photon-heavy-hole-exciton detuning \(\delta_{ph-HH} \sim -1.3\,meV\). In order to create a polariton condensate under OPO excitation, the laser energy is brought into resonance with the lower polariton branch (Fig. 5.1b-d), injecting polaritons close to the inflection point, \(E_p = 1.5268\,eV\) and \(k_p = 1.35\,\mu m^{-1}\) (\(\theta_p = 10^\circ\)). At 50\,mW excitation power (Fig. 5.1b), the LPB is slightly blueshifted due to the high concentration of polaritons and the population distribution starts getting concentrated around the zero momentum \((k_s = 0)\) state. As the pump power is further increased, the blueshift is enhanced and the OPO signal state gets macroscopically occupied (Fig. 5.1c-d). The signal generated close to zero momentum \((k_s = 0)\) has a flat dispersion that implies zero group velocity, \(v_g = \partial_k E = 0\). This, however, does not mean that there is no flow of polaritons, which is described by the phase velocity or current, given by the phase gradient (Eq. 2.30). In fact, the broad momentum distribution of the steady state signal indicates a pronounced out-of-equilibrium dynamics, where local currents carry polaritons from gain- to loss-dominated regions.

The bottom panels of Fig. 5.1 show the spatial profile of the emission from the signal state for increasing excitation powers above OPO threshold, which have been acquired by

\[1\]Note, however, that even if in the atomic and polaritonic cases the same Laguerre-Gauss laser field is used, the mechanism of spinning the BEC atoms is different from the one which rotates polaritons: whereas the transfer of orbital angular momentum to atoms is accomplished by a resonant two-photon stimulated Raman process, the photonic component of polaritons is directly created in a vortex state.
filtering out all the momentum states $|k_i| > 1.15 \mu m^{-1}$ in the emission far field. Since the pump spot has a Gaussian spatial shape, the threshold for condensation is first surpassed close to its centre. As the pump power is increased, a bigger spatial region overcomes threshold for condensation and the signal becomes bigger. Moreover, as the power is increased, the density landscape becomes more inhomogeneous, which is possibly related to an increase of the out-of equilibrium flow of polaritons from gain- to loss- dominated regions, increasing the polariton density at specific spatial points. This is confirmed by noting that the signal momentum distribution is broader for high pump powers (compare Figs. 5.1b,d).

To demonstrate persistent currents, we note that the lifetime of an injected vortex is expected to be higher for higher condensate densities [156]. While driving an OPO signal steady state with the CW pump laser at 300 mW (Figs. 5.1d,i), we trigger a new scattering process on top of the OPO signal by shining a 6.65 $\mu W$ 2 ps-long pulsed probe, focused onto a $\sim 25 \mu m$-diameter region, with the same energy and momentum as the OPO signal steady state (Fig. 5.1e). The experiment setup to create such a configuration is shown in Fig. 5.2a. The CW laser arrives perpendicularly to the objective lens but displaced from its centre in such a way that it is focused onto the sample with a angle of incidence of 10°. The pulsed laser passes through a diffraction hologram with a fork-like dislocation at its centre. The 1st order diffracted beam carries a Laguerre-Gauss $M = 1$ vortex, whose phase and intensity profiles are schematically shown at the

Figure 5.1: (a) Polariton luminescence dispersion under a weak CW non-resonant pump, showing fitted lower and middle polariton branches (LPB and MPB) together with bare photon (Ph) and heavy-hole ($X_{HH}$) modes. Polariton luminescence under resonant excitation close to the LPB inflection point, as a function of excitation power, in momentum (b-d) and real (f-i) spaces. The CW laser energy can be see in (b-d) by its broad-momentum diffraction line. (e) Dispersion of the pulsed vortex probe. In (b-e), the fitted LPB under weak excitation power is plotted for comparison.

To demonstrate persistent currents, we note that the lifetime of an injected vortex is expected to be higher for higher condensate densities [156]. While driving an OPO signal steady state with the CW pump laser at 300 mW (Figs. 5.1d,i), we trigger a new scattering process on top of the OPO signal by shining a 6.65 $\mu W$ 2 ps-long pulsed probe, focused onto a $\sim 25 \mu m$-diameter region, with the same energy and momentum as the OPO signal steady state (Fig. 5.1e). The experiment setup to create such a configuration is shown in Fig. 5.2a. The CW laser arrives perpendicularly to the objective lens but displaced from its centre in such a way that it is focused onto the sample with a angle of incidence of 10°. The pulsed laser passes through a diffraction hologram with a fork-like dislocation at its centre. The 1st order diffracted beam carries a Laguerre-Gauss $M = 1$ vortex, whose phase and intensity profiles are schematically shown at the
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bottom of Fig. 5.2b, and is focused onto the sample at perpendicular incidence. The schematic representation of the excitation in momentum space is shown in Fig. 5.2b. Figure 5.2c shows a composition, in real space, of the signal condensate 100 µm-wide emission (recorded by a CCD) together with the probe reflection at its time of arrival (recorded by the streak-camera), marked by the dashed rectangle. The vortex core arrives at the (0, 0) µm position and its size is smaller than that of the condensate (by a factor ≈ 4, being ∼ 25 µm wide) to allow free motion of the vortex within the condensate, thus avoiding a spurious confinement. After a short time, ∼ 2 ps, the probe vanishes, leaving the polariton coherent state free to rotate, without the driving field.

Figure 5.2: Setup used in the Triggered Optical Parametric Oscillator (TOPO) experiment. (a) A CW-laser pumps the sample with an angle of 10°. A ∼ 2 ps-pulsed laser beam acquires a M = 1 vortex profile after diffracting through a fork-like hologram and arrives on the sample perpendicularly. (b) TOPO excitation scheme in momentum space and vortex probe phase and intensity spatial profiles. A CW-laser pumps the lower polariton branch (LPB) close to its inflection point, initiating an OPO process that creates two equally energy- and momentum-separated coherent populations - idler and signal. The signal is triggered by an M = 1 vortex pulsed beam. (c) Position-space composed image corresponding to the probe arrival time, showing a ∼ 100 µm condensate and a smaller doughnut-shape probe (see text). The time-dynamics of the 1D slice marked by the red dashed line in shown in (d) where the left panel corresponds to the TOPO dynamics, the middle panel the CW-only steady state dynamics and the right panel is obtained by subtracting the middle panel from the left one. A strongly negative density depletion is observed where the vortex core is injected and can be followed up to the last detectable signal. The dashed rectangle in (c) marks the region whose time-dynamics is measured.

Using a streak camera we follow the time evolution of the condensate after the arrival of the pulsed probe. The left panel of Fig. 5.2d shows the time dependence of the 1D spatial slice defined by the dashed red line in Fig. 5.2c that crosses the vortex core.
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The vortex arrives at \( t = 0 \text{ ps} \) and its cross-section is seen as the two bright lobes. In order to isolate the changes in density produced by the probe, we record the CW-only signal background state time-evolution (middle panel) and subtract it from the left panel, yielding the dynamics seen in the right panel. The main effect of the probe on the triggered signal (t-signal) is to create a negative density region of the background subtracted image (black traces in the right panel) that can be seen up to the bottom of the image (> 120 ps). Such negative values mean that the density of the t-signal is lower in this region as compared to the signal steady state, which is the first proof that the vortex core is actually imprinted into the condensate.

5.2 Superfluid rotation

To further study the created vortex, we next use tomography to reconstruct the condensate full spatial time-dynamics — see Section 4.2.1. Fig. 5.3a shows the CW-only steady state, before the arrival of the probe, inside a 68 × 53 \( \mu \text{m}^2 \) region that contains the point where the vortex arrives. The next three panels (b-d) show the time evolution of the triggered condensate, with the steady state background subtracted. The probe arrives at \( t = 0 \text{ ps} \) generating a negative density core (inside the dashed circle) that moves towards the right and can be seen even after a hundred picoseconds. This dip, with a diameter of \( \sim 10 \mu \text{m} \), is around \( \sim 20\% \) of the signal intensity.

In order to confirm that the deep core is due to rotation persistence of the injected \( M = 1 \) vortex, we make the condensate interfere with an expanded region of itself far from the vortex core (where the phase is approximately constant) in a Mach-Zehnder interferometer (see Section 4.3.2). The resultant interference image for the steady state condensate is shown in Fig. 5.3e. At \( t = 0 \text{ ps} \) the fringe visibility is greatly enhanced in the doughnut region of the probe and a characteristic fork-like dislocation can be seen at its core (Fig. 5.3f). The fork can be resolved up to \( \sim 100 \text{ ps} \) and its position always coincides with the deep density core seen in the upper panels.

A more quantitative understanding of the interference patterns is achieved when performing Fourier transform analysis (see Section 4.3.2) in order to extract the degree of coherence, \( g^{(1)} \), from panels (a-d) and (e-h). The resultant phase is shown in panels (i-l) and the absolute value of \( g^{(1)} \) in panels (m-p). The initial condensate phase is smooth, with no topological defect, before the arrival of the probe (Fig. 5.3i) — we actually experimentally choose such a configuration in order to be sure that the persistence of a vortex is purely related to superfluidity and not due to pinning of vortices by defects where the polaritons flow to. The phase of the probe, Fig. 5.3j, clearly winds clockwise from \(-\pi\) to \(\pi\) around its core; a similar behaviour is seen for the phase of the triggered condensate around the deep negative densities. The main effect of the probe on \( |g^{(1)}| \) (Fig. 5.3m-n) is to create a persistent doughnut-shaped region of high coherence around the vortex core that persists up to later times, with a dip of low coherence at the vortex core position\(^2\).

\(^2\)The low values of coherence — below 5% — of the condensate steady state (Fig. 5.3i) is in apparent discrepancy with higher values — around 50% — recently observed in polariton condensates created under OPO configuration \([112, 113]\). We attribute such a discrepancy to the fact that the pumping laser used here is much more noisier than the actively stabilized monomode laser used in \([112, 113]\), which introduces more decoherence to our system, and that our interference geometry yields lower values of coherence if compared to retroreflected geometries.
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Figure 5.3: Time evolution of the polariton condensate (a-d) density and (e-h) interference with an expanded region of itself. The complex degree of coherence $g^{(1)}$ is extracted from (a-d) and (e-h): its phase, which is an approximation to the condensate phase, is plotted in (i-l) and its absolute value in panels (m-p). The correlation-weighted vorticity (see text for definition) is shown in panels (q-t). The images corresponding to the condensate steady state are shown in the left panels (a,e,i,m,q) and the time-evolution, after the arrival of the probe at $t = 0$, on the rest of the panels. In the density time-dynamics (b-d) the steady state background density (a) is removed to highlight the changes induced by the probe. The position of the imprinted vortex is marked in all panels by a dashed circle. It can be tracked for up to 100 ps by a dip in density and coherence, a fork-dislocation in interferences, a branch-cut in phase, and a peak in vorticity. The data correspond to excitation powers of 300 mW (CW-laser) and 6.65 µW (pulsed laser). When colorbars are not shown in a panel, the color code is the same as the right-most panel in the same line. The correlation-weighted vorticity (q-t) is normalized to its highest value, at the probe arrival time.
Before discussing the lower panels of Fig. 5.3, let us consider the effects of changing the CW- and pulsed-lasers power on the persistence of an injected vortex.

When tracking the density dip at the imprinted vortex core, we note that small effects are observed when changing the probe power by two orders of magnitude once a minimum threshold is crossed (Fig. 5.4a). In fact, a minimum probe power is required for the vortex to be imprinted to the OPO, but once the vortex is imprinted, the probe power does not change significantly the depth of the vortex in the condensate, in agreement with predictions for non-resonantly pumped polariton condensates [156]. On the other hand, the behavior of the injected vortex depends strongly on the excitation power of the CW driving field. The strength of the negative dip produced by the probe strongly decreases for low CW powers (Fig. 5.4b), and its is actually hard to track the vortex position in the interference images. This is an indication that the lifetime of a vortex is strongly dependent on the density — and hence coherence — of the condensate where it is injected, in agreement with theoretical predictions [156]. Moreover, at 200 mW, four times above the OPO threshold, we observe a saturation in the depth of the core.

Figure 5.4: (a), Effect of probe power — 0.15 µW, blue squares; 0.33 µW, green circles; 6.65 µW, black triangles; 8.00 µW, red diamonds — on the duration and depth of the core of the vortex, with the pump power kept at 300 mW. (b) Depth and (c) position of the imprinted vortex core as a function of time for four different pump powers (65 mW, blue diamonds; 100 mW, green triangles; 200 mW, red circles; 300 mW, black squares) — all above the OPO threshold (50 mW), with the probe power kept at 6.65 µW. In (c) each point correspond to a time interval of ∼ 10 ps.

Since the probe excitation conditions are left intact when changing the CW-pump power, it could be argued that the reduction of the density dip of the imprinted core with decreasing CW-pump power could due to the probe getting out of resonance with the OPO signal that gets less blueshifted for lower densities. However, by carefully inspecting the dispersion images, Figs. 5.1b-e, we see that the main effect of the small changes in the blueshift of the $k = 0$ signal is that the resonance conditions between the signal (Figs. 5.1b-d) and the broad probe (Figs. 5.1f) change slightly. It follows that the amount of the probe that actually enters the cavity slightly changes for different CW-powers. Since we do not expect any change on the vortex injection dynamics once a minimum probe power threshold is reached, and we performed the CW power dependence measurements for high enough probe powers (6.65 µW), we can be confident that the only reason for the vortex core dip to be dependent on the CW power is that the condensate properties change.

Coming back to Fig. 5.4b, note the variation of the vortex core depth in time for the two higher pump powers. This is related to different pathways followed by the vortex when changing pump intensity (Fig. 5.4c), which depends on the kind of inhomogeneities met by the vortex along its trajectory (see Fig. 5.1i). This is an indication of the
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great importance of non-equilibrium currents, originating from pump and decay, of the steady-state condensate on determining the trajectory followed by the imprinted vortex.

In the superfluid state, fluctuations would induce a random motion of the vortex core. It would be desirable to avoid this effect, but it is at present technologically impossible to perform single shot measurements to visualize directly a moving vortex in the density or phase profile of the condensate. However, since our experiments are averaged over a hundred million repetitions, the good vortex visualization at later times indicates a deterministic trajectory. Despite this deterministic behaviour, it is certainly possible that some percentage of the experiments follow a random walk, leading to a reduction of the visibility of the imprinted vortex. In fact, using Monte-Carlo simulations, the angular momentum of condensate made to rotate after the injection of a quantized vortex has been shown to continuously decay in time due to random motion of the vortex in a multiple-shot experiment \[156\].

If one calculates the angular momentum by applying the definition \[L_z = \oint r \times p = \oint mv_sdl\] to the clockwise path defined by the dashed circles in Figs. 5.3, the same result \[L_z = \hbar\] will be always found (see Eq. 2.32). In this way the angular momentum of a region of the condensate where a vortex has been injected is always \(\hbar\) or 0 if the branch-cut can or cannot be seen, respectively. Moreover, this definition implies that many vortices appear in regions of low coherence where many branch-cuts are seen in the phase maps — see e.g. the bottom-left side of Figs. 5.3h,l,p —, which is clearly misleading. This is due to the fact that when extracting the phase using Fourier transform techniques, we are only looking at the 1st order term, which is the one related to the fringe visibility. All the polariton flow that is not coherent with the reference beam is then ignored when extracting a phase map. This yields to the intuitive conclusion that, when calculating the angular momentum from a phase map, the modulus of the correlation function should be taken into account. In fact, the decrease in the visibility of a fork-like dislocation can be associated with two phenomena: a) a random motion of coherent vortices that gives fork-dislocations at different position for each single realization of the experiment, yielding a multiple-shot averaged interference map with poor visibility; b) a decrease in the polariton population occupying the vortex mode due to decoherence mechanisms. Both phenomena lower the averaged angular momentum in a continuous way, as expected from calculations \[156\].

Finally, let us remember that any physical quantity described by an operator \(O\) and associated with a quantum state can be calculated from the state’s density matrix \(\rho\) using the relation \[178\]:

\[
\langle O \rangle = tr(\rho O) = \int \langle r | \rho | r' \rangle \langle r' | O | r \rangle dr dr'
\]  

(5.1)

Where the density matrix in position space, \(\langle r | \rho | r' \rangle\), can be written as, using Eq. 4.5

\[
\langle r | \rho | r' \rangle = g^{(1)}(r, r') |\psi(r)|^2 |\psi(r')|
\]  

(5.2)

Although very recently the density matrix of a 1D condensate has been obtained \[75\], measuring \(g^{(1)}(r, r')\) of a 2D condensate is a extremely difficult task, as it is a 4-dimension tensor and so the time to acquire such a data is extremely long. This renders impossible a direct application of Eq. 5.1 to determine the average angular momentum of a polariton condensate after the injection of a quantized vortex.
However, let us remind that the angular momentum can be calculated simply by integrating the vorticity in space,

\[
L_z = \oint m\mathbf{v}_s d\mathbf{l} = m \int_S (\nabla \times \mathbf{v}) d\mathbf{S},
\]  

(5.3)

where we have used the Stokes’ theorem. If the first integral is calculated in the clockwise path defined by the dashed circles in Figs. 5.3, \(S\) is the area inside the circle. We already argued that the coherence has to be taken into account when performing the calculation Equation 5.3 suggests that the appropriate way of doing that is by weighting the vorticity by the coherence, \(|g^{(1)}(r, t)|\), and the condensate density \(|\psi(r)|^2\) (the reference field density, \(|\psi(0)|^2\), is ignored since it is assumed to be constant). We thus intuitively define a correlation-weighted vorticity,

\[
\Omega(r, t) = (\nabla \times \nabla \varphi(r, t)) \cdot |g^{(1)}(r, t)| \cdot |\psi(r, t)|^2,
\]  

(5.4)

calculated by multiplying the vorticity, obtained by taking the rotational of the phase (Figs. 5.3i-l), by the absolute value of the coherence (Figs. 5.3m-p) and by the density (Figs. 5.3a-d, but without background subtraction). The result is shown in Figs. 5.3q-t. Before the arrival of the probe, the condensate is vortex-free and \(\Omega\) is negligible everywhere. At \(t = 0\) a positive peak is associated with the vorticity carried by the probe. The positive peak moves around, its position always coinciding with the vortex positions shown in the upper panels, and can be seen up to \(\sim 100\) ps, where its intensity is weaker then at \(t = 0\), an indication that the circulation is actually decaying.

\(\Omega\) is expected to be directly related to the condensate angular momentum. To measure the persistence of circulatory flow stirred by the probe, we define the coherent rotation, CR, as being the integral of \(\Omega\) inside a \(\sim 10\) \(\mu m\)-big region around its peak, delimited by the dashed circles in Figs. 5.3r-t,

\[
CR(t) = \int_S \Omega(r, t) d\mathbf{r}
\]  

(5.5)

The result, normalized to its value at \(t = 0\), is plotted versus time in Fig. 5.5a, for four different CW-pump excitation powers. The behaviour of \(CR(t)\) is well described by an exponential decay, with decay time \(\tau_{\text{decay}}\) towards a constant finite value (imprinted rotation); these fitting parameters are plotted in Fig. 5.5b as a function of power. Close to OPO threshold, the coherent rotation decays to zero within \(\sim 6\) ps. The situation is quite different for higher condensate densities. For 300 \(mW\), the CR decay time is doubled, a fact that we attribute to an increase in the lifetime of the triggered OPO population, which also carries a vortex. What is most impressive is that \(CR\) reaches an approximately constant value as high as 20% of the one carried by the probe. This means that the rotation is actually imprinted into the condensate, and most notably that the vortex follow in most cases the same trajectory in the hundred million experiment realizations, in such a way that the visibility of the fork-dislocation of the interference images do not decay in time. The amount of rotation that is transferred into the condensate, 20%, is in agreement with the vortex density dip being also \(\sim 20\%\) of the condensate density. Accordingly, the imprinted rotation saturates at 4 times the OPO threshold in the same way as the imprinted vortex density dip.
At equilibrium, the presence of long-range spatial coherence is a necessary condition for the appearance of superfluidity \[179\]. Highly coherent states can be achieved in Bose systems when increasing their density (see Section 2.1), which is done in a polariton condensate by increasing the pump power. For the data presented here, when the pump power is increased, apart from the already mentioned increasing of imprinted vorticity, the steady state background coherence, defined as the spatially integrated value of \(|g^{(1)}|\) is also enhanced (Fig. 5.5 - inset). This provides one more similarity between non-equilibrium and equilibrium quantum fluids: in both, the superfluid character is stronger when the fluid has higher long-range spatial coherence.

![Figure 5.5: (a) Coherent rotation (CR) decay as a function of power. Each curve is normalized to its value at \(t = 0\). The data are fitted by exponential decays towards a constant value that we call imprinted rotation. The fitted decay times, \(\tau_{\text{decay}}\), and imprinted rotation, for each pump power, are plotted in (b). The inset shows the integrated signal background coherence for each power (see text). Dashed green, blue, and red lines are guides to the eye.](image)

However we note that the amount of rotation transferred into a polariton condensate is strongly dependent of specific positions of the sample: the potential landscape caused by defects, dislocations and cavity mirror fluctuations yield current patterns which favour certain regions rather than others. It is even possible to find conditions in which the probe triggers extra population containing a vortex that lasts for tens of picoseconds, however no rotation is imprinted into the condensate steady state \[35\]. Such a regime will be discussed in more details in Chapter 7.

Another way of measuring angular momentum is probing the difference in momentum at two opposite sides of the vortex core, as proposed in Ref. \[156\] and depicted in Fig. 5.6a. If the polariton fluid is circulating, the momentum of the two sides marked in the figure must have opposite directions, what results in a finite difference in their momenta (\(\Delta k\)). In Fig. 5.6b the momentum distribution corresponding to the regions marked with \(\uparrow\) (\(\downarrow\)) are depicted by a red (black) line, respectively, at a time \(t = 35\) ps after the arrival of the probe. A clear splitting between the two peaks is observed, amounting to \(\Delta k = 0.18 \mu m^{-1}\). The finite difference in the momentum distribution between the left and right parts of the far field spectra of the signal polaritons soon decays to a constant...
value that persist for times much longer than the extra population lifetime (Fig. 5.6c). This again demonstrates that the signal steady state holds a permanent rotation long after the amplified gain population is gone. After 40 ps the difference falls to zero due to the movement of the vortex core outside the observation region.

Figure 5.6: An alternative way of measuring the vortex rotation. (a) The momenta at opposite sides of the vortex core point toward contrary directions due to circulation. (b) Wavenumber distributions — black and red lines — corresponding to the two regions marked on (a) — right and left, respectively —, showing small and opposite finite values, which characterize the circulation. (c) Time evolution of the difference between the peak wavenumbers ($\Delta k$) (red dots) and of the extra population introduced by the probe (black line). Note that the circulation persists longer than the extra population, until 40 ps, marked by the dashed blue line, when the vortex leaves out the region of measurement. The red line in (c) is a guide to the eye.

5.3 Numerical simulations

In order to better understand the experimental results, simulations have been performed using the two-component Gross-Pitaevskii equation defined by Eqs. 2.42 and 2.43 with external pumping given by $P = F_p + F_{pb}$, where $F_p$ represents the CW laser,

$$F_p(r, t) = f_p(|r - r_p|) e^{i(k_p \cdot r - \omega_p t)}, \quad (5.6)$$

with frequency $\omega_p$ and incidence parallel momentum $k_p$, and with the strength $f_p$ having a top-hat profile with FWHM $\sigma_p$, centred at $r_p$; and $F_{pb}$ represents the Laguerre-Gaussian (LG) pulsed probe,

$$F_{pb}(r, t) \simeq f_{pb} |r - r_{pb}|^M e^{-\frac{|r - r_{pb}|^2}{2 \sigma_{pb}^2}} e^{iM \varphi(r)} e^{-\frac{(t - t_{pb})^2}{2 \sigma_t^2}} e^{i(k_{pb} \cdot r - \omega_{pb} t)}, \quad (5.7)$$

centred at $r_{pb}$ with a density increasing linearly at its centre and decaying Gaussianly with width $\sigma_{pb}$. The probe, with frequency $\omega_{pb}$ and in-plane momentum $k_{pb}$ (resonant with the OPO signal frequency and momentum), lasts $\sigma_t$ and contains a vortex with charge $M = 1$.

Considering a vanishing static photonic disorder potential, $V(r) = 0$ (the presence of the photonic disorder does not change qualitatively the results), the Equations 2.42 and 2.43 describing the dynamics of amplitudes and phases of the coupled cavity and exciton
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fields $\psi_{C,X}(r,t)$, read ($\hbar = 1$):

$$
\frac{i}{\hbar} \partial_t \begin{pmatrix} \psi_X \\ \psi_C \end{pmatrix} = \begin{pmatrix} \omega_X - i\kappa_X + g_X|\psi_X|^2 \\ \Omega_R/2 \end{pmatrix} \begin{pmatrix} \Omega_R/2 \\ \omega_C - \nabla^2/(2m_e) - i\kappa_C \end{pmatrix} \begin{pmatrix} \psi_X \\ \psi_C \end{pmatrix} + \begin{pmatrix} F_p + F_{pb} \\ 0 \end{pmatrix}
$$

(5.8)

where $\omega_X$ and $\omega_C - \nabla^2/(2m_e)$ are the exciton and photon dispersions, respectively. We use $m_C = 2.3 \times 10^{-5} m_e$, $m_e$ being the free electron mass, and a Rabi splitting $\Omega_R = 4.4 \text{meV}$, both determined experimentally, and a photon-exciton detuning $\delta = 0$. The cavity and exciton fields decay with rate $\kappa_C = \kappa_X = 0.26 \text{meV}$). Other parameters are $\sigma_p = 70 \mu m$, $r_{pb} = (-6, -5) \mu m$ and $\sigma_{pb} = 4.5 \mu m$, noting that all the parameters are chosen to be close to the experimental ones.

Equation (5.8) is numerically solved on a $140 \times 140 \mu m$ grid, with $0.47 \mu m$ spatial resolution, by using a 5th-order adaptive-step Runge-Kutta algorithm. By setting the pump at $k_p = 1.66 \mu m^{-1}$ in the $x$-direction and at $\omega_p - \omega_X = -0.44 \text{meV}$, $i.e.$ roughly $0.5 \text{meV}$ above the bare LP dispersion, the pump strength is gradually increased until the system is driven into the OPO regime where signal and idler states, blueshifted with respect to the bare LP dispersion because of interactions, get exponentially populated — see the OPO dispersion in Fig. 5.7a, obtained by taking the Fourier transform in both space and time of $\psi_{C,X}(r,t)$.

In the OPO steady state regime, the pump, signal, and idler satisfy the phase-matching conditions and have a typical flat dispersion. This means that the group velocity of the signal, defined as the derivative of the energy dispersion at $k_s$, is therefore zero. This, however, does not mean that there is no flow of polaritons. In fact, the broad momentum distribution, due to the finite size pump, implies that the signal state is characterised by non-trivial configurations of the phase velocity or currents, given by the phase gradient (Eq. 2.30). The associated flow of polaritons is a superposition of a dominant uniform flow $k_s$ and more complex currents (caused by the system being finite size), which move particles from gain to loss dominated regions.

Figure 5.7b shows the spatial profile of the photon component (which is what is measured experimentally) of the OPO signal steady state. Similarly to what is done in experiments, the signal emission is isolated by filtering the full emission in momentum space in a cone around the momenta $k_s$. The streamlines represent the phase gradient to which the dominant uniform flow, proportional to $k_s$, has been subtracted. Note that the fact that the pump is shone on the microcavity with a finite angle with respect to the normal incidence implies that, for rotationally symmetric pump profiles, the symmetry inversion $r \to -r$ is broken in the direction of the pump wavevector $k_p = (k_p, 0)$, leaving the $y$-axis symmetry intact.

The probe carrying an $M = 1$ vortex, resonant with the signal for only $2 \text{ps}$ arrives at $t = 0$ (Fig. 5.7c). It triggers a gain that lasts for around $10 \text{ps}$, which is followed by a transient time ($\sim 30 \text{ps}$) during which the imprinted vortex drifts around inside the signal. After the transient time, the vortex settles into a metastable solution lasting around $400 \text{ps}$ (Fig. 5.7d).
Figure 5.7: (a) Simulated OPO pump, signal and idler states spectrum, before the arrival of the probe, for a pump intensity $f_p = 1.24 f_{p}^{th}$, where $f_{p}^{th}$ is the threshold strength for OPO. Lower polariton (LP) and upper polariton (UP) dispersions are marked by green dotted lines, whereas cavity photon (C) and exciton (X) dispersions are plotted as gray dotted lines. Polaritons injected resonantly at the pump state and undergo coherent stimulated scattering into the signal and idler states, which are blueshifted with respect to the bare LP dispersion because of interactions. The spatial profile of the signal state is shown in (b), obtained by momentum filtering in a cone of around ±7°. At $t = 0$ (c), the pulsed probe carrying an $M = 1$ vortex, resonant with the signal momentum and energy, generates a gain that fades out after about 10 ps leaving an $M = 1$ vortex imprinted into the signal. After a transient time of ~30 ps, the vortex settles into a metastable solution (d). The supercurrents are plotted in the frame of the signal. Panel (a) from Ref. [160].

The final state of the metastable vortex strongly depends on the pumping conditions: in some cases, during the transient period, the excited vortex either spirals out of the signal or recombines with an antivortex forming at the edge of the signal. There are also cases where, instead, the imprinted vortex settles into a metastable state, which can last several hundred picoseconds as shown in Fig. [5.7], and then starts drifting again. If $f_{pb} \geq 0.45 f_p$, it is also possible that the vortex settles down into a position where the OPO signal has the currents pointing inwards, remaining stopped for as long as the simulation is performed (1.8 ns), in this case defining a metastable solution of Eq. 5.8 [160]. Further simulations of the dependence of the vortex solutions on the probe intensity have shown the existence of a threshold in the probe power below which the vortex does not get imprinted into the signal anymore. Thus, the results of the theoretical simulations are in excellent qualitative agreement with the experimental observations.
5.4 Conclusions

In conclusion, we have observed the persistent rotation of polaritons, in a condensate created under OPO excitation geometry, after the injection of a single-quantized vortex, demonstrating the superfluid behaviour in the non-equilibrium polariton systems. The vorticity has been shown to persist not only in absence of the rotating drive, but also longer than the gain induced by the probe, and therefore to be transferred to the OPO signal. Flow persistency is possible even in a simply connected geometry, i.e., without the need of a toroidal trap which pins the vortex, as in the case of atomic condensates.

Different regimes have been investigated. In particular, it has been possible to establish that only under high pump powers and at specific points in the sample the vorticity was transferred from the TOPO to the OPO signal, generating a persistent vortex solution. After the vortex is imprinted into the OPO signal, it has been possible to observe the vortex core slowly drifting, changing in shape and moving with different velocities.
Chapter 6

Onset and dynamics of vortex-antivortex pairs

In the previous Chapter we have shown that the vortex state of an \( M = 1 \) Laguerre-Gaussian (LG) probe beam can be transferred into a polariton condensate created under OPO excitation. In that case, the extension of the probe is smaller than the size of the vortex-free OPO signal, an hence the single-valued condensate phase has to be continuously linked between the doughnut-shaped region where the vortex is imprinted and the vortex-free condensate region. Imposing a topological defect requires the branch-cut \((-\pi \rightarrow \pi \) phase jump), present in the new vortical state, to terminate where the phase is not imposed by the probe, \( i.e. \), at the border between the probe and the OPO signal state. This is only possible if a vortex, with a charge opposite to the injected one, is created at the probe edge. In fact, if we look carefully at Figs. 5.3j,k,r,s, we note that an \( M = -1 \) vortex actually appears at the left corner of the images. In this section we investigate in detail the mechanisms underlying the appearance of such antivortex and its following up dynamics.

6.1 Numerical simulations

We start with numerical solutions to the two-component Gross-Pitaevskii equation defined by Eqs. 2.42 and 2.43, obtained for similar parameters as those used in the previous Chapter, but considering instead that a static photonic disorder potential \( V(r) \) that varies spatially in a \( \sim 20 \mu m \) scale with \( 0.1meV \) standard deviation1.

Figure 6.1a shows the density profile of the steady state signal after the arrival of the probe, together with the currents streamlines, obtained by taking the spatial gradient of the signal phase. The photonic disorder is represented by the contour-level lines in Figs. 6.1c,e. In order to identify vortices by fork-like dislocations in interference images, analogously to what is done in experiments, we plot the intensity of the signal state interfered with the pump state — which has a flat phase imposed by the pumping field — in the right panels of Fig. 6.1. The OPO conditions are chosen to give a vortex-free signal (see Figs. 6.1a,b). The signal currents have a dominant component pointing leftwards and an equilibrium position where all currents point inwards at around \((-8, -14) \mu m \).

\(^{1}\)Note that the presence of the photonic disorder does not change qualitatively our results. Its role is to break the \( y \rightarrow -y \) symmetry left by the pump with \( k_p = (k_p, 0) \) and to change the supercurrents accordingly.
In order to reproduce properly multiple-shot experiments, simulations of the time-dynamics are averaged over a thousand times with random relative phase between pump and probe, what is done by considering the external pumping term as

\[ P = F_p + F_{pb} e^{i\Phi_{rdm}}, \]  

(6.1)

where \( F_p \) and \( F_{pb} \) are defined by Eqs. 5.6 and 5.7 respectively, and \( \Phi_{rdm} \) is the random relative phase.

In single shot simulations (one realisation of the random phase \( \Phi_{rdm} \)), we find that if the probe is positioned well inside the OPO signal, then the imprinting of an \( M = +1 \) vortex (V) at \( t = 0 \) imposes the system to spontaneously generate, at the same time, an \( M = -1 \) antivortex (AV) at the edge of the probe (Fig. 6.1d). Equivalently an injected \( M = -1 \) antivortex (AV) forces the appearance of an \( M = +1 \) vortex (V) — see Fig. 6.1f. This is a consequence of the continuity of the photonic and exciton wave functions already discussed. However this argument only does not predict the specific position around the probe where the antivortex appear.

When simulating the dynamics following the arrival of a vortex probe for 1000 different random realizations of the relative phase \( \Phi_{rdm} \), uniformly distributed between 0 and \( 2\pi \), we find that the antivortex appear in different locations around the vortex probe. The pink circles in Fig. 6.1c mark the positions where the antivortex appear, with its size being proportional to the number of random phase realizations in which it appears at that specific position. We found out that the antivortices are more likely to appear on positions where the current of the steady state OPO signal before the probe arrival and the probe current are opposite. For example, for a vortex probe \( M = +1 \) (Fig. 6.1c), the current constantly winds anti-clockwise, therefore, comparing with the OPO signal steady currents (Fig. 6.1d), ones realizes that both currents are mostly anti-parallel in the bottom right region on the probe edge, where is found that very likely an antivortex is formed. Similarly, both currents are parallel in the top left region on the probe edge, where is very unlikely that an antivortex is formed.

In the same way, if the probe carries an antivortex \( M = -1 \), we expect that the spontaneous vortex is more likely to appear in the top left border of the probe, i.e. in a location given by changing \((x, y)\) to \((-x, -y)\) with respect to the previous case. The blue stars in Fig. 6.1e mark the positions where the vortex appear, with its size being proportional to the number of random phase realizations in which it appears at that specific position. The upper left border of the probe containing the highest concentration of big stars confirms ours expectations. Finally, let us note that phase continuity arguments allows the formation of additional V-AV pairs on the probe edge, which are in fact observed in simulations, but are however rare events.
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Figure 6.1: Simulated profile and supercurrents of the steady state OPO signal before the arrival of the probe (a) and associated interference fringes (b). Location of (c) antivortices (dots) and (e) vortices (stars) at the arrival \((t = 0)\) of (c) a vortex (stars) or (e) an antivortex (dots) probe, for 1000 realizations of the random relative phase between pump and probe. The size of the dots in (c) [stars in (e)] is proportional to the number of times the antivortices [vortices] appear in that location. Panel (d) [(f)] shows single shot interference fringes when the probe carries a vortex [antivortex]. Contour-level lines in (c) and (e) represent the photonic disorder \(V(r)\). The white circle represents the edge of the probe.

If we now take the signal wave function, triggered by a vortex probe, averaged over the 1000 realizations, \(\langle |\psi_{\text{sC}}(r,t)\rangle e^{i\phi_{\text{sC}}(r,t)} \rangle_{\Phi_{\text{rdm}}},\) similarly to what is done in multiple-shot experiments, neither the imprinted vortex nor the antivortex can be seen at the probe arrival time \(t = 0\) ps (see the first column of Fig. 6.2), because on average the differently positioned branch-cuts wash away both phase singularities. However, remarkably, the steady state condensate currents push the V and AV, initially positioned in different
locations, towards the same equilibrium position where all currents point inwards. As a consequence, as shown in the other panels on Fig. 6.2, while at $t = 0 \text{ ps}$, on average, we do not see the V-AV pair, after $\sim 10 \text{ ps}$ both V and AV appear and last $\sim 75 \text{ ps}$, till they eventually annihilate.

Figure 6.2: Simulated time evolution of signal after the arrival of the vortex probe, averaged over 1000 realisations of the random phase $\Phi_{\text{rdm}}$, $\langle \psi_C^* (r, t) \rangle \Phi_{\text{rdm}}$. Spatial profiles of density and currents (top) and phase (bottom). Contour-level lines in the last panel represent the photonic disorder.

6.2 Experimental results

In order to check if the theoretical predictions indeed describe properly the onset and dynamics of V-AV pairs, we perform experiments where the single-QW sample is resonantly pumped, in a region where the photon-exciton detuning is $\delta = -0.7 \text{ meV}$, by a CW-laser at $1.528 \text{ eV}$ and $k_p = 1.4 \mu \text{m}^{-1}$. Since we are interested in the regime where the vortex is transferred into the OPO signal, which is preferably achieved when the polariton condensate is highly dense, the CW-pump power is set to $450 \text{ mW}$. The OPO signal is created at $1.5268 \text{ eV}$, $\sim 1 \text{ meV}$ blueshifted from the LP bare dispersion.

In order to confirm the role played by the relative currents of probe and OPO signal on the appearance of the unintended antivortex, we inject the vortex probe with a power of $3 \mu \text{W}$, far above threshold for the vortex to be transferred into the condensate, and with finite in-plane momentum with respect to that of the signal. In Fig. 6.3a we plot the momentum distribution of the probe as a function of $k - k_{pb}$, indicating with a straight arrow the value of $k_s - k_{pb}$. Figure 6.3b shows the real space profile of the probe carrying an $M = 1$ vortex. The relative in-plane momentum between signal and probe means that, sitting in the reference frame of the probe, the OPO signal has a definite homogeneous current (straight arrow in Fig. 6.3b), while the vortex probe has anti-clockwise winding currents.

According to the previous theoretical analysis (see Fig. 6.1), we can therefore predict the location of the unintended antivortex, namely where the signal and probe currents are anti-parallel, which is in the upper-right corner of Fig. 6.3b.
In order to measure the time-dynamics of the condensate phase after the arrival of the probe, therefore being available to track the appearance and dynamics of vortices and antivortices, we interfere the region where the vortex is injected with an expanded, flat-phase, part of the condensate by using a Mach-Zhender interferometer. The interferograms are later analysed using Fourier transform techniques in order to extract the condensate phase.

Figs. 6.3c-e show the time-evolution of the condensate phase (now in its own reference frame), after the vortex have been imprinted into it. In accordance to our predictions, the unintended antivortex in Fig. 6.3c appears on the upper-right side of the injected vortex. Despite the many-shot average, the dynamics of the V-AV pair can be experimentally followed after its onset for tens of picoseconds (Figs. 6.3c-e), thereafter the pair eventually annihilates.

If we now invert the topological charge of the probe LG beam (which is done by taking the opposite diffraction order of the pulsed laser beam after the hologram) and inject an $M = -1$ antivortex at the same position and with the same in-plane momentum as in the just described $M = 1$ case, the unintended vortex should now appear at the inverse side of the probe, namely the lower-left corner of Fig. 6.3, which is where the clockwise currents of the probe are antiparallel to the strait current of the OPO signal. In fact, this is observed in the phase spatial dynamics shown Fig. 6.3g-i, where here the V-AV pair also annihilates at long times.

Figure 6.3: Measured momentum distribution of the vortex probe vs $k - k_{pb}$ (a). The arrow indicates the signal momentum $k_s - k_{pb}$. Panel (b) [(f)] shows the real space intensity profile of the $M = 1$ ($M = -1$) LG probe. The straight arrow in (b),(f) represents the signal current direction in the probe reference frame, while the probe current winds anticlockwise for $M = 1$ (clockwise for $M = -1$). Panels (c)(e) [panels (g)(i)] compile, through phase images, the time evolution of an imprinted $M = 1$ vortex ($M = -1$ antivortex) and its associated $M = -1$ antivortex ($M = 1$ vortex). The unintended antivortex (vortex) appears in (c) [(g)] at the edge of the probe where the signal and probe currents are antiparallel. V-AV pair dynamics can be followed in both cases for about 30 ps, after which they annihilate. The spatial scale of panels (b-i) is indicated in panel (i).
6.2.1 Gaussian probe

We have already shown that vortices are likely to appear where the currents of an injected probe and the ones of the OPO signal counterpropagate. To check that this idea is valid in the more general case where the probe carries no angular momentum, we shine a flat-phase Gaussian probe, with a tunable in-plane momentum, onto a vortex-free condensate, pumped under similar conditions to the ones described at the beginning of this section.

Figure 6.4a shows the spatial profile of a Gaussian pulsed beam shone at rest with respect to the OPO signal, $k_{pb} \simeq k_s$. Since in this case no appreciable counterpropagating currents are generated in the condensate, we do not expect any topological defect to be created. Indeed, by inspecting the condensate phase 20 ps after the probe injection, no branch-cut is observed (Fig 6.4c).

Figure 6.4b shows the spatial profile of a Gaussian probe beam injected with a finite momentum with respect to the OPO signal one, $k_{pb} = 0.5 \mu m^{-1} \neq k_s = 0$. Note that tilting the beam implies that its shape is elongated in the direction of incidence (horizontal in the figure). We have chosen the momentum of the probe to be $k_{pb} - k_s = 0.5 \mu m^{-1}$ based on the experimental findings, shown in Fig. 6.3, that counterpropagating currents with a magnitude of $|k_{pb} - k_s| \simeq 0.4 \mu m^{-1}$ were enough to create a topological defect. Since there is a difference in the signal and probe currents in the upper and lower edges of the probe, according to the experiments and simulations described above we expect that vortices appear at such places. More precisely, an anti-clockwise $M = 1$ vortex should appear at the upper border whereas a clockwise $M = -1$ antivortex should appear at the lower border. The dynamics of the condensate indeed agree with the predictions, with its phase, 20 ps after the probe injection, showing a vortex in the upper part and an antivortex in the lower part (Fig 6.4d).

![Figure 6.4: Spatial profile of the Gaussian probe at rest $k_{pb} = 0$ (a) and moving $k_{pb} \neq 0$ (b) shone on the vortex-free OPO signal. The condensate phase, measured 20 ps after the probe arrival, shows that no V-AV pair is created if the probe is at rest (c), while a V-AV pair appears for a moving probe (d).](image-url)
6.3 Conclusions

We have demonstrated that unintended antivortices appear in the signal at the edge of an imprinting vortex probe and explained, both theoretically and experimentally, the origin of the deterministic behavior of the antivortex onset and dynamics. In particular, we showed where antivortices are more likely to appear in terms of the supercurrents of the imprinting probe and the currents of the underlying OPO. The theoretical predictions are borne out by the experimental observations. In addition, our study reveals that the onset of vortices in polariton superfluids does not require a LG imprinting beam, but instead vortex-antivortex (V-AV) pairs can also be generated when counterpropagating currents are imposed, similarly to what happens in normal (classical) fluids.

Crucially, via numerical simulations, we elucidate the reason why an experimental average over many shots allows detecting a vortex by direct visualizing the density and phase profiles. Recently, it has been suggested by stochastic simulations [156] that vortices in non-resonantly pumped polariton condensates undergo a random motion which will hinder their direct detection, unless they are close to being pinned by the stationary disorder potential and thus follow a deterministic trajectory [180]. In the case considered here of a superfluid generated by the OPO, we can instead explain a deterministic dynamics of the V-AV pair in terms of the OPO steady state supercurrents, which determine a unique trajectory for the pair, allowing their observation in multishot measurements.

To conclude, the mechanism for V-AV pair formation reported here differs from the V-AV binding-unbinding associated to the Berezinskii-Kosterlitz-Thouless phase transition — see Section 2.3.1 —, recently adopted to interpret the V-AV observation in nonresonantly pumped polaritons [116]. In our case, the pair onset can be explained in terms of the OPO and probe relative currents, a simple mechanism which does not require resorting to phase fluctuations induced by the pump.
CHAPTER 6. ONSET AND DYNAMICS OF VORTEX-ANTIVORTEX PAIRS
Chapter 7

Stability of doubly-quantized vortices

Ignoring interactions, a doubly charged vortex has higher energy than two single vortices \[55\]. However, including interactions between vortices, the energy of an \( M = 2 \) vortex turns to be the same as the energy of two \( M = 1 \) interacting vortices close together \[157\]. Instability of doubly quantized vortices in a BEC has been observed in several systems (see, e.g., Ref. \[181\]), but there are only a few examples of their stability, such as in superconductors in the presence of pinning forces \[182\] or in a multicomponent order-parameter superfluid such as \(^3\)He-A \[183\]. In ultracold atomic gases, stable free \( M = 2 \) vortices have been theoretically predicted for some range of densities and interaction strengths \[184, 185\]. Furthermore, they have been observed only in a toroidal pinning potential with an external optical plug \[97\], which mechanically prevents the persistent flow to undergo any movement, stabilising the \( M = 2 \) against splitting. However, the doubly-quantised vortex has been demonstrated to split soon after the plug has been removed — see Section 2.4.2.

In this chapter we study, both from experimental and theoretical points of view, the stability of \( M = 2 \) vortices in out-of-equilibrium polariton condensates. We do not make use of a plug beam, letting the vortices freely move within the pumping spot.

7.1 Experimental results

In order to study the stability properties of an \( M = 2 \) vortex imprinted into a coherent polariton condensate, we keep the pumping conditions similar to the ones described in Chapter 5 where, at high CW-pump and pulsed-probe powers, a single vortex has been shown to get imprinted into an OPO-created condensate. Fig. 7.1a shows the spatial profile of the OPO-signal state, pumped under similar power, resonance and detuning conditions as the ones used to obtain the condensate depicted in Fig. 5.1 \((\delta_{p_{BH}} \sim -1.3 \text{ meV}, E_p = 1.5268 \text{ eV}, k_p = 1.35 \mu \text{m}^{-1} \text{ and pump power } 300 \text{ mW})\), interfered with an expanded, vortex-free, region of itself. Note the high-visibility of interference fringes, a necessary condition for a vortex to get imprinted into the condensate, as discussed in Section 5.2. We next shine a 2 ps-long pulsed probe containing an \( M = 2 \) vortex, in resonance with the OPO-signal state \((k_{pb} = 0)\). The interference profile at its time of arrival is shown in Fig. 7.1b. Note the double-fork, highlighted by the green dashed lines, present at the centre of the doughnut-shaped probe. In this case, after the vortex gets imprinted into the condensate, it soon splits into two \( M = 1 \) vortices, seen as two single
forks marked by the green dashed lines in Fig. 7.1c. To confirm that the two vortices are in fact imprinted into the condensate, we show their density profiles at a later time, with the steady-state-background subtracted, in the inset of Fig. 7.1c. The two negative-valued vortex cores are clearly seen, confirming that the CW-pumped condensate contains two spatially-separated vortex units. Interference fringes show forks at the vortices positions (not shown).

Figure 7.1: Imprinted \( M = 2 \) vortex time-dynamics (see experimental conditions in the text). (a) Spatial profile of the steady state OPO-signal, interfered with an expanded, flat-phase, region of itself. (b) Interference pattern at the probe arrival time, with its double-fork marked by the green dashed lines. (c) Interference pattern 28 ps after the probe arrival, showing two single forks marked by green dashed lines. The density profile of the condensate 49 ps after the arrival of the probe (with the steady state density subtracted), is shown in the inset of panel (c), for a small region around the vortex arrival point.

The mechanisms underlying the splitting of an imprinted \( M = 2 \) vortex will be discussed in detail in Section 7.3, but let us already remind that the OPO-signal has a complex structure given by the currents carrying polaritons from loss- to gain-dominated regions. Indeed, these inhomogeneous currents are partially responsible for the fact that the fringes in Fig. 7.1a are not perfectly straight. Therefore, when the \( M = 2 \) gets imprinted into the condensate, even though it arrives at \( k_{pb} = 0 \), it feels a net current that destabilizes its structure and splits it up into two \( M = 1 \) vortices.

It is therefore desirable that the stability of an \( M = 2 \) vortex can be studied without the presence of a condensate that contains a complex flow structure that always destabilizes the vortex. This can be obtained, as already discussed in Section 5.2 if a vortex is injected into a weakly-coherent polariton population created close to OPO threshold. In this case, the circulation lasts only until the extra population created by the probe is gone, and thus the does not get imprinted into the CW-fed condensate. Moreover, it is possible to find excitation conditions in which the probe triggers a parametric scattering process that lasts for times much longer than the polariton lifetime \[18, 140\]. Such a regime would be the ideal one to study the dynamical stability of doubly-quantized vortices.

Therefore, we change the excitation conditions in search for a long-lived vortex state not-imprinted into a CW-fed polariton condensate. The microcavity is excited with a
7.1. EXPERIMENTAL RESULTS

CW-laser [with energy $E_p = 1.5262\, meV$, in-plane momentum $k_p = 1.54\, \mu m^{-1}$ ($\theta_p = 11.5^\circ$) and power $P_p = 65\, mW$], in a region where the photon-exciton detuning is $\delta \simeq -3\, meV$. A pulsed–probe carrying an $M = 2$ vortex (with energy $E_{pb} = 1.525\, meV$, momentum $k_{pb} = 0$ and power $P_{pb} = 3\, \mu W$) triggers an extra population whose density time-evolution is shown in Fig. 7.2a. Note that the extra population lasts for tens of picoseconds while the two density peaks — cross-section of the vortex doughnut shape — remain in the same position. Although the contribution of the steady-state polariton population has been removed, no negative values are observed in between the density lobes, confirming that the vortex is not imprinted into the steady state. Moreover, since the properties of the extra population are inherited from the triggering probe, it is also possible to inject vortices with a finite in-plane momentum. We change the probe momentum to $k_{pb} \simeq 0.5\, \mu m^{-1}$ ($\theta_{pb} = 3.5^\circ$) and measure the time-evolution of the extra population, shown in Fig. 7.2b. Here, the long-lived polariton state moves towards the right with an approximately constant speed, demonstrating the ability of tuning the flow velocity of polaritonic wavepackets by tuning the probe excitation angle, similarly to what has been done in Ref. [18] but here triggering the parametric scattering at angles and energies smaller than the CW-pump ones.

Figure 7.2: Time-evolution of the polariton density triggered by an $M = 2$ vortex probe with in-plane momentum (a) $k_{pb} = 0$ and (b) $k_{pb} \simeq 0.5\, \mu m^{-1}$, for a cross section through the probe core. The steady state polariton density has been subtracted in both images.

Figure 7.3 shows the time-resolved emission of the full pumping spot region, interfered with an expanded part of itself, for the stopped (first row) and moving (second row) cases, corresponding to Figs. 7.2a,b, respectively. The background steady polariton density has not been removed in any of the images. We first see that, in both cases, practically no fringes are seen in the CW-only steady state (Figs. 7.3a,d), specially in the region around $(0,0)\, \mu m$ where the vortex is injected. This is required for the vortex to evolve freely without being affected by the complex flow pattern of a macroscopic condensate. We observe that when the vortex is excited at $k_{pb} = 0$, it does not split within its lifetime (Fig. 7.3b-c). However, exciting the signal with a finite momentum, $k_{pb} \simeq 0.5\, \mu m^{-1}$, thus making it move inside the pump spot, we observe the doubly quantized vortex splitting into two singly quantized vortices, as shown in Fig. 7.3d-f.
Figure 7.3: Time-dynamics of injected $M = 2$ vortices under excitation conditions in which they are not imprinted into a macroscopic coherent condensate. All the images are obtained by interfering the polariton emission inside the pumping spot with an expanded part of such a region. Panels (a-c)/(d-f) correspond to excitation by a probe with in-plane momentum $k_{pb} = 0$ [$k_{pb} \simeq 0.5 \mu m^{-1}$]. Panels (a,d) show the emission from the CW-only steady state, (b,e) at the probe arrival time, (c) 40 ps and (f) 28 ps after the probe arrival time. Dashed green lines mark (b,c,e) doubly- and (f) singly-quantized vortices. The background steady state density has not been removed in any image.

The physical mechanisms underlying the transition between these two stability regimes and their dependence on the injection probe momentum will be discussed in Section 7.3. Before let us compare the experimental results described here with the ones found by numerical simulations.

7.2 Numerical simulations

In order to simulate the time-dynamics of an $M = 2$ vortex imprinted into the OPO-signal, Eq. 5.8 is again numerically solved by using similar parameters as the ones used to obtain the solutions plotted in Fig. 5.7 but now using an $M = 2$ Laguerre-Gaussian probe in Eq. 5.7 instead of an $M = 1$.

Figure 7.4 shows the simulated dynamics of the condensate spatial profile with the $M = 2$ vortex probe arriving at $t = 0$. The $M = 2$ vortex splits into two singly quantised vortices almost immediately when the probe arrives, already during the imprinting process — confirmed by the two $\sim 5 \mu m$-separated density dips around ($-10$, $-5$) $\mu m$ in Fig. 7.4,
where however the currents streamlines plot does not have enough resolution as to resolve each vortex. The two vortices coexist for a short time, after which one is expelled from the condensate, usually annihilating with an anti-vortex present at the signal boundary. The other $M = 1$ vortex stabilises into the signal (Fig. 7.4c), constituting a new metastable solution similar to the one shown in Fig. 5.7l.

Figure 7.4: Simulated $M = 2$ imprinted regime. Calculated time evolution of the OPO signal emission for an $M = 2$ triggering probe before (a) the arrival of the probe at $t = 0$ and after (b,c), showing the splitting of the imprinted doubly quantised vortex (b) and the stabilisation of an $M = 1$ vortex into the signal. The supercurrents are plotted in the frame of the signal.

In order to numerically simulate the evolution of an $M = 2$ vortex not imprinted into the OPO-signal, the pumping strength $f_p$ is set to be below the OPO threshold and the pulsed probe is shone resonantly with the linear LPB dispersion — more details of parameters are given in Refs. [157,186].

Figure 7.5 shows the time evolution of the TOPO $M = 2$ vortex when injected by a probe at $k_{pb} = 0.1 \mu m^{-1}$ (first row) and at $k_{pb} = 0.7 \mu m^{-1}$ (second row). The simulated dynamics shows that the $M = 2$ vortex is stable in the first case — note that the currents wind around the same single core in Fig. 7.5b —, whereas it splits in the second case — the currents wind around two different points, separated by $\sim 10 \mu m$, in Fig. 7.5l. Moreover, simulations performed using different probe momenta show that a doubly-quantized TOPO vortex is stable if injected with in-plane momentum below a critical value, $k_{cr}^{\mu}$, above which the moving vortex always splits.
Figure 7.5: $M = 2$ simulated not-imprinted regime. Calculated TOPO signal emission for an $M = 2$ triggering probe at $k_{pb} = 0.1 \mu m^{-1} < k_{cr pb}^{\tau}$ (a,b) and at $k_{pb} = 0.7 \mu m^{-1} > k_{cr pb}^{\tau}$ (c,d) at the arrival time of the probe, $t = 0$ (a,c) and 42 ps later (b,d). The currents are plotted in the frame of the moving vortex.

7.3 Splitting mechanisms

We discuss here the physical mechanisms involved on the splitting of an injected $M = 2$ vortex in OPO polariton condensates.

The OPO is a steady-state regime, where the pump, signal and idler states are time-independent. This is also recognizable in the typical flat dispersion of signal, idler, and pump PL spectra (see Figs. 5.1c,d and 5.7a). The OPO-signal (and -idler, -pump) group velocity, defined by the derivative of the dispersion $v_g = \partial_k E/\hbar$ at $k_{pb}$, is therefore zero.

On the other hand, the spectrum of the TOPO regime is linear, with a finite and equal slope for the probe and conjugate states [18,186], which can be explained by the fact that, to have efficient parametric scattering, a large spatial overlap between both states is required and so their group velocities lock to the same value. By analysing the time–evolution of the spatial profile of the TOPO signal, it is found that its group velocity $v_g$, given by the velocity of its density maxima, is simply given by the derivative of the LPB dispersion in the linear regime, evaluated at $k_{pb}$ [186]. This is shown in Fig. 7.6b, in which the red line show the group velocity of a TOPO-wavepacket calculated by taking derivatives of the simulated LPB dispersion, perfectly matches the black points which correspond to the the wavepacket group velocity.
Moreover, because of the dynamical nature of the TOPO state and the loss of polariton population, the system evolves between different regimes. In particular, only in the strong amplification regime, at early times, is the spectrum linear, while it evolves back to the LPB at longer times [186].

Let us start discussing the case of imprinted vortices. When an \( M = 2 \) vortex is injected into a macroscopically occupied condensate created above OPO threshold, the OPO signal dispersion goes from flat to linear, becoming flat again once the vortex gets imprinted. This complicated evolution of the dispersion causes structural instability and splitting of the vortex during the transient time [186]. Another reason for the structural instability is the aforementioned non-uniformity of signal currents — caused by the interplay between spatial inhomogeneity, pump and decay –, which the OPO vortex experiences in its reference frame.

In contrast, for the case of non-imprinted vortices — when the \( M = 2 \) vortex is injected in the TOPO regime —, numerical analysis shows that the crossover from non–splitting to splitting happens for a critical probe momentum \( k_{pb}^{cr} \), where the LPB dispersion deviates from quadratic [186], which corresponds in Fig. 7.6a to values of \( k_{pb} \) for which the red line deviates from the dashed green line, which represents the derivative of a parabolic fit to the LPB. This can be understood as follows: just after the arrival of the probe, the TOPO linear dispersion yields a soliton–like behavior, with the signal and conjugate propagating and not changing shape or intensity. When parametric amplification vanishes, the wavepacket dispersion comes back to the LPB one. For quadratic dispersion, propagation is analogous to the ballistic time-of-flight expansion of ultracold atomic gases, i.e., the wavepacket size grows in time, but its shape is preserved. A uniform expansion of the wavepacket leads to an increase of the vortex core but does not cause the vortex to split. In contrast, if the LPB dispersion deviates from quadratic, propagation becomes complex and the wave packet gets distorted. This distortion during the propagation, very pronounced at later times of the evolution, leads to the mechanical splitting of the \( M = 2 \) vortex, analogous to the structural instability discussed in Ref. [187].

We briefly discuss now the experimental results related to the splitting of an \( M = 2 \) vortex. The red line in Fig. 7.6b shows the derivative of the experimental LPB dispersion for the conditions in which the data showed in Fig. 7.3 have been taken. The two black dots are the velocities of the vortex cores in Figs. 7.2a,b, which perfectly matches the red line. Note that the right-most black dot correspond to a regime where the LPB dispersion starts deviating from parabolic (the red curve starts deviating from the green dashed line), which is the reason we attribute to the splitting of the \( M = 2 \) vortex seen in Figs. 7.3.

We also investigate a second mechanism that could be the reason for the existence of a critical velocity for the vortex splitting in the TOPO regime. When inspecting the currents distribution in Fig. 7.4, plotted in the moving packet reference frame, we note that, whereas in the top panels the currents are radially symmetric, in the lower panels they have a main component pointing to the right direction. In the latter case, the propagating vortex feels a rather strong net current in its own frame, which may provide an additional explanation for splitting.

Reminding that the polariton effective mass is given by \( m^* = \hbar^2 (\nabla_k^2 E)^{-1} \) and noting that \( \nabla \phi = k \), Eq. 2.31 can be written as

\[
v_s = \hbar^{-1} \nabla_k^2 E \cdot k \tag{7.1}
\]

We have calculated, using the experimental fit to the LPB dispersion, the dependence
of the flow velocity, $v_s$, on the probe momentum. The result is plotted as a blue line in Fig. 7.6b. We note that the critical momentum for which the flow velocity deviates from the group velocity approximately coincides with the LPB losing the parabolic character. Therefore, when created above $k_{pb}^{cr}$, a moving $M = 2$ TOPO vortex feels a net current that causes it to split.

Figure 7.6: Dependence of the group velocity of a TOPO wavepacket, $v_g$, and as function of the probe momentum $k_{pb}$. Red line is the derivative of the (a) simulated and (b) experimental LPB dispersion, evaluated at $k_{pb}$. Green dashed line is the derivative of a parabolic fit to the LPB. Black dots are the group velocity $v_g$ of the propagating signal wave packet, (a) determined from simulations and (b) experimentally measured, versus the probe momentum $k_{pb}$. Blue line in (b) shows the flow velocity, $v_s$, evaluated using Eq. 7.1 with the effective mass extracted from the experimentally fitted LPB. Panel (a) adapted from Ref. [186]

7.4 Conclusions

In this chapter we have investigated the dynamical stability of $M = 2$ vortices created in polariton OPO condensates. Three different behaviours have been found depending on the excitation conditions. In cases for which the vortex is imprinted into the signal steady state, it always splits into two $M = 1$ vortices. On the other hand, when the vortex is not imprinted in the steady state but lasts only as long as the amplification induced by the probe, an $M = 2$ vortex is stable when excited below a critical $k_{pb}^{cr}$ value, or splits into two $M = 1$ vortices when the vortex is injected with a probe at higher momentum.
Part IV
Non-resonantly excited polariton condensates made to interact
Introduction

The first indications of spontaneous macroscopic coherence in microcavity polaritons out of a thermal distribution of particles appeared when pumping high-quality samples with tiny pump spots, in which case a non-linear increase of the polariton luminescence was observed in a finite $k$-ring in momentum space exhibiting spontaneous coherence. The quest for ground-state thermalised condensation has motivated the use of bigger pump spots, which became the predominant ones in the subsequent investigations of polariton quantum fluids. The successful fabrication of high-quality AlGaAs-based microcavity samples motivated the resurgence of pumping geometries using tightly focused beams, which have been shown to produced extended outflowing polariton condensates that can be easily manipulated optically within semiconductor chips.

In this part of the thesis we report on the fully-optical control of outflowing condensates in two-dimensional high-quality microcavities — see Chapter 8. Going a step further, we put two or more of such non-resonantly created condensates to interact, giving rise to many different pattern formation structures, including ladders of energy states, in a realization of the quantum harmonic oscillator — Chapter 10 —, and stable interference patterns containing lattices of vortices — Chapter 9. We demonstrate that quantum fluidic circuits can be thus created on the fly using suitable pump configurations.

The interaction between spatially-separated polariton condensates has received special attention in the last years, with many different phenomena reported such as mode-locking between trapped condensates, coherent linear and non-linear Josephson oscillations, self-trapping and condensation in photonic molecules. In our results, however, the interactions between condensates happen in a different scenario. Instead of being trapped and interact via tunnelling phenomena, the condensates spatially overlap and mode-lock to create a single condensate, pumped at different positions but described by a single macroscopic wavefunction.

We also present different results where it is important the concept of a dark-soliton, which are zero-density solutions of the complex Ginzburg-Landau equation, with a $\pi$-phase jump at the density minima. Here they appear either spontaneously as an oscillating wavepacket confined between two harmonic blueshift-”hills” — see Chapter 10 —, or are imposed by the interference of counterpropagating polariton flows — see Chapter 9. In both cases we discuss the stability of such dark-solitons and its relation with non-linear optics and in BECs with repulsive interactions.

All the results have been achieved in PhD stay, sponsored by the Spanish Ministry of Science and Innovation, at the Nanophotonics group, leaded by Prof. Jeremy J. Baumberg, in the University of Cambridge. The experiments have been performed by the author of this thesis with the invaluable help of Dr. Gabriel Christmann. The simulations have been carried out by Prof. Natalia G. Berloff from the Department of Applied Mathematics and Theoretical Physics, also in the University of Cambridge. All the results have a strong input from the ideas of Prof. Jeremy Baumberg. The author also thanks discussions on the data analysis with Carlos Antón and Prof. Luis Viña.

The sample used is a high quality factor (\(Q > 16000\)) AlGaAs-based microcavity containing 12 GaAs quantum wells, and exhibiting a 11.2 meV photon-heavy-hole Rabi splitting — see Section 3.2. A wedge in the sample thickness allows the detuning between the cavity mode and the heavy hole exciton to be varied. All data presented use a negative
cavity detuning ranging from $-6$ to $-3\, meV$. 
Chapter 8

Outflowing condensates

Controlling the propagation of coherent matter-waves has been sought for many years in cold atom systems, where the condensate is released from its trapping potential and expands \[7,9\] and/or fall subject to gravity \[196\].

Moreover, the successful implementation of fully quantum mechanical rules in order to build the so-called quantum computers will be based on propagating information without losing its coherence, which is a necessary ingredient to scaling up multiple-qubit logical operations \[197\].

Here it is shown that in semiconductor-based polariton condensates, this coherent manipulation is made in-situ by the pumping laser beam. A spatial tiny pumping field is found to create an outflowing condensate coherent over tens of microns on a chip. It is shown how the condensate chemical potential and flow can be tuned by the driving field power.

8.1 Spontaneous long-range order

We first excite the multiple-QW sample, described in Section 3.2, with a CW-laser focused into a \(1\mu m^2\) spot. To prevent any coherence from the laser beam to be transferred into the polariton condensate, the pumping energy is tuned to the first Bragg mode above the cavity energy, creating a hot electron-hole plasma that cools down to polariton reservoir modes after losing energy through multiple scattering with lattice phonons – see section 2.5.1.1. Under low pump powers, the pumping region emits a weak broadband photoluminescence (Fig. 8.1). As the excitation power approaches \(\sim 10\, mW\) an abrupt increase of the polariton emission is observed together with a sudden collapse of the energy distribution to a single energy mode with decreased linewidth. Moreover, as seen in the two real-space images at the top of Fig. 8.1 below \(\sim 10\, mW\) the PL comes mainly from a small spatial region that corresponds to the pumping spot, whereas above such threshold the emission from the bosonic-stimulated single mode comes from a spatial region covering tens of microns, much bigger than the pumping spot size.

\[1\] A quantum bit (qubit) is a two-state quantum mechanical system that serves as the a unit of quantum information – the quantum analogue of the classical bit.
Figure 8.1: Integrated polariton emission intensity (red squares, left axis) and linewidth (blue circles, right axis) vs pump power; insets are real space emission images below (left) and above (right) condensation threshold (9 mW). Blue and red lines are guides to the eye. Light-shadowed region corresponds to a single-mode, narrow-linewidth, polariton condensate.

An important feature of a macroscopic coherent state is the appearance of long range order, meaning that two distant points will be mutually coherent and so have a fixed phase relation. This characteristic is directly related to the first order correlation function between two equidistant points of a condensate with respect to its centre, $g_1(r, -r)$, which has been used as a landmark of spontaneous coherence [15,117].

In order to confirm that the transition to a macroscopically occupied single energy mode is accompanied by a build up of long range order, we pump the sample at 20 mW and interfere the sample emission with an inverted image of itself by using a Michelson interferometer in the retroreflected configuration – see Section 4.3.1 for details on the setup. The resulting interferogram is shown in Fig. 8.2, where the condensate has been retroreflected with respect to the pumping spot at (0,0) µm. Figure 8.2 shows the coherence function, $|g_1(r, -r)|$, extracted after applying Fourier transform analysis – see Section 4.3.2 – to the interferogram. The image clearly shows the condensate is coherent over tens of microns. The observed cross-like symmetry is probably due to an asymmetry in the condensate polarization which depends on the propagation direction. In the rest of the data presented in Part IV in order to avoid polarization-related phenomena, we made sure that such an asymmetry is not present by using different locations on the sample.

---

2 The low coherence in the centre is due to a broadband emission at the pump spot position.
3 It has been recently shown that the circular polarization of an outflowing polariton condensate has a four-fold circular symmetry due to the optical spin hall effect [198]. Since this symmetry is inverted in a retroreflected image, the four diagonal low coherence regions in Fig. 8.2 represent interferences between orthogonal circular polarization, yielding no fringe visibility.
8.2. SHAPING POLARITON POTENTIAL AND FLOW

The fact that an spatially-extended polariton condensate can appear out of a tiny pumping spatial region is quite astonishing and was only observed a couple of years ago, after the appearance of new-generation samples with extremely weak disorder \[110\]. In the following section we discuss the physical mechanisms underlying the creating of such macroscopic quantum fluids.

8.2 Shaping polariton potential and flow

Polaritons are highly nonlinear quasiparticles: they experience strong mutual repulsion resulting in energy shifts to higher energies (blueshifts) wherever the density is high \[15, 31\]. We investigate the energy dependence of the condensate photoluminescence for different polariton densities, \(N\) (Fig. 8.3). Since excitons have a small diffusion coefficient, the polariton reservoir is mainly concentrated in the small pumping spot region. Such a radially-decaying polariton density creates a radially-dependent energy shift \(\Delta(r)\), which defines an optically-controlled potential landscape. This effect can be clearly seen at high pumping powers (Fig. 8.3c): near the pump spots, the emission is suppressed for energies below that of the condensate, \(\Delta_0\), which depends on the polariton density.

The polariton condensate is created at the top of the curve depicting the blueshift (thick dashed-dotted in Fig. 8.3c), \(\Delta(0) = \Delta_0\), with energy \(E_c = E_{LP} + \Delta_0\), where \(E_{LP}\) is the polariton energy for vanishing densities, and suffers an outwards force given by \(F = -\partial_r[\Delta(r)] = \hbar \partial_r k\). As polaritons outflow from the pumping spot, their potential energy \(\Delta(r)\) is converted into kinetic energy making polaritons to be ejected radially \[110\]. The condensate, being described by a single wave function, cannot decelerate simultaneously all around the ring through single local scattering events, thus the macroscopic states maintains is energy constant while outflowing.

Such an outflowing condensate can only be created in new-generation AlGaAs-based microcavity samples, where the reduced strain between layers allow for growing DBR-mirrors with very weak photonic disorder and high reflectivity. Coherent polaritons are then capable of propagating over distances of many microns with high speed before decaying into photons. In CdTe-based samples, polariton condensation at finite-momentum states has been reported \[105\], and its existence has been theoretically explained as a...
consequence of the small pumping profiles used in the experiments \[190\]; however, in this case, the strong sample disorder prevented the observation of an spatially-extended condensate.

![Figure 8.3](image1)

Figure 8.3: Spectra emitted at different distances from the pump spot, for three different excitation powers (colours in log scale). Horizontal dashed line is the nonblueshifted energy \(E_{LP}\), \(\Delta(x)\) is a schematic representation of the blueshift at each spatial point, \(\Delta_0\) being the blueshift at the pump spot. The A line is a guide to the eye for the spatially dependent reservoir intensity maxima – see Section 11.1

The polariton acceleration mechanism can be better understood using the momentum space picture. By placing two lenses with same focal length at the emission far field and an iris between the two lenses, at the common focal plane, it is possible to take the dispersion of a small spatially selected region – see Section 4. Doing so for a 10\(\mu\)m-diameter circle centred at the pumping spot, the condensed emission is observed at in-plane \(k = 0\) at the bottom of a blueshifted lower polariton branch (LPB) (Fig. 8.4a). As the small spatial filter is gradually moved away from the pump spot, the dispersion emission peak keeps its energy but gains a finite momentum as the LPB red-shifts (Fig. 8.4b), eventually reaching its maximum value at a distance \(\sim 10 - 15\mu\)m (Fig. 8.4c,d), where the reservoir density becomes small and the LPB dispersion goes to its unshifted value. Therefore, the farther the filter is placed from the pump spot, the higher is the condensate momentum and the lower the dispersion bottom, in a clear indication of the blueshift-induced acceleration mechanism. These observations form the 2D counterpart to that observed in 1D polariton wires \[110\], leading to the formation of condensates with circular symmetry extended over > 100\(\mu\)m\(^2\).
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Figure 8.4: Measured dispersion emission, when pumping with \(\sim 15\)\(mW\), filtered in near-field through a 10\(\mu\)m-diameter pinhole whose distance from the pumping spot is indicated at each panel. Colours are in log scale.
It follows that the condensate wavefunction cannot be described by a single momentum state, as accelerating polaritons in each radial direction have varying momenta \( k_c(r) \) set by the position dependent blueshifts:

\[
k_c(r) = K[E_{LP} + \Delta_0 - \Delta(r)],
\]

(8.1)

where \( K[E] \) is the inverse dispersion relation, \( K(E) \approx \sqrt{2m(E - E_{LP})/\hbar} \) for small \( k \). Instead the condensate wave function is a superposition of different \( k_c \) states at different radial positions,

\[
\psi(r,t) = e^{ik_c(r)r - i(E_{LP} + \Delta_0)t}e^{-\tau_c/r + \tau_c}g(r)
\]

(8.2)

where \( \tau_c \) is the polariton decay time, and \( \tau \) is defined below. The amplitude \( g(r) \) takes into account the pronounced radial dependence of the emission intensity from the ring around the pump spot (right inset on Fig. 8.1), which is related to an outflowing high-\( k \) incoherent reservoir that is converted by stimulated scattering into the coherent expanding condensate of Eq. 8.2 at the ring radius – see Section 11.1. As the condensate expands, its velocity changes so that the distance \( r \) is reached after a time \( \tau \),

\[
\tau(r) = \int_0^r \frac{dK(r')}{dE}igg|_{E_c} dr'
\]

(8.3)

This unusual condensate thus has a wave vector that varies with radial position. The dispersion of the full condensate is then a single energy state occupying a wide momentum distribution ranging from \( -K[E_{LP} + \Delta_0] \) to \( K[E_{LP} + \Delta_0] \) (Fig. 8.5a for a power of 13 mW), which corresponds to the sum of panels as those shown in Fig. 8.4. It has two intense peaks at \( -K[E_{LP} + \Delta_0] \) and \( K[E_{LP} + \Delta_0] \) since the main condensate emission comes from polaritons propagating at maximum speed (the accelerating region is small compared to the condensate size).

![Figure 8.5: (a) Dispersion image of the full sample photoluminescence, pumping with 13mW, just above condensation threshold. Purple dashed line is a fit to the lower polariton branch, \( \Delta_0 \) the blueshift at the pump spot and \( k_c \) the maximum momentum achieved by the outflowing condensate which is the main peak in the dispersion. (b) Blueshift at pumping spot (\( \Delta_0 \) – black circles) and condensate maximum momentum (\( k_c \) – purple triangles) dependence with power. Black line is a logarithmic fit to \( \Delta_0 \) up to single-mode condensation break-up (80 mW) and purple line is found when taking the wave vector \( k_c \) corresponding to each energy \( \Delta_0 \) given by the black line, by using the inverse dispersion relation from (a), \( K[\Delta_0] \).]
By increasing the excitation power the reservoir population is increased, which also increases the interaction-dependent blueshift. We observe a remarkable logarithmic increase of the blueshift at the pumping spot for up to $\sim 80 \text{ mW}$ excitation power (black circles in Fig. 8.5b), with no abrupt increase of the blueshift at the condensation threshold, as opposed to previous results [200]. This is probably due to the fact that, once created, the condensate is fast ejected from the pump spot, so its density at the pumping spot is negligible as compared to the reservoir one, which is thus mainly responsible for the observed blueshift.

At $\sim 80 \text{ mW}$, the blueshift start increasing sub-logarithmically. This fact, together with the second non-linear increase of the polariton PL, at the same power, observed in Fig. 8.1, is related to the appearance of a second macroscopic outflowing mode as it will be discussed in Appendix 11.4.

We can therefore tune on the fly the repulsive potential seen by polaritons in a simple way, just by changing the excitation power, paving the way towards the confinement of macroscopic wavefunctions, as will be discussed in Chapter 10.

The maximum outflowing speed achieved by the condensate, $k_c = K[E_{LP} + \Delta_0]$, set by the LPB dispersion inverse value at the blueshifted energy, is also tuned by the excitation power (see purple triangles in Fig. 8.5b), since it depends on the blueshift at the pump spot. In this way a wide range of flow speeds can be chosen in the polariton fluid. Although such a control can also be achieved under resonant-excitation geometries [18,19], here the phase of the fluid is not imposed by the pumping field, but rather chosen spontaneously by the condensation mechanism itself.

### 8.3 Conclusions

We have reported on a nonlinear polariton emission increase under increasing pump power while staying in the strong coupling regime. Spatially-resolved spectroscopy showed a local blueshift of the $k = 0$ condensate emission at the pump spot position, while the energy of the condensate remains the same all over its extension. The condensate has $k = 0$ at the pump spot and gains momentum as it flows away from it, revealing polariton propagation.

In the following chapter we make use of the all-optical control of polariton flow in 2D chips discussed here to create different coherent flow patterns that contain standing waves and vortex lattices. Chapter 10 uses the ability to manipulate the confining potential in order to generate confined polariton quantum oscillators.
Chapter 9

Geometric phase-locking and Vortex lattices

Polaritons provide a semiconductor bosonic platform with extremely light mass and huge non-linearities. Up to this point of the thesis, different ways of condensing polaritons injected by a single pump spot have been presented. The following step is to check how two or more independently created condensates interact.

9.1 Mode-locking and stable in-situ interferences

Mode-locking of different polariton condensates has been studied when pumping non-resonantly with a big single pump spot \[132\]. In this case, different polariton condensates, created by the same large-area laser beam and trapped inside defects originating from disorder, were shown to phase lock to produce a single condensate with extended spatial coherence. The locking is due to Josephson tunnelling between the trapped condensates \[201\].

In the experiments carried on during this thesis, the sample has very low disorder and the condensates can propagate freely. Instead of being trapped, they are formed on the top of blueshift-induced potentials, so no Josephson physics between condensates separated by tunnelling barriers appear here. We rather study how two or more condensates placed spatially close to each other interact.

First, we incoherently and continuously pump the microcavity sample with two 1\(\mu\)m-diameter lasers 40\(\mu\)m apart [placed at \((-20,0)\ \mu m\) and \((20,0)\ \mu m\) in Figs. 9.1a,c,e]. The two laser beams come from the same laser by splitting it into two in a beam-splitter placed before the focusing objective lens. We start equally increasing the excitation power at each pump spot. Just below condensation threshold (\(\sim 15\ mW\)), the emission region extends away from both spots(Fig. 9.1a) and the spectrum from a 20\(\mu m\)-diameter circular region centred between the two spots is clearly concentrated in two finite and opposite momentum states (Fig. 9.1b), corresponding to the outflow from each spot (see Chapter 8). Above condensation threshold, a non-linear increase of the emission intensity is observed together with a remarkable interference pattern in the region where the two outflowing condensates overlap (Fig. 9.1b). The dispersion spectra between the spots, Fig. 9.1b, reveal that the fringes are formed by interferences between two counterpropagating fluids, each of them having a single and equal energy mode. The fringe-pattern is stable for many minutes, meaning that the outflow from each spot is mode-locked with the other one at the same energy – note that such a mutual coherence
has no relation with the two spots being pumped by the same laser, since all the laser
coherence is lost in the relaxation processes before creation of the two condensates. In
this case, each of the pumped spots is affected by the outflow from the neighbouring
condensate, i.e., each condensate resonantly fills the other. Condensation is therefore
more likely to occur at the same energy and thus mode-locking occurs.

In Bose-Einstein condensation, single particle waves synchronize to create a coherent
state (condensate) because of the nonlinear interactions. Here, the interactions within the
outflow from different pumped spots lead to a synchronization of phases, in a full analogy
with condensation itself. What is new here is that such a high coherence is present even
when using multiple spots (see rest of Chapter), meaning that the outflow from each spot
spontaneously mode-locks with the neighbouring ones.

Two condensates do not manage to phase lock when the discrepancy between pumping
strengths is too large, in which case the outflow from each spot happens at different
energies and no fringes are seen in our time-integrated measurements (see Figs. 9.1e,f).
Because of the nonlinear potential landscape caused by the feedback between polariton
density and local blueshifts, the mode-locking conditions subtly vary with excitation
details.

The experimental setup can be easily changed to include 3 or more pump spots,
in which case interferences are expected to generate vortex lattices [202, 203]. In the
following sections we discuss how the non-linearities of polaritons change the nature of
such topological textures.

9.2 Honeycomb vortex-antivortex lattices

Vortex lattices were first predicted [95], and later observed [204] in type-II superconductors, in response to an externally applied magnetic field. In neutral quantum fluids,
external rotation was used to generate vortex lattices in superfluids of helium \[92\] and later in atomic Bose-Einstein condensates \[205\]. Recent proposals include the generation of honeycomb vortex-antivortex lattices through linear interference of three expanding BECs \[202,206\]. Such lattices have never been observed experimentally, although related techniques have been used to nucleate vortices in BECs \[207\] or vortex solitons in non-linear media that have been used as waveguides \[208\] and photonic crystals \[209\]. Being neutral systems, polariton condensates cannot produce vortex lattices in response to a magnetic field, but theoretical proposals suggest generating such lattices using harmonic traps \[145\], resonant laser injection \[210,211\] and interference between outflowing condensates \[203\]. The latter scheme is used in this Section to generate honeycomb vortex-antivortex lattices.

We start by placing three 1µm-diameter laser beams — again produced by splitting the CW–laser into three by using beam-splitters before the focusing objective lens — equidistant from each other. Interference patterns appear in the region where the condensates overlap between the three pump spots (see Fig. 9.2a, where the three pump spots are marked by black circles), with a characteristic honeycomb structure. Such a structure is predicted to support a stable vortex lattice \[203\], and to confirm this we record interference images (Fig. 9.2c) generated in a Mach-Zehnder interferometer and extract from those the coherence (Fig. 9.2d) and phase (Fig. 9.2e) by using Fourier transform analysis (see Section 4.3.2). Here we have used, as a reference wave for interferometry, an expanded small region outside the lattice, 30 µm outwards one of the pump spots — see Appendix 11.5. The precise vortex positions are evidenced when calculating the vorticity, \( \varpi = \nabla \times \mathbf{v} \) (Fig. 9.2f). Each vortex is surrounded by three vortices of opposite winding number, and so the hexagonal lattice can be seen as two Abrikosov-like triangular lattices \[95\] of opposite sign. The lattice is highly coherent over tens of microns, Fig. 9.2d (one must keep in mind that the fringes are obtained by interfering the region between spots with a \( \sim 40\) µm-apart expanded region, see Appendix 11.5), with interference visibilities over 50%, while the non-emissive vortex cores are seen as points of zero coherence with undefined phase. The full phase image (Fig. 9.2b) shows up to 50 vortices and antivortices located at the vertices of the honeycomb structure.

The lattice wavefunction is an intricate superposition of outflowing polaritons from each pump spot: Polaritons are created with \( k = 0 \) at each pump spot and accelerate outwards through decreasing blueshifts \( \Delta(r) \) at larger distances, with \( \Delta(r > 10\mu m) = 0 \) — see an schematic representation of the three–hill blueshift surface \( \Delta(r) \) in Fig. 9.3a. In the centre between the three pumped spots the wavefunction is thus the superposition of three \( k_c \) vectors at 120° to each other, directed out from each pump spot (Fig. 9.3c), whose linear combination generates the honeycomb lattice \[206\]. The separation between adjacent vortices, \( A \) in Fig. 9.2f, is given by the simple relation \( A = 4\pi/(3k_c\sqrt{3}) \).

The magnitude of each wavevector \( k_c \) at each spatial point is given by the condensate energy and the local blueshift, \( \Delta(r) \) through the LPB inverse dispersion relation, Eq. 8.1 — see Fig. 9.3. The higher the blueshift at the pumping spots, the higher the wavevectors magnitude between spots. We again observe a logarithmic dependence of the blueshift \( \Delta_0 \) with excitation power — see black circles in Fig. 9.3b. This allows us to predict the wavevector magnitude between spots, \( k_c \), using Eq. 8.1 — see purple line in Fig. 9.3b, in excellent agreement with the measured values (purple triangles) — and therefore the separation between adjacent vortices — see orange line in Fig. 9.3b, again in good agreement with measurements (orange dots). The non-linear condensate properties can thus be used to stretch the vortex lattice spacing, here by over 50% from 1.2 – 1.8 µm.
Each pump spot contributes to the global wave-function with different $k$-states at different radial positions (see Eq. 8.2). The global wavefunction is a superposition of the three outflows from each spot:

$$\psi(\mathbf{r}) \approx \sum_{n=1}^{N_{\text{spots}}} e^{i(K_c(\mathbf{r})|\mathbf{r}-\mathbf{r}_n|+\varphi_n)} e^{-\tau(|\mathbf{r}-\mathbf{r}_n|)/\tau_c} g(\mathbf{r})$$  \hspace{1cm} (9.1)

The individual condensate phases $\varphi_n$ are extremely important to determine the specific vortices positions, since varying one of the phases $\varphi_n$ displaces the whole lattice pattern in the direction of the spot $n$. Therefore, by measuring the position of the vortices with respect to the pumping spots positions we can get information about the relative phases between spots. Let us call $O$ the spots centroid and $L$ the central vortex-hexagon centroid — see Fig. 9.2. If the relative phases between spots vanishes, $O$ and $L$ spatially overlap. For the lattice shown in Fig. 9.2 both points almost perfectly spatially overlap, and this is also the case for many other measurements not shown here. In the following section we discuss the reason for such a perfect match.
9.2. HONEYCOMB VORTEX-ANTIVORTEX LATTICES

9.2.1 Numerical simulations and ferromagnetic coupling

In order to fully describe the lattice wave-function, simulations are performed using a simple form of the mean field model of polariton condensates [145, 151, 154] through the complex Ginzburg-Landau (cGL) equation 2.36, which includes both dissipation and pumping,

\[
 i\hbar \partial_t \psi = \left( -\frac{\hbar^2 \nabla^2}{2m^*} + g|\psi|^2 + V_{\text{ext}} \right) \psi + \frac{i\hbar}{2} [P - \Gamma] \psi \tag{9.2}
\]

where \( g \) is the strength of polariton interactions and the polariton decay rate is \( \Gamma = 0.1 \text{ meV} \). The details of pumping are included in:

\[
 P(\mathbf{r}, \psi) = \gamma - i\eta \partial_t - \kappa |\psi|^2, \tag{9.3}
\]

where \( \gamma \) is the pumping rate and \( \kappa \) is the rate of nonlinear dissipation leading to gain saturation [145]. The dimensionless parameter \( \eta \), introduced in Ref. 212 to describe experiments showing multimode condensation in confined geometries [110], describes the energy relaxation due to interactions between polaritons. We use \( \eta = 0.1 \) and \( \kappa/g = 0.3 \).
Three $1\mu m$–wide pumping spots have been considered at 3 times threshold ($\gamma = 3\Gamma$). The disorder potential $V_{\text{ext}}$ simulates the sample random imperfections and is related to Rayleigh scattering — see Appendix 11.3, but for all the physics discussed in this Chapter it is irrelevant and so it is taken to be $V_{\text{ext}} = 0$.

The numerical solution of Eqs. 9.2 and 9.3 for three equally spaced pump spots (Figs. 9.4a,b) reproduces the vortex lattice found in experiments (Fig. 9.4c). It gives a wavefunction with the same phase at each pump spot position (Fig. 9.4b), independent of the initial state, and hence the central bright lobe appears at the spots centroid (placed at the intersection between the three green lines in Fig. 9.4a). This is the only solution that is invariant under an interchange of the spot positions, and so is geometrically imposed by the pumping configuration. However it is spontaneously chosen by the condensate system because the phase carried by the pumping laser is completely lost during the relaxation processes. If we make an analogy with ferromagnetic systems, by considering each pump spot as a pseudo-spin, our triangular configuration avoids pseudo-spin frustration by insisting on ferromagnetic nearest neighbour interactions, then the pumped spots acquire the same spontaneous phase (or equivalently, pseudo-spin). Thus the vortex lattice is controlled by the pseudo-spin symmetry of the optically-induced condensates, analogous to ferromagnetism in 2D spin systems.
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Figure 9.4: Numerical simulations and geometric locking. Simulated wavefunction (a) density and (b) phase, showing vortices and the equal phases at each pump spot position (represented by blue 0’s inside circles). (c) Measured polariton photoluminescence for 25 $mW$ excitation power per spot. Green lines cross at the spots centroid.

The separation (as a fraction of the periodicity $2\pi/k_c$) between the centroids of this vortex lattice ($L$) and the pumped spots ($O$) quantifies the deviation from perfect ferromagnetic coupling (ie. the state where the phase at each pump spot is identical). For three different powers, this ‘F–offset’ is found to be always below 3% (Fig. 9.3d), showing that ferromagnetic coupling is always dominant in the triangular geometry. The stability of the lattice persists then due to the non-linear geometric phase locking of the free condensate phase of each pumped spot. This implies that rich spin phenomena such as ladder magnets [213] may be directly investigated in the polariton system.
9.3 Square bistable lattices

Lattices with different geometry can be simply engineered by changing the number and position of pump spots. Square lattices are created when pumping the sample with four spots placed at the vertices of a square. Fig. 9.5a-d show the numerical solutions to Eqs. 9.2 and 9.3 when using four equally-spaced pumping spots. Unlike the three-spot geometry in which the condensates lock with the same phase, here two different relative phases between nearest neighbour condensates are possible depending on initial conditions: either 0 (Fig. 9.5a,b) or \( \pi \) (Fig. 9.5c,d) relative phases. These are analogous to ferromagnetism (F) and anti-ferromagnetism (AF), respectively, in 2D spin systems (Fig 9.5h), and can again be distinguished in experiments by looking at the polariton density at the centroid between the spots: F-coupled condensates have an antinode at the centre (Fig 9.5e) whereas AF-coupled have a node (Fig. 9.5g). Again, these are the only solutions that preserve the rotation symmetry of the pumping spots configuration.

The F-coupled lattice has been found in experiments under a pumping power equal to 12 mW, just above condensation threshold. Its spectra contains a single energy mode (Fig. 9.5f), and thus we expect that the lattice density is static in time. However the AF-
coupled lattice has been observed under high pumping powers, hence non-linear effects are expected to play a role since the polariton densities are high. In fact, the lattice spectra for $40\, \text{mW}$ pumping power per spot (Fig. 9.5f) show a main energy peak, whose density profile follows the one expected for an AF-coupled lattice (Fig. 9.5g), accompanied with weaker energy sidebands that indicate non-linear temporal dynamics.

Moreover, although the simulated lattices shown in Figs. 9.5a-d are steady state solutions whose spatial densities are constant in time, we obtain a lattice spectra whose main peak also contain sidebands (Fig. 9.5i), in agreement with experiments; to obtain this agreement it has been necessary to increase the polariton densities on the inter-spot region, which has been achieved by making the parameter $\kappa$ vanish outside from the pumping spots. We discuss in the following Section the time-dynamics of such nonlinear lattices.

### 9.4 Nonlinear square lattice dynamics

Let us first consider an approximation to the wavefunction of the AF-coupled lattice, close to the spots centroid, as being a linear superposition of four perpendicular waves with $\pi$-phase shifts between each wave, as schematically represented in Fig. 9.6a. The density and phase of such an interference is shown in Figs. 9.6b,c, respectively. Instead of vortices, we note high-density square lobes with a flat phase separated by zero-density lines whose phase on each side differs by $\pi$. Such dark-lines with abrupt $\pi$-phase jumps are known in non-linear optics as dark-soliton stripes \cite{192,193}. These structures are unstable when considering propagation through a saturable self-defocusing nonlinear medium, breaking up into optical vortex solitons \cite{192}. Similar phenomena also appear in BECs: simulations show that, if two nonrotating BEC pieces with a repulsive nonlinearity are made to interfere, in a scheme analogous to the Young’s two-pinhole interferometer, the interference fringes — also known as dark-soliton stripes — decay via a ‘snake instability’ into a string of vortices \cite{194,195}. This vortex formation mechanism relies on the nonlinearity of the BEC self-interaction and has never been observed experimentally.

![Figure 9.6: Square dark-soliton stripes produced by linear interferences. (a) Schematic representation of four-perpendicular beams created at the spots positions $i$, $ii$, $iii$ and $iv$, with $\pi$-phase difference between them. The propagation direction of each beam is represented by the blue arrows and their relative phases by 0’s and $\pi$’s inside circles. (b) Intensity and (c) phase images of simulated interference between the beams inside the region marked by a dotted green square in (a).](image)

In order to investigate the stability of dark-soliton stripes in polariton condensates, we track the time-evolution of the AF-coupled lattice wavefunction in simulations and experiments. In the latter case, we energy-resolve and tomography-reconstruct the lattice emission in a spectrometer, recording real-space and interference images that yield the
lattice density and phase, $\psi(r, E)$ — see Section 4.3.3. A simple Fourier transform allows the condensate phase and density to be tracked in time:

$$\psi(r, t) = \sum_E \psi(r, E) e^{iEt/\hbar}.$$ 

We first plot the time-averaged polariton density, which is equivalent to the energy-averaged density, $|\psi(r)|^2 = \int |\psi(r, t)|^2 dt = \int |\psi(r, E)|^2 dE$, for the simulated and measured data, in Figs. 9.7a,b, respectively. In both figures the spots centroid is at $(0, 0) \mu m$. Although small distortions are present, the main characteristic of both density profiles is to have the four lobes separated by a low density region at the spots centroid, characteristic of the AF-coupled lattice. This is due to the fact that the main mode peak in Figs. 9.5i contains an AF-like density pattern — see Fig. 9.5g.

It is also possible to track, in simulations, the time-dynamics of the lattice phase at each pump spot position $P$ (Fig. 9.7c). Here the AF-coupling, with $\pi$-phase jumps between neighbouring spots, is preserved in time, therefore non-linearities are not capable of breaking the rotational symmetry between spots. The relative phases between the four central lobes in Figs. 9.7a,b, which are also expected to maintain a $\pi$-phase relation in the linear case, fluctuate with a $\sim \pi/5$ amplitude in a picosecond time-scale (Figs. 9.7d), indicating non-linear dynamics, although on average the $\pi$-phase relation is preserved.

Dark-solitons are predicted to break up in the region between each of the four lobes, and therefore non-linear dynamics are expected to be clearly manifested at these places. Let us therefore analyse the time dynamics of the regions delimited by the dashed white rectangles in Figs. 9.7a,b. For a fixed time, the density profile of both simulated and measured data contain a dark line aligned approximately in the horizontal direction — see upper panels of Figs. 9.8a,b, respectively. The corresponding phase profiles — middle panels — show vortices placed where the density, in the upper panels, reach the lowest values. These vortices are linked by lines where the phase jumps by a $\pi$ factor, corresponding to the low-density lines in the upper panels. The dark line in the upper panels contain therefore vortices linked by dark-solitons. The precise positions of the dark-solitons appear when plotting the phase derivative in the $y$ direction ($\text{black} \rightarrow \text{green}$ colorscale in lower panels), the same for the vortices when plotting the vorticity in the same compatible image ($\text{red} \rightarrow \text{blue}$ colorscale in lower panels). Note that a dark-soliton separate two vortices of opposite winding number, and similarly a vortex separate two dark-solitons of opposite phase derivatives.

We next present the time-dynamics of the simulated and measured vorticity and phase $y$-derivative in Figs. 9.8c,d, respectively. We evidence the dynamics only in the $x$-direction by integrating the region inside the dashed rectangle in Figs. 9.7a,b along the $y$-direction between the two lobes. Both images show the movement of vortices and antivortices in the $x$-direction, separated most of the time by dark-solitons. It is also remarkable the spontaneous appearance of V-AV pairs out of a dark-soliton break-up (see, e.g., the point $x \simeq -0.3 \mu m$, $t \simeq 5 \text{ps}$ in Fig. 9.8d), in accordance with our previous

\footnote{Being more precise, the relative phase between each energy mode cannot be determined experimentally, since a global increase of the phase $\varphi(E)$ of each energy mode does not change the recorded interference pattern. Thus an unknown phase per mode should be added to the Fourier transform calculation, $\psi(r, t) = \sum_E \psi(r, E) e^{iEt/\hbar + \varphi(E)}$. However as time passes the relative phases between energy modes change since the modes are time-evolving with different frequencies, thus an infinite number of combinations of relative phases $\varphi(E)$ can be mapped into a single combination by changing the origin of time. We have checked that, giving random values, between $-\pi$ and $\pi$, to $\varphi(E)$, the reconstruction of the dynamics is not substantially changed. We set therefore $\varphi(E) = 0$ for all the data presented here.}

\footnote{In experiments, although the condensate phase can be extracted, the limited precision in the method used for this — in particular the unknown global phase-gradient introduced by the interferometer geometry — does not allow to make a good enough comparison between the phase at each pump spot.}
Figure 9.7: (a) Simulated and (b) measured time-averaged polariton emission of an AF-coupled lattice corresponding to Fig. 9.5i and Fig. 9.5f,g, respectively. The spots centroid is at $(0,0) \, \mu m$. Dashed white rectangles marks region where the time-dynamics is plotted in Fig. 9.8. (c) Time evolution of the simulated wavefunction phase at each pump spot position (as sketched in Fig. 9.6a). (d) Simulated and (e) measured time evolution of the condensate phase at each lobe centre indicated in (a,b).

discussions. Finally, note that the opposite phenomena, namely the annihilation of V-AV pairs, also happens (see, e.g., the point $x \simeq -1.1 \, \mu m, t \simeq 8.3 \, ps$ in Fig. 9.8).

Even though the AF-coupled lattice is stable (Fig. 9.7), the regions between the bright spots, which are expected to contain dark-soliton stripes, are destabilised by the strong nonlinear interactions. This leads to modulational instabilities that nucleate vortex pairs, resembling effects in non-linear optical media \cite{192,193} and BEC’s \cite{194,195}. We have shown in this thesis the first observation of this vortex formation mechanism in a non-equilibrium condensate.

In order to determine the regions where vortices are created and/or move to, we plot the probability of finding a vortex at a specific spatial point by taking the normalised time-averaged vorticity, $\langle \varpi(r) \rangle = \left[ \int_0^{\Delta t} |\varpi(r,t)|dt \right] / \Delta t$, mapped in Fig. 9.9a,b for the simulated and measured data, respectively. Despite their non-linear time-dynamics, the topological defects remain constrained in the gaps between the density lobes (compare with Figs. 9.7a,b), which form analogues of waveguides for the vortices and dark-solitons movement.
Figure 9.8: Vortex and dark-soliton nonlinear dynamics. (a) Simulated and (b) measured emission intensity (upper panels), phase-map (middle panels) and vorticity and phase-derivative (lower panels), corresponding to the region inside the dashed red box in Fig. 9.7b, at \( t = 0 \). The ordinates are the same for all the six panels, ranging from \(-0.5 \mu m\) to \(0.5 \mu m\). (c) Simulated and (d) measured time evolution of the vorticity and phase-gradient of the same rectangular region, integrated along the \( y \)-axis. The colorscales of lower panels in (a,b) and panels (c,d) are all the same, depicted in panel (d).

Figure 9.9: (a) Simulated and (b) measured time-averaged normalised vorticity, \( \langle \varpi(r) \rangle \), for the same conditions as the ones used to record Figs. 9.7a,b.

It is important to note that although the calculated vorticity on Fig. 9.8d allows the localization of vortices with the precision of \( \sim 100 \text{ nm} \) (pixel size) the spatial resolution of our setup is \( \sim \lambda/2NA \approx 500 \text{ nm} \). In fact such a resolution limit is reflected on Fig. 9.9b, where colour variations appear in a scale \( \sim 400 \text{ nm} \). Finally, it is worthwhile saying that the \( 2 \text{ meV} \) spectral bandwidth seen in Fig. 9.5 determines the time resolution \( h/dE \approx 2 \text{ ps} \) obtained in Fig 9.8d.
9.5 Conclusions

We have shown how two or more independent propagating condensates can be made to interact together by properly engineering the pump spots configuration. Polaritons originating from separated and independent incoherently-pumped spots were shown to phase-lock and produce up to 100 vortices and antivortices that extend over tens of microns across the sample, constituting the first observation of vortex lattices in a semiconductor microcavity. This is only possible in new high quality devices, where the reduced imperfections allow the polaritons to propagate over long distances without being disturbed.

The vortex separation within the lattice could be tuned using the non-linear properties of polaritons simply by changing the pump power. The resultant regular vortex lattices are sensitive to the optically imposed geometry: whereas three equally-space pump spots generate a honeycomb lattice in which its centroid always coincides with the pumping spots one, four spots admit two solutions that satisfy the rotation symmetry imposed. Therefore the geometry and position of the lattice created under 4-spot excitation are sensitive to the spontaneously-locked relative phase between each excited condensate. Such systems describe the optical equivalents to spin systems with (anti)-ferromagnetic interactions controlled by their symmetry, paving the way towards the simulation of microscopic quantum systems using macroscopic quantum fluids, which can be reconfigured on the fly. This bistable pseudo-spin configuration, which can then correspond to a qubit or an interferometer, can potentially be manipulated through direct laser excitation, as well as in lithographically patterned samples.

The pumping geometries presented in this Chapter provide a new way to generate periodic 2D structures in polariton condensates, with no need of a built-in periodic potential, as opposed to Ref. [214], and with the ability to store quantized values of vortex charge at specific positions. We also uncovered a nonlinear regime for topological defects at high densities, in which dark-solitons break up to generate vortex-antivortex pairs, in analogy with non-linear optical systems. In this case interacting topological defects are guided in a square matrix, paving the way towards all-optical creation and manipulation of quantum fluidic circuits.

The vortex lattices presented here are created with no need of global stirring or external rotation, and the vortex/antivortex pairs yield no global angular momentum. They are thus markedly distinct from lattices due to global phase symmetries described in Ref. [205], and present a close analogy to the formation of vortex solitons in Kerr nonlinear self-defocusing media [208]. The phase locking between separately pumped condensates is a key ingredient for the lattice generation and stability, but here the locking mechanism has no relation with previously-reported Josephson tunnelling in disorder-induced trapped condensates [132,201]. Instead, each of the pumped spots is resonantly pumped by the outflow from the neighbouring condensates inducing mode-locking to the same energy. Because the phase of the polariton fluids has no relation to that of our pumping lasers, the lattice is a purely nonlinear polaritonic effect spontaneously emerging from the optically-induced potential.
Chapter 10

Spontaneous harmonic oscillations

In the last two chapters polariton-polariton and polariton-reservoir interactions have been shown to produce a blueshift-induced potential that accelerates polaritons as they outflow from the excitation spot. In this Chapter we optically arrange such a potential in order to confine polaritons and engineer their wavefunction accordingly.

10.1 Polariton quantum oscillator

We use all over this chapter two spatially-separated, and tightly focused, pumping spots. The decreasing reservoir density (and decreasing blue-shifts) away from the two pumped spots induces a two-peaked potential profile (Fig. 10.1a). We start with the two pump spots far apart (∼ 40 µm) with the same power just above threshold, 17 mW, in conditions very similar to the ones used to obtain the standing wave profile seen in Fig. 9.1b. Figure 10.1b show the energy profile of a spatial cross-section that includes the two pump spots. Surprisingly, the colours on logscale evidence not only the strong single-mode, high-energy, standing-wave profile, but also energy relaxation towards lower modes in a trapped-like distribution. The decreasing blueshift away from the pump spots also influences the spatial distribution of polariton modes: only higher modes are populated close to the pump spots, whereas lower modes appear in the centre. Thus the luminescence gives a hint on the trapping potential that, in this case, seems to be parabolic.

At closer pump separation (20 µm) and higher excitation powers (42 mW), the polaritons experiencing the blueshift potential redistribute in energy and space to occupy the lower energy modes (Fig. 10.2a). The energy spacing between levels (Fig. 10.2b) is almost identical, like that of a simple harmonic oscillator (SHO), the quantum equivalent of a pendulum, in which the energy separation between modes is given by $E_n = \hbar \omega (n_{SHO} + 1/2)$, where $n_{SHO} = 0, 1, 2, ...$ and $\omega$ is the SHO angular frequency. Moreover, again similarly to a SHO, the number of spatial nodes of each energy mode increases with energy, $n_{nodes} = n_{SHO}$ (see Fig. 10.2a).

Following the analogy with an SHO, we extract the density profile of the $n_{SHO} = 5$ energy mode (red points in Fig. 10.2c), along the line between pump spots (red dashed line in Fig. 10.2a), and fit with the eigenfunction of the SHO, which are Hermite-Gaussian $\psi_{SHO}(x)$ states:

$$\psi_n(x) = e^{-x^2/2\hbar} H_n \left(x \sqrt{\frac{m \omega}{\hbar}}\right)$$ (10.1)

where $H_n(x)$ is the standard Hermite polynomial, and the polariton mass $m$ is mea-
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Figure 10.1: (a) Schematic representation of two separated pump spots focused on the planar microcavity, showing the effective potential $V$ that accelerates polaritons outwards and the interference pattern that appear between the two counterpropagating outflows. (b) Experimental spectra of a spatial cross section that includes the 2 spots separated by 40 $\mu$m, each one pumped with 17 $mW$.

measured from the curvature of the LPB below condensation threshold, finding $m = 4.2 \times 10^{-5}m_e$. The fit of the experimental data with the $\psi_{n=5}$ oscillator eigenfunction agrees quite well (see black line in Fig. 10.2c), yielding the angular frequency $\hbar \omega = 0.34 m eV$, in very good agreement with the data shown in Figs. 10.2a,b. This allows to reconstruct the SHO potential $V = \frac{1}{2}m\omega^2x^2$, as superimposed in a dashed white line in Fig. 10.2a. This extracted potential coincides with all the ones extracted by fitting the other energy modes (not shown) and clearly surrounds the polariton luminescence in Fig. 10.2a, confirming the appropriateness of the SHO model to describe the polariton density distribution in energy and space.

Figure 10.2: Polariton Simple Harmonic Oscillator (p-SHO). (a) Real-space spectra along a line between two 1 $\mu$m-diameter pump spots separated by 20 $\mu$m, each one pumped with 42 $mW$. (b) Extracted mode energies versus quantum number. (c) Hermite-Gaussian fit (black line) of $\psi_{n=5}(x)$ to the red points, which are extracted from the red-dashed line in (a).

It is important to note that, although the polariton density distribution resembles the ones of a single particle in a parabolic trap, the data presented in Fig. 10.2 has been taken above condensation threshold, and thus polaritons macroscopically occupies coher-
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ent states. The coherence of the full condensate, including the intercoherence between different energy modes, will be discussed in Section 10.3.

The full spatial profile of each energy mode of the condensate wavefunction is measured by tomography — see Section 4.2. The eight lowest energy modes are plotted in Fig. 10.3. They extend tens of micrometres across and the number of wavefunction lobes increase with energy. The cone-like shape of the blueshift induced by each pump spot is reflected on the two dark circular regions whose diameter decreases as the energy increase. Such direct image of extended coherent quantum states has no precedence in semiconductor systems.

Figure 10.3: Spatially mapped polariton-condensate wavefunctions. Tomographic images of polariton emission (repulsive potential seen as dark circles around pump spots), labelled according to $n_{SHO}$ assigned from Fig. 10.2b.

10.1.1 Tuneability

In the SHO model, the energy separation $\Delta E$ between modes depends only on the parabolic potential curvature $\frac{\partial^2 V}{\partial x^2}$ which, for the p-SHO, is obtained from the blueshift at the pump spots, $g|\psi|^2 + \hbar R R N$ (see Eq. 2.41), and their separation, $L$:

$$\Delta E = \sqrt{\frac{2\hbar^2}{m} \frac{\partial^2 V}{\partial x^2}} \approx \sqrt{\frac{2\hbar^2}{m} V_{\text{max}} L^2} \approx \frac{\hbar}{L \sqrt{2}} \sqrt{\frac{2(g|\psi|^2 + \hbar R R N)}{m}} \quad (10.2)$$

The p-SHO states are thus only resolved owing to the strong polariton repulsion and the ultra-light polariton mass. By controlling the spacing between the pump spots the shape and orientation of this SHO potential, $V(r)$, can be directly modified in real time, thus changing the energy level spacing $\hbar \omega$. In Fig. 10.4a,b we show the spectra of a cross section along the two pump spots for two different separations, maintaining the excitation at 17 mW. Note that when the spots are closer together, the curvature of the potential is higher and thus the energy modes become more separated, in accordance with Eq. 10.2. Plotting the quantized energy levels for several pump separations, $L$, confirms their equal energy spacing (Fig. 10.4c) and the predicted inverse dependence on separation (inset).
Figure 10.4: Tuning energy separation with pump separation for 17 mW at each spot. (a,b) Spatially resolved polariton spectra on a line between pump spots (white arrows). The pump separation $L$ controls the SHO energy spacing. (c) Ladder of SHO energies for three different pump separations $L$, with average energy spacings extracted in the inset.

In the same way, if the pump separation is kept constant while both pump powers are increased by the same amount, increasing the polariton density increases the blueshift, and hence the potential curvature, increasing the mode separation accordingly (Fig. 10.5a,b). Moreover the enhanced depth of the potential increases the number of SHO states trapped inside ($N_{SHO}$). In Fig. 10.5: we plot the blue shift at the pumping spots, which coincides with the energy of the highest SHO mode, as open circles. Putting these values into Eq. 10.2 we can predict the energy separation between modes since we know the spots separation and the polariton mass. The predicted values, shown in the same graph, Fig. 10.5c, as the solid red line, agree quite well with the experimentally measured energy separation, depicted as red dots.

By carefully inspecting Figs. 10.4a,b and 10.5a,b, we note that the polariton SHO states are populated differently under different conditions, with high pump powers and close pump separations favouring relaxation to the lower condensate SHO states. For two polaritons initially in SHO states ($E_1, E_2$) their mutual scattering to states ($E'_1, E'_2$) is only energy-phase matched if $E'_1 + E'_2 = E_1 + E_2$. Scattering is thus most rapid if the energy separations between states are equal. At low powers the reservoir is more localised close to the pump spots, therefore the potential deviates from parabolic, giving unequal energy spacings, and thus scattering is slower. At higher excitation powers, the potential becomes more parabolic and thus the energy separation more constant, favouring parametric scattering. Moreover the higher polariton densities increase scattering events, which select equally-separated energy modes thus leading to more parabolic potentials, speeding up scattering and feeding back positively — the scattering rate increases so that polariton relaxation populates lower energy states. The self-organized nature of the highly
nonlinear polaritons is to produce the most rapid non-equilibrium energy flow through
the system, by forming an SHO parabolic potential with an energy ladder that maximizes
polariton relaxation. This solid-state quasiparticle is so nonlinear as to modify its own
potential in this way, and links to current theories of nonequilibrium systems [146].

10.2 Numerical simulations

A more detailed understanding on the p-SHO dynamics is provided by simulations using
again the complex Ginzburg-Landau equation 2.36. Here however, in contrast with all
the previous simulations presented on this thesis, it is very important to account for the
reservoir interactions that yield high energy blueshifts capable of trapping polaritons.
The theoretical explanation starts with the mean-field equation [145, 154, 212] for the
lower polariton wavefunction, \( \psi \), in the presence of a reservoir population, \( N \), of optically
injected hot excitons, that feeds, Eq. 2.39, and repel, Eq. 2.41, the condensate. All put
together, Eqs. 2.36, 2.39 and 2.41 yield:

\[
\text{i} \hbar \partial_t \psi = \left[ -\frac{\hbar^2 \nabla^2}{2m} + g|\psi|^2 + \hbar R_R N(r,t) \right] \psi + \text{i} \frac{\hbar}{2} [R_R N(r,t) - i\eta N \partial_t - \Gamma] \psi \quad (10.3)
\]

Note that we are again using the energy relaxation term dependent on the rate \( \eta \),
already introduced in Section 9.2.1 however now it explicitly depends on the reservoir
density $N$. Microscopic justification of the $\eta$ term in the context of atomic condensates was provided by Refs. [215, 216], which showed that it is proportional to the rate at which thermal atoms enter the condensate due to collisions. The coefficient $\eta$ depends on the temperature and the density of the thermal cloud. In our system the role of the thermal cloud is played by the reservoir of excitons, so it is suitable to assume that it depends on $N$ linearly. This relaxation term is important to get the low energy modes of the p-SHO ladder populated, since polaritons are created, at the pump spots, in the highest energy mode. The reservoir exciton density $N$ is governed by Eq. 2.40, that we repeat here for ease-reading:

$$\frac{\partial}{\partial t} N(r, t) = - \left[ \Gamma_R + \beta R_R |\psi|^2 \right] N(r, t) + P_{NR}(r) + D \nabla^2 N$$  \hspace{1cm} (10.4)

Eqs. [10.4] and [10.3] were numerically integrated using the following parameters: $\Gamma = 1/(12 \text{ps})$ (inverse photon lifetime), $\Gamma_R = 0.01 \text{ps}^{-1}$ (reservoir lifetime), two pump spots $P_{NR}(r)$ with FWHM diameter 1 $\mu$m, $g = 0.05 \text{meV} \cdot \mu$m$^2$ (polariton repulsive interaction), $R_R = 0.3 \text{ps}^{-1} \mu$m$^2$ (rate of scattering polaritons from the reservoir), $\eta = 0.07 \mu$m$^2$ (parameter representing the energy relaxation rate). The value of the phenomenological coefficient $\beta$ has been chosen to be 0.8 for a good agreement with experimental results. The diffusion coefficient, $D$, is optimised to give a good fit to the experimental reservoir shape. The net polariton potential $V(r) = g|\psi|^2 + \hbar R_R N(r, t)$ is produced by the repulsive interactions between polaritons themselves as well as with the reservoir excitons ($N$) close to the pump spots.

Figure 10.6a show the simulated time-averaged condensate spatial profile (which is equivalent, in experiments, to all the energy modes plotted in Fig. 10.3 integrated), when using two tiny pump spots placed at $(-10,0) \mu$m and $(10,0) \mu$m. The time dynamics of the line between pump spots (marked by a dashed white line in Fig. 10.6a) is plotted in Fig. 10.6b. It reveals a harmonically oscillating dark region between both spots, which is always accompanied by a $\pi$-phase jump (not shown). Such solitary waves with zero density are expected in cGL equations, and resemble the spatial solitons recently observed in atomic Bose-Einstein condensates [217–219]. Dark solitons are expected for a perfect 1D parabolic potential [220], however in our 2D sample such a dark-soliton-like profile extend in the $y$-direction eventually breaking up into vortex pairs (not shown here), similarly to the snake instability already discussed in the preceding chapter. The spectra of the same line between spots are obtained by taking the Fourier transform of the time dynamics shown in Fig. 10.6b. The result, shown in Fig. 10.6c, reproduces quite well the experiments, yielding equally-spaced energy modes with SHO-like density profiles.

The observed multiple energy modes are therefore better described by a single condensed coherent state, $\psi$, describing a polariton wavepacket in the quantum liquid oscillating back and forth with period $t_r$ (Fig. 10.6b), whose representation in energy space produces the characteristic SHO sidebands observed experimentally. From the properties of the Fourier transform, the oscillating period $t_r$ sets the separation between energy modes as $\Delta E = \hbar / t_r$ (this simple relation is also derived in the SHO model). A single oscillatory wavefunction implies that the observed SHO states are the confined states of a condensate in the parabolic potential. We investigate the coherence between the p-SHO modes in the next Section.

Let us finally highlight that the dynamics presented in Fig. 10.6 is only one of the possible solutions to Eqs. [10.4] and [10.3]. Different solutions include multiple oscillating dark-solitons and even more chaotic dynamics. Dark-solitons solitons are solutions of...
the cGL equation when the fluid has positive mass, which is the case of polaritons close to the bottom of the LPB. However bright-solitons can also be formed in a polariton fluid created at $k$-values high enough so that the polariton mass is negative \cite{29}. In fact, the crossover between oscillating dark- and bright-solitons has been recently observed, in time-resolved measurements, as the pumping power is increased in such a way that the wave-packets are created with initial $k$-vectors that can be tuned from positive-mass regions to negative-mass ones \cite{221}.

10.3 Coherence revival and mode-locking

As discussed in the previous Section, the equally-spaced energy modes distributed in a harmonic oscillator configuration can be understood in time-domain as a periodically oscillation polariton wavepacket that bounces back and forth between each pump spot. This implies that a single coherent wavefunction describes all the wavepacket dynamics, which is only true if all the p-SHO modes are mutually coherent. In this Section we check this assumption by measuring the condensate coherence in the time domain.

We first split the full sample emission (not energy filtered) in the far field into two arms of a Michelson interferometer containing one retroreflector in each arm and a delay stage in one of them — see Fig. 4.4b. The light from each interferometer arm is focused into a CCD camera and the resulting interferences in real-space is recorded. By translating one of the retroreflectors laterally, the angle between both beams beam can be adjusted, and the interference fringes accordingly. Figure 10.7 show the resulting interferences, with the fringes aligned in the horizontal direction, when pumping the sample at two spots, placed at $(-11,0) \mu m$ and $(11,0) \mu m$, with 40 mW each. In this case each interferometer arm have the same optical path length in such a way that both beams interfere with zero time-delay. The interference images, Figs. 10.7a-c represent each condensate spatial point interfered with itself at a time-delay that can be adjusted. The first order coher-
ence is then extracted using Fourier transform analysis — see Section 4.3.2 — yielding $|g^{(1)}(\mathbf{r}, \mathbf{r}, \Delta t)|$ (Figs. 10.7d-f). Note that, for zero time-delay, the fringes simply represent autocorrelation and their visibility, and hence $|g^{(1)}(\mathbf{r}, \mathbf{r}, 0)|$, is maximum. As the time delay between the interfering images increases, the energy modes become out-of-phase and the fringe visibility rapidly decreases everywhere (Figs. 10.7b,e). This is a direct consequence of the condensate broad spectrum — by the Wiener-Khinchin identity 2.26, the broader the energy spectrum, the faster the coherence decay. However, remarkably, at $13 \text{ ps}$ time-delay, the coherence revives strongly (Figs. 10.7c,f). Figure 10.7g show the spatially–integrated coherence, obtained by averaging $|g^{(1)}(\mathbf{r}, \mathbf{r}, \Delta t)|$ over the whole area of Figs. 10.7d-f. Note that the revival peak is symmetric with respect to $t = 0$.

The coherence revival can be understood in two equivalent ways: 1) Considering the wavepacket picture, at zero delay the wavepackets from both interferometer arms oscillate in-phase, yielding maximum fringe-visibility; as the delay increases, the oscillations from each arm arrive at the CCD out-of-phase, hence the polariton solitons from each arm are displaced in space at most of the time, yield weak fringe visibility. As the delay becomes equal to the oscillating period, both wavepackets oscillate in-phase again, recovering high fringe visibility. In fact, for the data shown in Fig. 10.7, we measured $\Delta E = 3 \text{ meV}$, which predicts an oscillating period $t_r = h/\Delta E = 13 \text{ ps}$ in accordance with the measured value. 2) Considering the fringes as a superposition between the interferences of each energy mode with itself, as we start delaying one of the optical paths, the fringes start moving in the vertical direction with a velocity that is different for each energy mode; therefore the superposition of many fringe patterns at different positions washes out the overall fringe visibility; However, when the delay is such that $\omega t_r = 2\pi$, all the fringes are spatially superimposed again, hence the visibility is recovered. This is only possible because at $t = 13 \text{ ps}$ all the modes come back in phase again, which implies not only that the individual SHO states are phase coherent but that they are condensates with a mutually stable phase relationship. The condition $\omega t_r = 2\pi$ is equivalent to $t_r = h/\Delta E$ hence both descriptions are compatible.

Since the energy separation between modes can be tuned with the pump spots separation and power, as described in Section 10.1.1, we measure the coherence revival time $t_r$ for different oscillator frequencies controlled by the pumps configuration. The measured coherence revival times (red dots Fig. 10.8) scale as expected, with the energy separation,
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\( t_r = \frac{\hbar}{\Delta E} \) (red line in same figure).

In the oscillating wave-packet picture, the oscillating period can be predicted from the pump spots configuration by using Eq. 10.2

\[
t_r \simeq \sqrt{\frac{2\pi^2 m L^2}{g |\psi|^2 + \hbar R N}}
\]

This oscillating time, dependent on blueshift and pump spot separation, is plotted as open circles on Fig. 10.8, clearly matching the coherence revival time.

The coherence revival is not perfect, meaning that at \( t_r \) time delay the coherence does not recover its maximum value presented at \( t = 0 \) (compare Figs. 10.7d,f). For each coherence revival under different pump configurations, we plot the ratio between the coherence peak at \( t = t_r \) and its maximum value at \( t = 0 \) (see Fig. 10.7g) as blue triangles in Fig. 10.8. After fitting the measured values with an exponential decay, we find that the revival fringe amplitude at increasing time delays decays with a \( \sim 25 \text{ ps} \) lifetime.

Many physical mechanisms are involved in such a coherence decay process, including coherent wavepacket dispersion, decay, dephasing and diffusion. Wavepacket dispersion arises from the variation in the energy level spacing, \( \Delta E_{\text{rms}} \sim 50 \mu\text{eV} \), contributing \( \hbar / \Delta E_{\text{rms}} = 80 \text{ ps} \) to the coherence decay. The coherent lifetime of the condensate is on the order of a few tens of picoseconds, found by converting the decay length of the ballistically expanding condensate into time.

The temporal width of the condensate wavepacket (coherence revival width), \( \Delta t \) (Fig. 10.7e), corresponds to the number of SHO states observed, \( \Delta t \simeq t_r / N_{\text{SHO}} \), (with \( N_{\text{SHO}} \sim 10 \) well above threshold).

![Figure 10.8: Measured time-delay of the coherence revival (bottom axis), for different pump configurations, plotted against the SHO energy separation (left axis, red dots). Predictions are from Fourier relation (red line) and measured potential (red open circles, see text). Right axis: Coherence revival amplitude ratio vs time delay (blue dots), with exponential fit (blue line). Top axis is obtained from the bottom one.](image)

The p-SHO present many analogies with optical pulses propagating inside a nonlinear medium. In fact, the cGL equation describing polariton dynamics is a generalization of
10.4 Conclusions

We have shown that, under two separate spots excitation, the blue shift of polaritons created by the two spots self-assembles into a harmonic potential, making our system the quantum analogue of a pendulum. Instead of typical Josephson-junction coherent coupling phenomena \cite{224}, new effects arise when two neighbouring polariton condensates interact because of the quasiparticle interactions.

Imaging spectroscopy revealed the occupation of several states equally spaced in energy, which could be accurately fitted by Hermite polynomials, the solution of the quantum harmonic oscillator.

Our results resembles previous measurements reported in Ref. \cite{110}, where polaritons confined by the edge of a 1D microcavity and the pumping spot have been shown to occupy quantised energy states with a number of nodes that increase with energy. However in our case the confinement is fully provided by the pumping spots, and in this case the reservoir shape and non-linearities provide a fully harmonic trap.

Furthermore, simulations using the complex Ginzburg-Landau equation reproduced this occupation of equally spaced levels in a harmonic potential and exhibited features that resemble oscillating dark solitons.

Mode-locking of the different condensates, resembling that in mode-locked lasers based on nonlinear refraction, was demonstrated by interferometry: loss and renewal of the coherence was observed by scanning the time delay between two arms of an imaging Michelson interferometer. This demonstrated that our polariton harmonic oscillator can be properly described by spontaneously oscillating wavepackets. We achieved control of such polariton-condensate wavepackets, with changes in the pump spacing and power changing the oscillation period. This demonstrates the great potential of semiconductor MCs for integrated semiconductor-based condensate devices.
Chapter 11

Appendices

11.1 Reservoir outflow and spatial-ring condensation

In Chapter 8 it has been shown that the micron-scale polariton reservoir resulting from the tight pump spot efficiently feeds the macroscopic quantum state, which appears above the threshold pump power for condensation (Fig. 8.1). However, in complete contrast to Ref. [110], our experiments, for the first time, show a clear ring emission profile in real space, with minimum intensity in the centre. Here we discuss the relation of this ring-shaped condensate to the way reservoir polaritons cool down and condense.

While spatial images below threshold show incoherent emission from the central pumped spot [Figs. 8.3a and 8.1(left inset)], above threshold the coherent condensate emission develops in a ring surrounding the pump 10µm across [Figs. 8.3b and 8.1(right inset)] independent of precise position on the semiconductor wafer, which becomes more pronounced at high powers (Fig. 8.3c).

The mechanism leading to this spatial ring is revealed by the weak uncondensed hot background polariton luminescence in the same spectra (Figs. 8.3) above the condensate energy. The Λ-shaped emission observed originates 5 meV above the \( k = 0 \) polariton and drops in energy with distance from the centre (dashed) until it meets the ring condensate exactly at its intensity maximum at \( r = r_c \). The Λ-shaped emission is also observed below threshold. These hot polaritons possess a large momentum and come from the high momentum polariton reservoir close to the bottleneck. Despite expanding from the pump spot, they decelerate, thus dropping down the polariton dispersion (see sequence in Fig. 11.1). While condensed polaritons cannot inelastically scatter, the incoherent polaritons decelerate in a systematic way. Eventually this incoherent reservoir meets the energy of the condensate and amplifies it strongly (see Fig. 11.1), leading to a ringshaped condensate. This ring is produced therefore by expanding incoherent bottleneck polaritons, which coherently amplify the ballistic polaritons without need to relaxes down to the bottom of the lower polariton branch.
Figure 11.1: Schematic mechanism, in both real and momentum spaces, of the formation of a ring-shaped polariton condensate in real space. Dispersion relations at increasing radial positions are shown. At $r = 0$ the blueshifted dispersion contains a high-$k$ reservoir and a $k = 0$ condensate. As the blueshift $\Delta(r)$ decreases radially from the pumping spot, the dispersion goes down in energy, the reservoir loses energy and assume a Λ-shape in real space, and the condensate maintains its energy $\hbar\omega_c$ while acquiring momentum. At a radial distance $r = r_c$, the reservoir meets the condensate whose density is greatly enhanced.

In order to clearly show that the polariton emission above the condensation threshold comes mainly from a ring in real space, we plot in Fig. 11.2a the radial dependence of the sample photoluminescence, which is integrated around a closed circle whose distance from the pump spot is plotted in the bottom axis. The different black lines are taken at different excitation powers, according to the arrow labelled as $I_p$, corresponding to the data shown plotted in Figs. 8.1 and 8.5b. Below threshold, incoherent polaritons building up at $k = r = 0$ are accelerated outwards with a decay length of $2.1 \mu m$. However they experience no amplification at $r_c$ since there is no large population in any one state (they are not Bose condensed) and stimulated scattering is thus negligible. As soon as the threshold for condensation ($10 \text{ mW}$) is surpassed, we clearly observe a bump in the emission intensity (see 5$^{th}$ black line, from bottom to top). The ring forms at $r_c = 5.6 \mu m$, and the intensity there increases by almost tenfold. As the excitation power increases the ballistic propagation of the condensate is increased due to the blueshifts which move $\omega_c$ further up the dispersion giving larger outward velocities. This makes the ring to shrink in diameter linearly with the blueshift (down to $\sim 4 \mu m$ – Fig. 11.2b), and the ring intensity increases in a power law (as in Fig. 8.1).

This shrinking ring tracks the position at which the Λ reservoir intersects with the increasingly blueshifted condensate emerging from the pumped spot (see Fig. 11.1). The Λ-shaped reservoir is rigidly blueshifted with power, but less than the condensate mode itself (Fig. 11.2c), which explains why the ring radius shrinks linearly with increasing blueshift at the pumping spot.

Let us finally note that the emission peak observed at the pump spot ($r = 0$) in the graphs shown in Fig. 11.2a are due to incoherent emission and not to the condensate itself, which is confirmed by filtering the luminescence at the condensate energy — see right inset in Fig. 8.1.
11.2 Modes shift at the pump spot

In the previous section we have seen that the reservoir injection energy is less blueshifted than the LPB itself (Fig. 11.2c), hence we conclude that the reservoir polaritons are not injected at a fixed energy above the polariton dispersion, but may experience thermally-induced energy changes at the pump spot.

Let us compare the full LPB dispersion at the excitation spot and far from it. We first fit the full condensate emission with a simple two-coupled-oscillators model (see Fig. 11.3a, in which the red arrow indicates the condensate energy). The fit yields an uncoupled photonic mode that lies below the condensate energy. This may lead to the conclusion that the cavity mode blueshifts with density, in agreement with Refs. [200,225] but in contrast with Refs. [226–228]. This however does not imply a transition to the weak-coupling regime at the pumping spot. In fact, in Fig. 8.4 from right to left (position from side to centre, or increasing densities) the dispersion becomes less steep indicating weaker photon fraction (less negative detunings).

A careful fit of the LPB, filtered in real-space to collect only the emission from the pump spot (Fig. 11.3b), indeed yield a blueshift of the cavity mode but a redshift of the excitonic mode. Possible explanations to this may include the temperature-dependence of the exciton and photon modes, which can be due to heating from laser-pumping. We investigate such a dependence under weak pumping powers in order to avoid laser-heating and dependence on free-carriers [227,228]. Figure 11.3d show fitted photon and exciton modes for different sample temperatures, tuned by electrically heating up the sample.
inside the cryostat. Clearly both modes redshift when increasing the temperature, the exciton mode by higher amounts. The fit shown in Fig. 11.3c takes into account redshifts of both exciton and photon modes in accordance to Fig. 11.3d. We later rigidly blueshift the LPB in order to match the experimental data. The data is well described by a 0.8 meV photon redshift, 6.0 meV exciton redshift, and 3.9 meV LPB rigid blueshift, all consistent with a local temperature \( T \approx 50 \) K according to Fig. 11.3d.

Figure 11.3: (a) Polariton outflowing condensate full dispersion, at 11 mW excitation power. Fit uses a two-coupled-oscillator mode, showing bare photon (Ph) and exciton (X) modes, together with upper (UPB) and lower (LPB) polariton branches. The red arrow indicates the condensate energy. (b) Dispersion of polariton emission spatially-filtered close to the pumping spot, with fitted modes considering a 3.1 meV photon blueshift and 2.1 meV exciton redshift from the values used in (a). (c) Same as (b) but considering a 0.8 meV photon redshift, 6.0 meV exciton redshift, and 3.9 meV LPB rigid blueshift. (d) Exciton and photon modes dependence on the sample temperature, under excitation powers well bellow condensation.

### 11.3 Sunflower ripples

In this section we discuss the influence of the sample disorder potential on the propagation of polariton condensates and its influence on the time-averaged spatial profiles experimentally recorded.

Figure 11.4a shows the real-space emission of an outflowing condensate pumped at \((0,0) \) µm above threshold (\( \sim 10 \) mW). Its intensity is false-coloured in log-scale in order to highlight the density profile far from the pump spot. In contrast with the smooth emission below threshold (left inset in Fig. 11.4a), the condensate density acquires a peculiar "sunflower" spatial pattern of interference ripples, which are always observed and stable for many minutes. These self-interference ripples clearly demonstrate that a component of the quantum liquid propagates in non-radial directions. The patterns are persistent and regular, and can be decomposed by local 2D Fourier transforms within different regions of the image. Figure 11.4d show the Fourier transform intensity of the region inside the dashed-yellow circle in Fig. 11.4a. This analysis reveals that the fringe pattern results from interference of a main \( \Delta k = 0 \) component with many waves whose momenta lie on a circular distribution touching the origin (the symmetric circle is due to fact that
the spatial image is real-valued and so its Fourier transform is Hermitian). We also experimentally measure the momentum distribution of such a spatial region, plotted in Fig. 11.4d. Apart from the main flow peak at \(k_x \simeq -2 \mu m^{-1}\), corresponding to left-moving polaritons (represented by a red arrow in Fig. 11.4a), we observe scattered waves distributed over a circle of radius \(k_c = K[\omega_c]\) (see Eq. 8.1). We therefore associate the main peak in the Fourier transform, Fig. 11.4d, with the outflowing condensate momentum, and the ring in the same figure with scattered waves whose \(\Delta k\) is plotted in the reference frame of the moving fluid — see Fig. 11.4.

The sunflower ripples in the condensate density is therefore an interference pattern between outwards moving polaritons and scattered waves at every point, with the summation over all \(\Delta k\) corresponding to the fringe periods and directions.

Confirmation of this analysis is provided firstly by simulations that interfere a circular wave (the condensate) with weaker (Rayleigh-scattered) plane waves in random directions and with random phases. The resulting image from this simple model, using 6\% of the total energy in the Rayleigh components and modulating the fringe pattern by a radial profile extracted from Fig. 11.2a, reproduces impressively well the experimental observations — see Fig. 11.4b.

A more accurate theoretical description of the system is achieved when solving numerically the cubic Ginsburg-Landau (cGL) equation 9.2 using a single pump spot. To demonstrate the Rayleigh scattering we assume that the external potential \(V_{\text{ext}}\) contains disorder and is modelled by a random distribution of Fourier modes of maximum amplitude 0.1\(\text{meV}\) with wavelengths between 2 – 50\(\mu m\). The condensate healing length in our model is approximately 2\(\mu m\). The random potential therefore creates obstacles of size on the order of the healing length for the polariton flow. It is well-known [229] that linear sound waves are emitted as a result of supersonic flow around such small impurities. Such Čerenkov emission of sound waves is seen in Fig. 11.4. For larger obstacles the emitted waves are not linear but are dispersive shocks consisting of oblique solitons, also seen in the same figure. Observation of these patterns implies the breakdown of superfluidity in the polariton condensate. A simple estimate shows that away from the pump spot the flow velocity, \(v = \hbar/2m\nabla \phi\), becomes much greater than the local sound velocity, \(v_c = \sqrt{g/m|\psi|^2}\), a couple of healing lengths away from the boundary of the pump spot. Therefore the flow velocity is supersonic which places the system in the Čerenkov regime where scattering is allowed.

Note that the outflow speed is much higher than the condensate speed of sound, therefore the Bogoliubov spectrum of excitations can be approximated as parabolic, which gives a circular resonant scattering ring. Studies of superfluidity in non-resonantly excited polariton condensates are still missing, and could be in principle realised in the system described here if the flow speed can be made smaller than the speed of sound. This could be achieved by appropriately shaping the pumping laser in order to spatially extend the accelerating region in such a way that the limits imposed by uncertainty relations do not blur the excitation spectrum when taking spatially-selective measurements — note that for our data the outflow is expected to be superfluid up to 2\(\mu m\) close to the pumping spot, however a spatial resolution as high as 10\(\mu m\) is enough to decrease the momentum space resolution (as seen in Fig. 8.4).
11.4 Second threshold

In all studies of polariton condensation it is convenient to make a clear distinction between the strong-coupling and weak-coupling regimes. This eventually changes the interpretation of the phenomena observed, as in the case of the weak coupling regime, photon lasing is observed instead of polariton condensation: with nonlinearities requiring high excitation densities there is always a concern that the electrons are screened and that instead photon lasing is observed [226].

In this section we discuss the second intensity threshold of Fig. 8.1 and the sub-logarithmic increase of blueshift of Fig. 8.5, but appearing at $\sim 80 mW$.

Figures 11.5a-c show dispersion images of the full sample emission as the power is increased across the second threshold. It is clear the appearance of a second dispersion curve $\sim 2 meV$ above the LPB. The outflowing condensate momentum, $P_1$, is gradually transferred to the inside curve, acquiring a value $C_1$ at the same time that a second macroscopic emission appears at lower energies. This second emission is mainly distributed over two momentum rings, one with smaller radius $C_2$ on the inside curve, another with higher radius $P_2$ on the LPB — see Figs. 11.5b,c. The power dependence of each of the four
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momentum peaks is plotted in Fig. 11.5.

![Figure 11.5](image)

Figure 11.5: (a-c) Polariton full luminescence dispersion for increasing pump powers (indicated), with main momentum peaks marked by P1, C1, P2 and C2. Colours in log scale. (d) Power dependence of the main four momentum peaks.

The appearance of a second dispersion branch and a second energy mode, lying at \( \sim 1.5365\) meV, may have its origins in different mechanisms. A second non-linear increase of the polariton emission intensity has been identified in previous works as the break up of strong coupling and the consequent appearance of photon lasing \([200,230]\). The sudden appearance of a high-energy branch in Fig. 11.5 may seem to confirm such a behaviour, however the fact that the high energy macroscopic mode, at \( \sim 1.54 \) eV, lies well above the bottom of the second branch and that it keeps blueshifting with power indicates that if it originates from a strong- to weak-coupling transition, the levels involved in the lasing process are shifting. This can be thought as a carrier-density-dependent blueshift of the photonic mode at the pump spot, as already discussed in Section 11.2. However this does not explain the appearance of a second, lower-energy, macroscopic mode. This mode can have its origin on parametric scattering of the upper mode into signal and idler states, an argument that is reinforced by the fact that the lower-energy mode starts building up as soon as the upper state approaches the inflection point of the LPB. However an idler state has never been observed experimentally, even when acquiring data with high-enough angular apertures and long integration times.

In Reference [110] lower energy modes have also been observed and it has been argued that they appear due to polariton relaxation that becomes more efficient at higher excitation powers. These modes presented highly extended spatial densities.

Figure 11.6a shows the spatial energy profiles corresponding to the data shown in Fig. 11.5c. The main difference with respect to lower excitation powers (Fig. 8.3) is
the appearance of a greatly-extended lower energy mode (compare its full spatial profile, Fig. 11.6c, with the higher mode one, Fig. 11.6b). Note also the dark $\sim 10\mu m$-wide region inside the lower energy mode, which corresponds to the blueshift-induced potential barrier.

Figure 11.6: (a) $y = 0$ cross section of the spectra emitted at different distances from the pump spot, placed at $(0, 0)\mu m$, for $140 mW$ excitation power (colours in log scale). $\Delta(x)$ is the schematic representation of the blueshift at each spatial point, $E_1$ ($E_2$) the energy of the first (second) macroscopic coherent mode and $\Lambda$ a guide to the eye for the reservoir shape. (b,c) Tomographically reconstructed spatial profiles of first and second coherent modes, respectively.

By comparing Figs. 11.5e and 11.6a we can infer the spatially dependent dynamics of both coherent energy modes. Coherent particles are created, at the pump spot, with $k = 0$ and $E_1 \approx 1.54 meV$. They start moving downhill and acquire a finite momentum $C_1$ since they keep a constant energy and the dispersion goes down. At $r \approx 10\mu m$ the dispersion reaches the blueshifted branch seen in Fig. 11.5e and new coherent particles are created in the lower mode $E_2$ with small momentum $k_{C2}\sim 0.8\mu m^{-1}$. From this radius both macroscopic modes propagate outwards keeping their energy and momentum for long distances, until eventually the dispersion comes back to the LPB and both modes acquire momenta $P_1$ and $P_2$.

The appearance of a second macroscopic mode explains why the blueshift at the pumping spot starts saturating at the second threshold (see Fig. 8.5b, open dots): particles are swiftly ejected from the pumping spot with energy $E_2$, reducing the amount of carriers at the pump spot. It is also remarkable that, although possessing a smaller flow speed (small momentum), the second mode is much more extended than the first mode. This is compatible with the aforementioned parametric scattering processes between the first and second energy modes.

### 11.5 Reference flat-phase region for interferometry

When performing interferences in order to extract phase profiles, a reference constant-phase beam can be approximated by a vortex-free expanded region of the condensate.
In this technique, introduced in Refs. [20, 36], a small portion of this constant phase reference wave is magnified, and interfered with the sample emission in a Mach-Zehnder interferometer — see Section 4.3.

For the data presented in Chapter 9, we have chosen as a flat-phase profile an expanded region behind one of the pumping spots. The schematic representation of the interferometry procedure is shown in Fig. 11.7, in which Eq. 9.1 has been used with three pumping spots to simulate the lattice wavefunction. The beam from one Mach-Zehnder arm, Fig. 11.7a, is interfered with a region outwards one of the pump spots, expanded in the other interferometer arm, marked by a circle in Fig. 11.7b. The resulting interference pattern in the region marked by a dashed-black square in Fig. 11.7c, and enlarged in Fig. 11.7d, is obtained with an angle in such a way that the phase of the condensate can be extracted after Fourier transform analysis.

![Figure 11.7: Interference geometry used in Chapter 9. All images are simulated using Eq. 9.1. Lattice emission from the Mach-Zehnder (a) normal and (b) expanded arm. (c) Interference between both arms, with (d) showing the region inside black dashed square in (c).](image1)

We have experimentally checked that our choice is a good approximation for a reference wave by looking at the fringes a region corresponding to the one marked by the polygon depicted with a red dashed line in Fig. 11.7c — see Fig. 11.8. Whereas fringe dislocations are seen in the vortex lattice region, outwards the pump spot the fringes are continuous.

![Figure 11.8: Experimental interference between the full lattice emission and an expanded region outwards one of the pump spots, as sketched in Fig. 11.7c.](image2)
General conclusions and future perspectives

The research carried on during this PhD thesis is part of the world efforts to further develop photonic technologies based of semiconductor chips, which developed as an outgrowth of the first practical semiconductor light emitters invented in the early 1960s and optical fibres developed in the 1970s. The samples investigated are conceptually similar to VCSEL structures, invented in the late 1970s and present in a great number of devices nowadays, but it was only with the development of modern epitaxial growth techniques that microcavities achieved a high enough quality as to reveal the strong-coupling regime. This inaugurated a new era of cavity-quantum-electrodynamics studies in nanostructured semiconductors, which is an extremely active field nowadays and a promising candidate for the development of quantum information technologies, including cryptography, simulation and computation.

The state-of-the-art microcavities, working in the strong-coupling regime, allow for the carrier density to be increased up to values where the quantum nature of the bosonic particles start to be important, in which case exciton-polaritons enter a new state where a macroscopic number of particles occupy a single quantum state. In this new regime, similar to a Bose-Einstein condensate, polaritons can propagate and be manipulated along macroscopic distances without loosing their coherence. Moreover, due to their strong repulsive interactions, coherent polariton fluids have been shown to present a number of non-linear phenomena with potential applications in photonic circuits.

Apart from a new platform for technological applications, polaritons form an experimental system in which the frontiers of physics can be investigated in a relatively easy way, since their properties are inherited by the photons emitted by the cavities and therefore can be readily measured. Although presenting many analogies with Bose-Einstein condensation and with superfluidity, the out-of-equilibrium character of polariton quantum fluids poses fundamental questions about the proper way of describing their behaviour.

Our research group in Madrid has observed the suppression of Rayleigh scattering when making polariton bullets, created in the OPO regime, flow against defects. A year later, at the start of this PhD thesis, our main goal was to check whether polariton quantum fluids, also created in the OPO regime, display one of the most remarkable properties of superfluids: persistent flow.

In Chapter 5 we showed that polaritons can indeed sustain the quantised circulation of an injected vortex for times much longer than the polariton and the parametrically-excitation population lifetimes. Moreover, we gave clear indications that circulation can be transferred into a polariton condensate initially at rest, and in this case the vortex state constitutes a new metastable solution to the system, with no apparent dissipation.

A careful analysis, made in Chapter 6, showed that the injection of a quantised vortex into a polariton quantum fluid is accompanied by the appearance of an unintended
antivortex. We explained the mechanisms underlying the creation of such an antivortex in terms of the fluid currents that appear due to the condensate out-of-equilibrium character. Such currents are responsible for the deterministic trajectory followed by vortices in such a way that they can be detected in multiple-shots measurements.

Following the concepts developed in atom BECs, we proceeded to study the stability of doubly-quantised vortices in Chapter 7, finding behaviours unique to polariton fluids: 1) an $M = 2$ vortex imprinted into the coherent fluid was found to split into two $M = 1$ vortices, which was explained in terms of the flow currents experienced by the vortex and the intricate OPO dispersion dynamics during the imprinting process; 2) a TOPO-only $M = 2$ vortex is stable only if injected with an in-plane momentum smaller than a critical value for which the LPB dispersion starts deviating from parabolic.

The use of last-generation samples has allowed us to non-resonantly excite polariton condensates highly extended in space and to optically-control their flow, as described in Chapter 8. We reported, in Chapters 9 and 10 on different fascinating phenomena appearing when making many of such outflowing condensates interact. The use of multiple regularly-spaced spots showed that each condensate behave analogously to spins in (anti-)ferromagnetic systems, paving the way towards quantum simulation using polariton condensates. In this case we also showed that the interference between the outflows from each pump spot generate regular vortex-antivortex lattices, constituting their first observation inside semiconductor microcavities and suggesting that new polariton-based interferometric devices can be built.

In Chapter 9 the non-linear character of polaritons has been shown to destabilize square lattices of dark-solitons, generating vortices that move inside square guides, paving the way towards generation of quantum fluidic circuits. Polariton non-linearities also play an important role in Chapter 10, where the quantum fluid self-organizes to create an harmonic trap that contains an oscillating wavepacket, self-sustained by parametric scattering processes that preferably create equally-spaced, mutually-coherent, energy modes. These findings present many analogies with mode-locking processes found in non-linear optical systems, suggesting once more that polaritons can be a new platform for optoelectronic devices.

Our methods allow the optical generation and manipulation of 2D condensates in arbitrary locations inside semiconductor chips, but also requires further investigations to be done. We showed how to control the flow speed of non-resonantly excited polariton condensates and how Rayleigh scattering processes change the spatial pattern in a peculiar way, as discussed in Appendix 11.3. Although superfluidity has been carefully addressed under resonant pumping geometries, the excitation spectrum of non-resonantly-excited polariton fluid is expected to by remarkably different (diffusive [156]). It is therefore of great importance to carefully investigate superfluidity in these systems. Moreover, although superfluid-related phenomena has been found in polariton fluids created under OPO excitation [18, 20], the predicted diffusive Goldstone mode [141] has never been observed, which requests new experiments to be done.

Let us finally say that, at the frontier of research, microcavities bring the quantum optics and photonics laboratories into a single chip. Using modern crystal growth techniques, photonic components can be nanostructured into semiconductor chips, allowing for light propagation and manipulation in the micrometer scale. The study of light-matter interactions in semiconductor microcavities is an interdisciplinary field at the interface between optics and solid-state physics, having a fascinating cross-talk with fluid dynamics, thermodynamics, magnetism, quantum information, cavity QED, astrophysics, etc.
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Nomenclature

\(\chi\) and \(\varsigma\) ................................................. page 28
Hopfield coefficients, see equation (1.48).

\(\delta_{PH-HH}\) .................................................... page 68
photon-heavy-hole-exciton detuning.

\(\Gamma\) ................................................................. page 55
polariton decay rate, see equation (2.36).

\(\Gamma_x\) ............................................................... page 23
exciton radiative broadening, see equation (1.35).

\(\gamma_x\) ............................................................... page 22
exciton non-radiative damping, see equation (1.31).

\(\hat{a}_p\) ............................................................... page 34
annihilation operator, see equation (2.8).

\(\hat{a}_p^\dagger\) ........................................................ page 34
creation operator, see equation (2.8).

\(\hat{C}\) ................................................................. page 27
photon annihilation operator, see equation (1.42).

\(\hat{C}^\dagger\) ........................................................... page 27
photon creation operator, see equation (1.42).

\(\hat{X}\) ................................................................. page 27
exciton annihilation operator, see equation (1.42).

\(\hat{X}^\dagger\) ........................................................... page 27
exciton creation operator, see equation (1.42).

\(\lambda_T\) ............................................................... page 32
de Broglie wavelength.

\(\varpi\) ................................................................. page 45
vorticity, see equation (2.34).

\(B\) ................................................................. page 13
magnetic flux, see equation (1.8).

\(D\) ................................................................. page 13
electric flux, see equation (1.8).
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>E</td>
<td>Electric field, see equation (1.7).</td>
<td>12</td>
</tr>
<tr>
<td>H</td>
<td>Magnetic field, see equation (1.7).</td>
<td>12</td>
</tr>
<tr>
<td>J</td>
<td>Charge current density, see equation (1.7).</td>
<td>12</td>
</tr>
<tr>
<td>j</td>
<td>Fluid current density, see equation (2.30).</td>
<td>44</td>
</tr>
<tr>
<td>M</td>
<td>Magnetization density, see equation (1.7).</td>
<td>12</td>
</tr>
<tr>
<td>P</td>
<td>Polarization density, see equation (1.7).</td>
<td>12</td>
</tr>
<tr>
<td>v_s</td>
<td>Condensate flow velocity, see equation (2.31).</td>
<td>45</td>
</tr>
<tr>
<td>$\mathcal{F}$</td>
<td></td>
<td>18</td>
</tr>
<tr>
<td>$\mathcal{H}_{e-h}$</td>
<td>Hamiltonian accounting for electron–hole coulomb interactions, see equation (1.3).</td>
<td>11</td>
</tr>
<tr>
<td>$\mathcal{H}_{e-ions}$</td>
<td>Hamiltonian describing changes in the electronic energy as a result of the displacements of the ions from their equilibrium positions, see equation (1.1).</td>
<td>9</td>
</tr>
<tr>
<td>$\mathcal{H}_{e-ph}$</td>
<td>Hamiltonian accounting for electron-photon interaction, see equation (1.30).</td>
<td>22</td>
</tr>
<tr>
<td>$\mathcal{H}_e$</td>
<td>Hamiltonian describing valence electrons with the ions frozen in their equilibrium positions, see equation (1.1).</td>
<td>8</td>
</tr>
<tr>
<td>$\mathcal{H}_{ions}$</td>
<td>Hamiltonian describing interactions between atomic nuclei and core electrons, see equation (1.1).</td>
<td>7</td>
</tr>
<tr>
<td>$\mathcal{H}_{ph}$</td>
<td>Hamiltonian accounting for photonic dispersion, see equation (1.30).</td>
<td>22</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Permeability, see equation (1.8).</td>
<td>13</td>
</tr>
<tr>
<td>$\mu_c$</td>
<td>Chemical potential, see equation (2.1).</td>
<td>31</td>
</tr>
<tr>
<td>$\mu_{eh}$</td>
<td>Electron-hole reduced effective mass, see equation (1.5).</td>
<td>11</td>
</tr>
</tbody>
</table>
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Ω .................................................. page 92
correlation-weighted vorticity, see equation (5.4).

ω .................................................. page 16
wave frequency multiplied by $2\pi$.

$\Omega_R$ ........................................... page 26
Rabi frequency, see equation (1.41).

$\omega_{LT}$ ........................................ page 22
longitudinal-transverse splitting, see equation (1.33).

$\rho$ ................................................ page 42
density matrix, see equation (2.25).

$\rho_c$ .............................................. page 12
charge density, see equation (1.7).

$\varepsilon$ .......................................... page 13
permittivity, see equation (1.8).

$\xi$ ................................................ page 36
healing length, see equation (2.21).

$a$ ................................................ page 35
scattering length, see equation (2.9).

$A^+$ .............................................. page 13
positive-propagating electric field, see equation (1.11).

$A^-$ .............................................. page 13
negative-propagating electric field, see equation (1.11).

$a_B$ ............................................... page 11
Bohr radius, see equation (1.5).

$Al$ ................................................ page 52
Aluminium.

$As$ ............................................... page 52
Arsenic.

c ............................................... page 13
light speed, see equation (1.10).

$c_s$ ............................................. page 35
sound speed, see equation (2.13).

$Cd$ ............................................... page 52
Cadmium.

$CR$ ............................................... page 92
coherent rotation, see equation (5.5).
reservoir spatial diffusion coefficient, see equation (2.40).

elementary electron charge.

binding energy of the ground exciton state, see equation (1.6).

interaction coupling constant, see equation (2.9).

complex degree of coherence, also known as 1st order correlation function, see equation (4.3).

Gallium.

wavevector in vacuum, see equation (1.11).

Boltzmann constant.

v 

cavity thickness.

third component of angular momentum, see equation (5.3).

topological charge of a vortex, see equation (2.32).

effective mass.

effective electron mass.

effective hole mass.

refractive index, see equation (1.10).

quality factor, see equation (1.28).

reflectivity, see equation (1.17).

Fresnel amplitude reflection, see equation (1.16).
polaritons scattering from the reservoir into the condensate.

transmittance, see equation (1.17).

Fresnel amplitude transmission, see equation (1.16).

Tellurium.

anti-ferromagnetism.

Bose-Einstein condensation.

Berezinskii-Kosterlitz-Thouless.

complex Ginzburg-Landau equation.

Continuous wave.

distributed Bragg reflector.

ferromagnetism.

Fabry-Perrot interferometer.

full width of half maximum.

Gross-Pitaevskii equation.

Laguerre-Gaussian.

lower polariton branch.

molecular beam epitaxy.

middle polariton branch.
OPA ................................................................. page 54
optical parametric amplification.

OPO ................................................................. page 53
optical parametric oscillator.

QW ................................................................. page 10
quantum well.

RRS ................................................................. page 56
resonant Rayleigh scattering.

TOPO ............................................................... page 54
triggered optical parametric oscillator.

UPB ................................................................. page 28
upper polariton branch.

VCSEL ............................................................... page 1
vertical-cavity surface emitting laser.