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La mayor parte de los hombres no quiere nadar antes de saber. ¿No es esto espiritual? ¡No quieren nadar, naturalmente! Han nacido para la tierra, no para el agua. Y, naturalmente, no quieren pensar; como que han sido creados para la vida, ¡no para pensar! Claro, y el que piensa, el que hace del pensar lo principal, ese podrá acaso llegar muy lejos en esto; pero ese precisamente ha confundido la tierra con el agua, y un día u otro se ahogará.

(Hermann Hesse, “El Lobo Estepario”)

Die meisten Menschen wollen nicht eher schwimmen, als bis sie es können. Ist das nicht witzig? Natürlich wollen sie nicht schwimmen! Sie sind ja für den Boden geboren, nicht fürs Wasser. Und natürlich wollen die nicht denken; sie sind ja fürs Leben geschaffen, nicht fürs Denken! Ja, und wer denkt, wer das Denken zur Hauptsache macht, der kann es darin zwar weit bringen, aber er hat doch eben den Boden mit dem Wasser vertauscht, und einmal wird er ersaufen.

(Hermann Hesse, “Der Steppenwolf”)

A Luis y Ahlke.
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Resumen

En los últimos años se están dedicando numerosos esfuerzos a la investigación de materiales semiconductores orgánicos. El interés que estos materiales suscitan proviene de sus propiedades innovadoras, que posibilitan el desarrollo de nuevas aplicaciones optoelectrónicas, así como de sus bajos costes de producción. Sin embargo, en comparación con los semiconductores convencionales, los semiconductores orgánicos presentan un menor rendimiento, siendo éste por tanto uno de los mayores obstáculos para su implementación en dispositivos optoelectrónicos.

Dos de los factores determinantes en su rendimiento son la inyección de cargas eléctricas procedente de los electrodos metálicos y el transporte de portadores de carga a través de la película, los cuales muestran a su vez una dependencia directa con la estructura y morfología de la película. A modo de ejemplo, cabe mencionar que el transporte de portadores de carga en los semiconductores orgánicos tiene lugar principalmente a lo largo de la dirección de solapamiento de los orbitales moleculares $\pi$. Dada la anisotropía propia de estos materiales, dicho solapamiento depende de la orientación relativa de las moléculas, y por tanto de la estructura cristalina. En consecuencia, son las propiedades estructurales de las películas orgánicas los parámetros clave que en última instancia determinan las propiedades optoelectrónicas de los dispositivos.

El crecimiento de películas orgánicas involucra procesos mucho más complejos que los conocidos para materiales inorgánicos. Sus propiedades intrínsecas, como son las grandes dimensiones moleculares, su anisotropía (con los nuevos grados de libertad rotacionales que implica), o las interacciones intermoleculares de Van der Waals (más débiles y menos direccionales que los enlaces covalentes), hacen que términos como epitaxia, tensión o interdifusión, adquieran un significado diferente al establecido y, en muchos casos, tengan menor relevancia que para el crecimiento de materiales inorgánicos. Por tanto, la extrapolación de los conocimientos ya establecidos para el crecimiento de materiales inorgánicos resulta en muchos casos
inadecuada. De hecho, no se ha conseguido todavía alcanzar el nivel de comprensión necesario para “diseñar” películas orgánicas con estructuras y morfologías específicas.

Este ha sido el punto de partida de esta tesis, cuyo objetivo es contribuir a alcanzar los conocimientos necesarios para dirigir y controlar el crecimiento de estructuras orgánicas en interfases de interés tecnológico, entre las que cuentan aquellas formadas entre el semiconductor y el dieléctrico o los contactos metálicos. Por otro lado, muchos de los dispositivos orgánicos, como es el caso en transistores ambipolares, células fotovoltaicas, o diodos orgánicos, se basan en heteroestructuras de semiconductores tipo p-semiconductores tipo n, lo cual a su vez genera una interfase adicional orgánico-orgánico. Sin embargo, a pesar de la importancia de estas intercaras, apenas hay estudios dedicados a su caracterización desde un punto de vista estructural, y se desconoce su influencia sobre la morfología de las películas, o el papel de aspectos tales como la interdifusión, la epitaxia, o las tensiones en la estabilidad o las propiedades de las heteroestructuras resultantes. En gran medida, la falta de estudios es debida a la dificultad de acceso a dichas interfases, una vez que quedan “enterradas” en el interior de la propia heteroestructura.

En el marco de esta tesis, combinando técnicas complementarias de microscopía de sonda de barrido (tanto microscopía de fuerza atómica como microscopía de efecto túnel) y medidas in-situ de difracción de rayos X (la cual posibilita el acceso a la estructura de intercaras enterradas), se han investigado las propiedades estructurales así como el propio crecimiento de diversos tipos de heteroestructuras relacionadas con las diferentes intercaras presentes en dispositivos optoelectrónicos.

Los estudios están centrados en la molécula ftalocianina de cobre fluorinada (F16CuPc), cuyo principal interés reside en ser una de las pocas moléculas semiconductoras con comportamiento de tipo n que presenten estabilidad frente a su exposición al aire. A pesar de la importancia de su estructura cristalina para la eficiencia de los dispositivos, así como para la comprensión de las relaciones “propiedades optoelectrónicas-estructura”, aún se desconoce su estructura en películas delgadas.

Es en esta tesis la primera vez que se ha estudiado en detalle la estructura cristalina de películas de F16CuPc sobre SiO2, con especial énfasis en las primeras
capas, motivado por su especial relevancia en el transporte de carga en transistores. Además, se ha estudiado un nuevo método para la optimización de la estructura de las películas, mediante la manipulación controlada de las propiedades del sustrato al funcionalizar el SiO$_2$ con una monocapa autoensamblada de moléculas con un grupo terminal metilo. La nueva superficie, con una tensión superficial mucho menor, facilita la difusión de las ftalocianinas y promueve la formación de películas con la misma estructura pero dominios cristalinos mucho más extensos. Esto conlleva una reducción de las fronteras de grano y, en consecuencia, de la densidad de “trampas” para los portadores de carga. La mobiliidad efectiva de los portadores de carga en películas recubiertas sobre las superficies funcionalizadas resulta por tanto un orden de magnitud mayor que en aquellas depositadas directamente sobre el SiO$_2$.

Otra parte importante de esta tesis está dedicada al estudio de heteroestructuras orgánicas, en las cuales se han combinado F$_{16}$CuPc como semiconductor de tipo n con diindenoperileno (DIP) y pentaceno, ambos semiconductores de tipo p.

A pesar de las múltiples similitudes entre el DIP y el pentaceno, como por ejemplo su composición química, la morfología de sus películas o su hidrofobicidad, las heteroestructuras resultantes al combinarlas con F$_{16}$CuPc muestran procesos y modos de crecimiento, así como estructuras totalmente distintas, confirmando con ello la dificultad para establecer teorías de crecimiento generales aplicables a las heteroestructuras orgánicas. Por ejemplo, al depositar F$_{16}$CuPc sobre pentaceno, el entorno energéticamente y electrónicamente distinto en los escalones del pentaceno cataliza la formación de una nueva estructura de ftalocianinas, mientras que al depositarlo sobre DIP, los escalones del DIP no muestran ningún efecto sobre su crecimiento. Si bien esto podría sugerir una menor interacción de las F$_{16}$CuPc con el DIP, cuando el crecimiento de estas heteroestructuras (en ambas secuencias de deposición) tiene lugar a altas temperaturas, se observan unos procesos que sí sugieren también en este sistema interacciones importantes. Al depositar DIP sobre las ftalocianinas, se produce un crecimiento de Stranski-Krastanov del DIP (capa más islas), asociado a una reestructuración de las tres últimas capas de F$_{16}$CuPc, mientras que la estructura del DIP está relajada tanto en las islas como en la capa cerrada. En el orden de deposición inverso, el DIP actuando de sustrato no sufre ninguna reconstrucción, y las ftalocianinas forman una película cerrada, ordenada de principio a
fin con la nueva estructura. Esto contrasta con el escenario habitual en el crecimiento de materiales inorgánicos y muestra uno de aquellos casos en que los procesos de crecimiento en materiales orgánicos no están contemplados por las teorías establecidas (“inorgánicas”).

Por último, también se ha estudiado en esta tesis la autoorganización de nanoestructuras bidimensionales supramoleculares. Las interacciones entre el DIP y las F$_{16}$CuPc han mostrado ser considerables, capaces de generar efectos como los descritos anteriormente en heteroestructuras. Por otro lado, esas interacciones posibilitan la síntesis de nanoestructuras altamente estables. La coevaporación de DIP y F$_{16}$CuPc sobre una superficie de Cu(111) tiene como resultado la formación de distintas estructuras bidimensionales en función del las proporciones entre moléculas. Interesantemente, estas estructuras mixtas muestran dominios muy extensos (de hasta cientos de nm) y una estabilidad mayor que la de cada una de las moléculas por separado. Por tanto, además de poder aprovecharlas como patrones para el crecimiento de estructuras autoensambladas más complejas, la mayor sencillez del sistema, debido a su dimensionalidad reducida, puede facilitar la obtención de un mayor nivel de comprensión respecto a la naturaleza de las interacciones intermoleculares.

Con los estudios de esta tesis, dedicados a la caracterización estructural de las películas orgánicas, a la comprensión de las relaciones “propiedades optoelectrónicas-estructura”, así como de los procesos de crecimiento en películas orgánicas, y a la síntesis de nanoestructuras bidimensionales supramoleculares, se pretende contribuir (al margen de su interés para la física fundamental) al desarrollo y optimización de la electrónica orgánica, dando un paso más hacia el perseguido fin del crecimiento controlado de películas con la estructura deseada.
# 1 Motivation

The high application potential of the so-called “plastic electronics” has sparked a world-wide research activity in the field of organic semiconducting thin films. The weak Van der Waals forces between neighbouring organic molecules, along with the low processing temperatures, allow the organic films to be grown on a wide variety of novel substrates such as polymeric materials and enable the development of flexible devices. However, the probably most appealing advantage of organic semiconductors that has attracted the interest of many major electronic firms is the potential low cost and ease of production of organic electronics, which might allow in a near future the production of e.g. large area electronics by printing methods. Up-to-date, organic-based devices have already been demonstrated, such as organic light-emitting devices (OLEDs), solar cells, organic field-effect transistors (OFETs), or gas sensors.

Among the different explored materials, small aromatic molecules have emerged as promising candidates because they can be grown in films with high crystalline order, thus fulfilling one of the key requirements for high charge carrier mobility. The detailed knowledge of their film structure is a prerequisite to understand the optoelectronic properties. In particular, the structure and morphology of the first organic layers are known to have a large impact on the charge carrier mobility in OFETs. In addition, in those applications relying on heterojunctions of p- and n-type semiconductors, such as OLEDs, solar cells, or ambipolar transistors, the structure and morphology of the (additional) organic-organic interface are expected to play a crucial role in the final device performance. In general, the requirements in terms of film structure, morphology or interface properties vary somewhat for different applications. Thus, the goal is to find routes to control the organic film growth in order to tune their structural properties for the specific needs. A key milestone towards the success is the thorough understanding of the organic thin film growth mechanisms.

While the processes involved in the growth of inorganic materials are already well understood, thus allowing a certain control over the film growth to obtain desired structures and morphologies, a successful extrapolation of the current (inorganic)
growth theories to the organic materials is hindered by the increased complexity in their growth scenarios. The major differences with respect to the inorganic counterparts, which introduce quantitatively and qualitatively new growth behaviours, are the highly anisotropic molecular structures (thus with additional orientational degrees of freedom), the large dimensions of the organic molecules (generating lattice mismatches with the inorganic substrates of about one order of magnitude) or the weaker and less directional intermolecular and molecule-substrate interactions as compared to the covalent bonds.\textsuperscript{19, 20, 21} All these properties inherent to organic materials make that terms like “strain” or “epitaxy” lessen in significance with respect to their role in heteroepitaxy of inorganic semiconductors. Nevertheless, their role on the emerging film morphology, as well as other issues like molecular interdiffusion and structure at the organic-organic interface, remain largely unexplored. Consequently, the state-of-the-art of organic thin film growth is still far from being a well-established paradigm.

The studies performed in this thesis are centered on the molecule copper-hexadecafluorophthalocyanine (F\textsubscript{16}CuPc). This molecule is receiving increasing attention for being one of the few air-stable n-type organic semiconductors. However, in spite of the importance of the crystal structure for the optoelectronic properties and thus for the understanding of its performance in devices, the F\textsubscript{16}CuPc thin film structure is still unknown. By combining multiple experimental techniques such as atomic force microscopy (AFM), scanning tunnelling microscopy (STM), and X-ray diffraction (XRD), we have devoted our studies to the structural characterization (and optimization) of F\textsubscript{16}CuPc thin films on SiO\textsubscript{2}, with a special emphasis on the first layers.\textsuperscript{22, 23} We show that changing the substrate properties by the use of self-assembling monolayers (SAMs) is a useful tool to modify the film morphology and therewith enhance the charge transport within the films.\textsuperscript{24} In addition, we have studied the growth of organic heterostructures based on the combination of F\textsubscript{16}CuPc (as n-type semiconductor) with diindenoperylene (DIP) and pentacene (both of them p-type semiconductors). We have paid special attention to the underlying processes involved in the growth of these heterostructures, which, in spite of the similarities between DIP and pentacene, result in novel and largely different growth scenarios.\textsuperscript{25, 26, 27} Furthermore, in order to facilitate the understanding of the driving mechanisms in the
growth processes, we have studied the self-assembly of mixed DIP and F16CuPc supramolecular structures in systems of reduced dimensionality (two-dimensional).

With the presented work, we try to take a step forward towards the controlled growth of desired organic architectures, and therewith contribute to the further development and optimization of organic electronics.
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2 Introduction

2.1 Organic semiconductors

2.1.1 General properties

Organic semiconductors owe their semiconducting properties to the presence of conjugated double bonds in their molecular structure. Carbon atoms forming conjugated double bonds are sp\(^2\) hybridized and give rise to both σ-and π-bonds, whose energy levels are split into occupied bonding orbitals with a lower energy, and unoccupied anti-bonding orbitals of higher energy. This is shown schematically in Figure 2.1 with the example of two sp\(^2\) hybridized C atoms forming an ethene molecule.\(^1\) The main contribution to charge transfer or optical excitation processes results from the electronic states closest to the Fermi energy. This corresponds to the π-orbitals, which consequently are the most relevant orbitals for the optoelectronic properties of these organic materials. For molecules with a larger number of conjugated C atoms further splitting of the energy levels takes place.

![Figure 2.1](image)

**Figure 2.1.** Schematic diagram showing the energy levels of two free carbon atoms and the change upon bond formation giving rise to an ethene molecule.
In this case the π-electrons are delocalized over the entire extent of conjugation (which might be the whole or only parts of the molecule), and the number of bonding and anti-bonding π-molecular orbitals increases. The highest occupied molecular orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO) are for the organic semiconductors the analogous to the valence and conduction band edges of conventional inorganic semiconductors, respectively. Thus, the “band gap” of organic semiconductors corresponds to the HOMO-LUMO gap in their molecular orbitals. Organic chemistry offers virtually unlimited possibilities to synthesize different molecules by changing their size, atom arrangement, or including different atoms (“heteroatoms”) or functional groups at specific molecular positions. For any of these modified molecules the resulting molecular orbitals and, as a consequence their electronic properties, differ from each other, what can be used up to a certain extent to tailor the optoelectronic properties by the appropriate molecular synthesis. The structural anisotropy inherent to most organic semiconducting molecules gives rise to highly anisotropic optoelectronic properties, thus making of the molecular arrangement, i.e. the crystal structure, a key aspect for the physical properties of the films.2,3,4

2.1.2 Organic semiconducting molecules

The immensely broad spectrum of organic semiconducting molecules can be classified into two major groups: polymers, and small weight molecules or oligomers. Polymers are long-chain molecules formed by the repetition of molecular units. The number of repetition units is indeterminate, thus leading to a variable molecular mass. On the contrary, small weight molecules have a well defined molecular weight. From the point of view of their electronic and optic properties both groups can be considered rather similar, being the main difference the thin-film deposition methods. In this sense, polymers show the advantage of being processable from solution e.g. by spin-coating, leading to lower production costs. Oligomers are in most of the cases insoluble and are thus deposited by technically more demanding methods with consequently higher associated costs. However, their major advantage with respect to
the polymers is that they can be grown in films of high purity and crystalline order, two important requirements to obtain high charge carrier mobility. In this thesis we have studied the growth of thin films formed by oligomers, purified twice by gradient sublimation before use, with complementary p- and n-type semiconducting behaviors. They are briefly presented in the following.

**a. Copper-hexadecafluorophthalocyanine (F_{16}CuPc)**

Phthalocyanines are porphyrin derivatives and cover a broad range of different molecules with similar structure. Since their first synthesis at the beginning of last century, phthalocyanines have established themselves as materials of high interest for the industry. Their interest relied initially on their intense coloring properties, motivating an extensive use as pigments. However, after the discovery of their semiconducting properties in 1948, the interest of the phthalocyanines has spread to a much wider range of industrial applications.

Among the different phthalocyanines, we have chosen for our studies copper-hexadecafluorophthalocyanine (F_{16}CuPc: C_{32}F_{16}N_{8}Cu), which is represented in Figure 2.2. It is a planar molecule belonging to the group of the metal-phthalocyanines, which are characterized by the presence of a metal atom in the molecular center. By simply changing this atom, a large number of similar phthalocyanines with different optoelectronic properties can be synthesized.\(^5\,^6\)

There are two different phthalocyanines with a central copper atom: CuPc and F_{16}CuPc. They differ in the 16 atoms surrounding the molecule. For CuPc, one of the most studied phthalocyanines, these are hydrogen atoms, while for F_{16}CuPc they are substituted by fluorines (Figure 2.2).

![Figure 2.2 Molecular structure and dimension of F_{16}CuPc.](image-url)
The fluorines increase the electron affinity of the molecules and favor an efficient electron injection into the empty LUMO states.\textsuperscript{7} As a consequence, the preferential p-type semiconducting behavior observed for CuPc when combined with typical contact materials such as Au (see section 2.1.3 for an understanding of the underlying principles), changes to n-type behavior in the case of F\textsubscript{16}CuPc. The electric properties of F\textsubscript{16}CuPc are stable upon air-exposure. Since there are only few air-stable n-type organic semiconductors,\textsuperscript{8} this makes of F\textsubscript{16}CuPc an interesting candidate for all those applications in which both p- and n-type semiconductors are needed, such as organic solar cells, ambipolar transistors or OLEDs. As a matter of fact, the use of fluorinated copper-phthalocyanines has already been successfully demonstrated in unipolar transistors,\textsuperscript{8, 9, 10, 11, 12} ambipolar transistors,\textsuperscript{13, 14, 15, 16, 17} organic complementary circuits,\textsuperscript{18, 19, 20} organic photodetectors\textsuperscript{21} or gas sensors.\textsuperscript{22, 23, 24}

There are several studies focused on the bulk-structure of various phthalocyanines,\textsuperscript{25, 26, 27} including a recent study devoted to the characterization of F\textsubscript{16}CuPc by X-ray powder diffraction,\textsuperscript{28} for which the obtained cell parameters, volume and number of molecules per unit cell are shown in Table 2.1.

Two different structural phases have been reported for various phthalocyanines when grown in thin-films: a metastable $\alpha$– and a stable $\beta$–phase.\textsuperscript{29} The $\alpha$–phase is obtained in thin films grown at substrate temperatures below a certain phase transition temperature.\textsuperscript{30} An irreversible phase transformation to the $\beta$–phase can be induced by thermal treatment.\textsuperscript{31, 32} Up to now the detailed structure of F\textsubscript{16}CuPc films was unknown and the $\beta$–phase of the analogous molecule CuPc \textsuperscript{27} (cell parameters in Table 2.1) was often taken as reference.\textsuperscript{8, 11, 13, 17, 33} In the frame of this thesis the thin-film structure of F\textsubscript{16}CuPc has been characterized, as reported in section 4.2.

\begin{center}
\begin{tabular}{lrr}
\hline
 & F\textsubscript{16}CuPc & $\beta$-CuPc \\
\hline
a (Å) & 20.018 & 19.407 \\
b (Å) & 5.106 & 4.79 \\
c (Å) & 15.326 & 14.628 \\
$\alpha$ (deg.) & 90 & 90 \\
$\beta$ (deg.) & 111.83 & 120.56 \\
$\gamma$ (deg.) & 90 & 90 \\
V (Å\textsuperscript{3}) & 1454 & 1166 \\
Molec. & 2 & 2 \\
\hline
\end{tabular}
\end{center}

Table 2.1 Cell parameters reported for the bulk structure of F\textsubscript{16}CuPc\textsuperscript{28} and the CuPc $\beta$-phase.\textsuperscript{27}
b. Diindenoperylene (DIP)

Diindenoperylene (DIP) is an aromatic molecule with chemical formula C\textsubscript{32}H\textsubscript{16}. The molecular structure is shown in Figure 2.3a. It is a red dye and shows p-type semiconducting behavior in combination with Au contacts. There are several structural studies dealing with DIP single crystals\textsuperscript{34} and thin films deposited on various surfaces, such as NaCl,\textsuperscript{35} Perylene,\textsuperscript{35} or SiO\textsubscript{2}.\textsuperscript{36} (Parameters shown in Table 2.2). The growth of DIP thin films on SiO\textsubscript{2} results in a layered structure with the molecules in each of the layers standing upright and arranged in a herringbone pattern (Figure 2.3b).\textsuperscript{36} The growth is characterized by an exceptionally high degree of order.\textsuperscript{37} However, a strong increase in the film roughness is observed with increasing thickness\textsuperscript{38} above a critical coverage.\textsuperscript{39,40}

The critical influence of the structural order on the performance of DIP-based organic thin-film transistors has been highlighted in a work by Karl et al., where a drastic enhancement of the field-effect mobility could be measured upon reduction of the mosaicity of the films.\textsuperscript{41}

![Figure 2.3](image)

**Figure 2.3** (a) Molecular structure and dimension of DIP. (b) Molecular arrangement within the thin-film unit cell.

<table>
<thead>
<tr>
<th></th>
<th>single cryst.</th>
<th>DIP/NaCl</th>
<th>DIP/Perylene</th>
<th>DIP/SiO\textsubscript{2}</th>
</tr>
</thead>
<tbody>
<tr>
<td>a (Å)</td>
<td>11.59</td>
<td>8.67</td>
<td>11.0</td>
<td>8.55</td>
</tr>
<tr>
<td>b (Å)</td>
<td>12.97</td>
<td>6.96</td>
<td>10.6</td>
<td>7.09</td>
</tr>
<tr>
<td>c (Å)</td>
<td>14.88</td>
<td>18.55</td>
<td>17.5</td>
<td>16.6</td>
</tr>
<tr>
<td>(layer height)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>α (deg.)</td>
<td>98.11</td>
<td>90</td>
<td>90</td>
<td>-</td>
</tr>
<tr>
<td>β (deg.)</td>
<td>98.10</td>
<td>93.5</td>
<td>106</td>
<td>-</td>
</tr>
<tr>
<td>γ (deg.)</td>
<td>114.43</td>
<td>90</td>
<td>90</td>
<td>90</td>
</tr>
<tr>
<td>Molec.</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

**Table 2.2** Cell parameters reported for the DIP bulk structure\textsuperscript{34} and thin-film structures on NaCl,\textsuperscript{35} perylene,\textsuperscript{35} and SiO\textsubscript{2}.\textsuperscript{36}
The optical properties of DIP have also shown to be very attractive, especially in combination with the previously mentioned F16CuPc, since the respective absorption spectra complement each other covering most of the wavelengths in the visible range and thus resulting very interesting for their use in photovoltaic devices.42

c. Pentacene

Pentacene is probably the most widely studied oligomer, whose main interest relies in its high charge carrier mobility. It shows preferentially p-type semiconducting behavior, though under specific conditions ambipolar behavior can also be obtained.43,44,45 The chemical formula is C22H14, and its molecular structure is shown in Figure 2.4.

![Figure 2.4](image)

Figure 2.4 (a) Molecular structure and dimension of pentacene. (b) Molecular arrangement within the bulk-structure unit cell (From reference 46).

The structure and growth process of pentacene has been studied on a variety of surfaces.46 Among them, the most common one is probably SiO2 46,47,48,49,50,51,52 because of its application as gate dielectric in field effect transistors. Pentacene thin films grow in a layered structure with a layer spacing of 15.5 Å. However, for coverages above a critical thickness which is inversely proportional to the substrate growth temperature, an additional structure forms with a layer spacing of 14.4 Å. The former is thus called thin-film structure, while the latter is generally called bulk-structure, since it seemed to be related to the bulk-structure determined by Campbell et al. in 1962.53 Nevertheless, recent studies on the structure of pentacene films and single crystals by Mattheus et al.49 have shown this name to be inappropriate, since also the structure with a layer spacing of 14.4 Å is apparently substrate induced. Furthermore, the cell parameters they have obtained for this structure are different
from those obtained by Campbell et al., and the layer spacing obtained in single crystals is 14.1 Å (also observed in films of extreme thickness, in the micrometer range). There have also been efforts devoted to the characterization of the thin-film structure. Fritz et al. determined the unit cell for the first pentacene layer on the SiO₂, and Ruiz et al. determined the structure in films with coverages ranging from the submonolayer to the multilayer regime. The cell parameters for the various unit cells described above are given in Table 2.3.

<table>
<thead>
<tr>
<th>Layer height (Å)</th>
<th>Single crystal</th>
<th>“bulk”</th>
<th>“bulk”</th>
<th>“thin-film” multilayer</th>
<th>“thin-film” 1st layer</th>
<th>“thin-film” 1st layer</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>14.12</td>
<td>14.37</td>
<td>14.4</td>
<td>15.43</td>
<td>15.43</td>
<td>16±0.6</td>
</tr>
<tr>
<td>a (Å)</td>
<td>6.266</td>
<td>6.485</td>
<td>7.90</td>
<td>7.58</td>
<td>7.62</td>
<td>5.916</td>
</tr>
<tr>
<td>b (Å)</td>
<td>7.775</td>
<td>7.407</td>
<td>6.06</td>
<td>5.91</td>
<td>5.90</td>
<td>7.588</td>
</tr>
<tr>
<td>c (Å)</td>
<td>14.530</td>
<td>14.745</td>
<td>16.01</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>α (deg.)</td>
<td>76.475</td>
<td>77.25</td>
<td>101.9</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>β (deg.)</td>
<td>87.682</td>
<td>85.72</td>
<td>112.6</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>γ (deg.)</td>
<td>84.684</td>
<td>80.92</td>
<td>85.08</td>
<td>90±0.2</td>
<td>90±0.2</td>
<td>89.95</td>
</tr>
<tr>
<td>Molec.</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 2.3 Reported cell parameters for the pentacene structures observed on SiO₂ as described in the text.

### 2.1.3 Organic field-effect transistors (OFETs)

The potential use of organic semiconductors in field-effect transistors was already demonstrated in the late eighties. Since then, tremendous efforts have been devoted to the development and optimization of these devices, which consequently lead to a rapid progress, to the level that the performance of good organic thin film transistors (OTFT) rivals that of commercial amorphous silicon transistors.

Thin film field-effect transistors consist on a semiconducting film contacted by metallic source and drain electrodes, and a third electrode (gate) separated from the semiconducting film by a dielectric layer. There are several different options to arrange the elements of the device, being the main difference the relative position of
the contacts with respect to the semiconductor (on top or bellow), as shown in Figure 2.5. The typical dimensions for the channel length \(L\) and width \(W\) are in the range of 1 to 50 \(\mu\)m and 100 \(\mu\)m to 1 mm respectively, though devices with channel lengths in the nanoscale have already been demonstrated.\(^{56}\)

The operation of OFETs depends on the applied gate and source-drain voltages.\(^7,56\) When a positive voltage is applied to the gate \(V_G\), negative charges are capacitively induced in the semiconducting layer (Figure 2.5) and vice-versa. Much of this charge is mobile and thus moves in response to an applied source-drain voltage \(V_D\).

![Figure 2.5. Schematic representation of OFETs in top contact and bottom contact geometries, together with the relevant voltages and dimensions.](image)

Ideally, at \(V_G=0\) there is an absence of mobile charge carriers and a consequently low conductance in the semiconducting film. The device is “off”. Upon gate voltage application, the charge injection increases the conductance and the device is turned “on”. In order to clarify the underlying concepts of the field effect transistor operation, Figure 2.6 shows, in a simplified way, a scheme of the evolution of the electronic energy levels in the device. The application of \(V_G\) shifts the semiconductor energy levels with respect to the Fermi levels of the contacts, until the HOMO \((V_G<0, p\text{-channel operation})\) or the LUMO \((V_G>0, n\text{-channel operation})\) reach the mentioned Fermi level. This leads to a charge injection into the semiconductor and to an electric current between source and drain upon application of a drain voltage. However, additional aspects not taken into account in this simple representation make that, with few exceptions, a given organic semiconductor acts only as hole or electron conductor and is consequently classified as \(n\)- or \(p\)-type semiconductor.
If we define the “threshold voltage” $V_T$ as the voltage necessary to generate mobile charge carriers in the semiconductor, the current-voltage relationship in an OFET can be described, as for conventional semiconducting devices,$^{57,58}$ by:

$$I_{D,\text{lin}} = \frac{W}{L} C\mu_{\text{lin}} \left[ (V_G - V_T) V_D - \frac{V_D^2}{2} \right].$$  \hspace{1cm} (2.1)

This equation is called “linear regime” equation, and is valid when $V_D < (V_G - V_T)$. If $V_D = (V_G - V_T)$, the semiconductor region near the drain contact is completely depleted of free charge carriers. Once this point is reached, the current becomes independent of $V_D$ and it follows:

$$I_{D,\text{sat}} = \frac{W}{2L} C\mu_{\text{sat}} (V_G - V_T)^2.$$  \hspace{1cm} (2.2)

Figure 2.6. (a) Idealized energy level diagram of an organic TFT at $V_G = 0$ and $V_D = 0$. (b-e) demonstrate the principle of field effect transistor operation for the case of (b) electron accumulation and (c) transport and hole (d) accumulation and (e) transport. (from reference 7).
In general, the transistors are characterized either by sweeping $V_D$ at a constant $V_G$ ($I_D-V_D$ or output curve), or by sweeping $V_G$ at constant $V_D$ ($I_D-V_G$ or transfer curve). By adjusting the obtained curves in the linear or saturation regime to the equations (2.1) or (2.2), respectively, the mobilities $\mu_{\text{lin}}$ and $\mu_{\text{sat}}$ can be calculated (leading often to different values, usually with higher mobilities in the saturation regime), in addition to other important parameters such as $V_T$, $I_{\text{on}}/I_{\text{off}}$, and the subthreshold swing $S$ (a measure of the switching speed from the on to the off state).

For a given molecular material, it is the charge carrier injection into the organic semiconducting layer and the charge carrier mobility within the organic film which mainly determine its electronic performance.

The charge carrier mobility depends crucially on the intermolecular overlap of the electronic $\pi$-orbitals of the molecules, which is in turn intimately related to the crystal structure.\textsuperscript{3,4,41,59,60,61} For an optimum electronic transport, the achievement of organic single crystalline films would be the ideal case, since the intrinsic charge carrier mobility obtained in single crystals actually represents an upper limit for the thin films.\textsuperscript{59, 62, 63, 64} In practice, the growth of TFT results in the formation of polycrystalline films, introducing charge traps at the grain boundaries,\textsuperscript{65,66,67,68} defects\textsuperscript{69,70} and interfaces,\textsuperscript{71} which reduce the effective carrier mobility in the films.

The charge carrier injection depends on the energy barrier at the semiconductor-metal interface and is strongly influenced by the structural and electronic properties of the organic films at the contacts.\textsuperscript{56} The inherent contact resistance of a metal-semiconductor junction showing a potential barrier between the metal work function and the HOMO or LUMO level, is frequently further enhanced by additional dipole barriers generated at the interfaces.\textsuperscript{56} In addition, in bottom contact devices the semiconductor usually shows different growth behaviors on the contacts and on the dielectric, giving rise to a large number of grain boundaries in the transition region close to the contacts.\textsuperscript{72,73} For these reasons, it is often the case that the contact resistances in the devices are large and limit their performance.\textsuperscript{56,74,75,76,77,78,79,80} Another important aspect for the device properties is the material purification,\textsuperscript{81} since the presence of impurities can have several negative effects on the device, as e.g.
generating traps or increasing the semiconductor conductivity with dopants and thereby reducing its $I_{on}/I_{off}$ ratio.\textsuperscript{7,70}

The challenge is to find a route to optimize the parameters of influence, i.e., increase the domain sizes,\textsuperscript{9,82} obtain structures of upright standing molecules in order to have the overlap of $\pi$-orbitals and thus the favoured direction of charge carrier transport in the surface plane,\textsuperscript{3,7,56} obtain highly aligned films,\textsuperscript{41,69} decrease defects or other charge carrier traps, or improve the charge injection. There is a number of accessible tools which have been explored to reach each of these goals.

For the optimization of the charge carrier mobility within the organic film, special attention has to be paid to the first layers in proximity to the dielectric, since it is already well established that the charge transfer takes place mainly along these very first layers of the semiconductor close to the dielectric interface.\textsuperscript{56,73,83,84,85,86,87} The functionalization by self-assembling monolayers of the dielectrics has been widely used to enhance the device performance.\textsuperscript{9,71,88,90,91,92,93,94,95,96,97,98,99,100,101,102,103} Some of the effects which have been proposed to lead to the improved performance are a reduction of the charge carrier traps at the dielectric interface,\textsuperscript{89} an increased connectivity between the different grains,\textsuperscript{92,93,100,103} a reduction of domain boundaries,\textsuperscript{9} an enhanced delocalization of the molecular $\pi$-orbitals\textsuperscript{101} or a change in the surface charge carrier density.\textsuperscript{98} However, often the concomitant occurrence of various changes in the film growth upon substrate functionalization (e.g. simultaneous changes of domain sizes and film structure) make the interpretation of surface treatment effects difficult, leading sometimes to different or even contradictory interpretations.\textsuperscript{71}

Also for the improvement of the charge carrier injection several routes have been successfully applied. Among them we find the appropriate choice of contact metals (possibly asymmetric in drain and source electrodes) with their work functions fitting the semiconductor energy levels,\textsuperscript{77,78,80,104} the functionalization of the contacts by self assembled monolayers in order to influence the film growth and reduce the grain boundaries at the contacts\textsuperscript{72} or to enhance the charge transfer,\textsuperscript{103,105} and also the use of buffer layers at the contacts.\textsuperscript{10,106}
2.2 **Thin film growth**

2.2.1 **Growth modes**

Many of today’s solid state devices are based on thin films, consequently making their growth a subject of high technological interest. The requirements for the film structure and morphology can vary from multilayers with layers of well defined thicknesses and sharp interfaces, for the use in e.g. quantum well structures; to three dimensional quantum dots for optoelectronic devices or single electron transistors. The control over the final film structures and morphologies is thus crucial for the device performance.

The theoretical background of film growth is very broad and has been studied under different approaches. Here, only a brief summary is presented focused on those aspects necessary for a basic understanding of the growth studies performed in the frame of this thesis. A thorough treatment of the underlying concepts can be found in references 107,108,109.

There are three basic scenarios that can describe the evolution of the film morphology upon film growth, as shown in Figure 2.7:

i. One layer starts forming and the next layer never starts until the previous one is completed. This is called “layer-by-layer” or “Frank-Van der Merwe” growth.

![Figure 2.7. Schematic representation of the three different film growth scenarios.](image-url)
ii. The deposited material assembles in islands. This is called “island” or “Vollmer-Weber” growth.

iii. Initially a layer-by-layer growth takes places, which switches to an island growth after a critical thickness. This is called “layer-plus-island” or “Stranski-Krastanov” growth.

One of the approaches to explain and predict the three different growth modes was derived by Bauer\textsuperscript{110} from the three macroscopic surface tensions of the involved interfaces, the overlayer-vacuum interface ($\gamma_o$), the overlayer-substrate interface ($\gamma_i$), and the substrate-vacuum interface ($\gamma_s$). If the surface tensions fulfill following condition:

$$\gamma_o + \gamma_i \leq \gamma_s$$

(2.3)

the system is energetically favored if the overlayer completely covers the surface, consequently leading to a layer-by-layer growth. If this is not the case, the substrate will be only partially covered, leading to an island growth. Stranski-Krastanov growth takes place if equation (2.3) is initially fulfilled below a critical thickness, thus following a layer-by-layer growth behavior, but only during the growth of the first layers. This growth scenario is often found in heteroepitaxial growth due to the formation of a strained overlayer. The strain accumulated in the overlayer can be considered to contribute to $\gamma_i$ and shows a monotonic increase of energy with increasing film thickness. Thus, at a critical thickness an unstable situation is reached at which $\gamma_o + \gamma_i > \gamma_s$, and the system switches from layer-by-layer to island growth.

However, these considerations are only applicable in thermodynamic equilibrium, while film growth intrinsically implies being away from equilibrium. Consequently, only those systems which are close to equilibrium, i.e. high substrate temperature and low deposition flux, can be properly described by a thermodynamic approach. To account for growth scenarios arising from systems further from equilibrium (low substrate temperatures and high deposition rates), kinetic aspects have to be considered such as adsorption, desorption, diffusion or nucleation,\textsuperscript{107,108,109} as shown in Figure 2.8. Each of these processes has different activation barriers, and the final film morphology is determined by the hierarchy of their barriers together with the deposition rate and substrate temperature. By optimization of these two easily
controllable growth parameters, the kinetic aspects can be exploited to obtain desired metastable film morphologies.

![Kinetic processes occurring during film growth.](image)

**Figure 2.8.** Kinetic processes occurring during film growth.

### 2.2.2 Organic molecular beam deposition (OMBD)

Among the various film growth techniques, molecular beam deposition (MBD) is widely used due to the good control it offers over the chemical purity, the atomically clean substrate and environment, film thickness, growth rate and substrate temperature. MBD consists on holding the substrate under ultra-high-vacuum (UHV) conditions, exposed to a beam of molecules in the vapor phase. The molecular beam is generated in so-called Knudsen cells, which typically consist on crucibles with a temperature sensor, surrounded by a heating filament and a thermal shielding. The material is put into the crucible and heated until sublimation (or evaporation, if it shows previously a liquid phase) takes place. The small opening of the crucible towards the UHV chamber generates a rather focused molecular beam, which can be blocked by a shutter and whose flux is controlled by the crucible temperature. The UHV environment allows the in-situ characterization of the substrate prior to deposition, or of the film during and/or after deposition, by techniques such as low energy electron diffraction (LEED), auger electron spectroscopy (AES), reflection high energy electron diffraction (RHEED), thermal desorption spectroscopy (TDS), UHV scanning tunneling microscopy (STM), etc.

When a film is grown on a crystalline substrate and the lattice mismatch between the structures of overlayer and substrate are small, the overlayer might adopt a strained structure in order to fit to the underlying substrate lattice. This process is called epitaxy. Its principles are already well established for inorganic systems,\textsuperscript{111,112}
and are being successfully exploited for the controlled growth of self-assembled nanostructures.\textsuperscript{113,114} However, the scenario is very different and far more complex for organic thin films, since the resulting structure depends on a much more delicate balance between the weak non-covalent intermolecular and molecule-substrate interactions.

In addition, there are other issues specific to organic films which can lead to quantitatively and qualitatively different growth behaviors not present in the conventional growth models for inorganic materials, such as the molecular size and shape.\textsuperscript{115,116} The highly anisotropic structures of most organic molecules introduce three additional orientational degrees of freedom relevant for the growth processes, their molecular packing, and for the physical film properties. Furthermore, the low molecular symmetry is generally translated into low symmetry crystalline structures (with monoclinic or triclinic cells), which in turn can lead to the formation of twin domains within the films. The large molecular sizes (in the nm range), as compared to the typical inorganic substrate lattice dimensions (in the Å range), induce the formation of translational domains. Besides, the lateral corrugation of the substrate potential is averaged over the molecular size, consequently smoothing and decreasing its corrugation as experienced by the molecule. Finally, the weak intermolecular forces (predominantly Van der Waals forces) lead in general to a rather smooth energetic landscape for the crystal packing with local minima of little energy differences, consequently favoring the formation of polymorphic phases and allowing larger strains to be accommodated in the given structures. All these multiple domains and polymorphic phases are additional sources of disorder to those already known from inorganic systems (vacancies, dislocations, impurities…) and thus hamper the achievement of organic devices with high performance. Additional efforts are needed to find routes to control the film growth and obtain the desired structures and morphologies.

Obviously, the substrate plays a major role. Strongly interacting substrates such as metals might induce an ordering of the organic films in terms of epitaxial or quasiepitaxial growth.\textsuperscript{117,118,119} However, a strong interaction reduces the molecular diffusion length, thus inducing a high grain density and small domains. In addition, the strain accumulated in these epitaxially grown pseudomorphic films, might lead to a change from layer-by-layer to island growth after a critical thickness for strain
release, or simply change to energetically more favorable structures at higher thicknesses, when the substrate influence gets weaker.\textsuperscript{117,118,120,121} On the other hand, on weakly interacting surfaces, the dominating intermolecular interactions as compared to the molecule-substrate interactions can lead to island growth, and the absence of any “ordering” effect by the substrate can lead to the formation of films consisting in crystalline powders. Thus, the tuning of the molecule-substrate interactions is a key aspect towards a controlled growth of organic films. Self-assembling monolayers (SAMs), whose basic principles will be introduced in the next section, have emerged as one of the most promising routes to modify and tailor the surface properties according to our needs and are being recently explored to modify the growth of organic semiconducting thin films.\textsuperscript{122,123,124,125,126}

2.2.3 Self-assembling monolayers (SAMs)

Self-assembling monolayers are ordered molecular assemblies formed spontaneously by the adsorption of a surfactant on a solid surface. They can be grown either under UHV conditions from the gas phase or simply from solution. The former has the advantages of the clean and well controllable environment together with the large number of in-situ characterization techniques available in UHV systems, while the ease of preparation is the most appealing aspect of the latter.

Figure 2.9 shows schematically the preparation process from solution, which is the method used in this thesis. In the molecular structure, three main parts can be distinguished (Figure 2.9):

i. Headgroup: it is the molecular part that binds to the substrate. The major classification of the SAMs is made according to their headgroup, since its chemical specificity defines the substrates to which it shows affinity and can be bound. The most popular and best studied SAMs are thiols on Au, although they grow on other metals such as Ag, Cu, or Hg as well. Another well-studied group is formed by SAMs with their headgroup based on silanes, which bind to hydroxilated surfaces such as SiO\textsubscript{2} or Al\textsubscript{2}O\textsubscript{3}.
ii. Endgroup: this is the final part of the molecule that defines the new surface. The surface properties basically depend on the endgroup and can thus be tuned by its appropriate choice.

iii. Chain or backbone: it is the intermediate part between headgroup and endgroup.

All the three parts can be changed or modified according to our needs, resulting in different substrates on which they can be prepared (depending on the headgroup), on different film structures (depending on the whole molecule as well as on the substrate), or different surface properties (determined mainly by the endgroup) such as hydrophobicity, adhesion, surface energy, etc. This possibility of designing surfaces with specific properties has motivated a vast number of studies in the field of self-assembling monolayers. Among the most interesting applications of SAMs, it can be cited their use in optoelectronic devices, as corrosion inhibitors, wear protection, in biorelated applications such as specific adsorption sites for biomolecules, or to serve themselves as substrates and, by changing the surface properties, tune the growth of films and crystals, or many others.\textsuperscript{127} Furthermore, SAMs offer attractive opportunities for lateral structuring and patterning, since it can act as positive or negative resist in lithography,\textsuperscript{128} or be grown itself with laterally defined structures by micro-contact printing,\textsuperscript{129,130} or “dip-pen” lithography.\textsuperscript{131,132} This further increases its interest for several of the applications mentioned above.
For a broader view on the general concepts of self-assembling monolayers, or to get a deeper insight into the growth or other processes related to the SAMs, we refer the reader to references 127,133,134.

In the work presented in this thesis, OTMS has been employed to functionalize SiO$_2$ and therewith influence the growth of the organic semiconducting thin films deposited on top. The OTMS molecule (CH$_3$-(CH$_2$)$_{17}$-Si(O-CH$_3$)$_3$) consists of a headgroup formed by a silane with three methoxyl groups, an alkane with a chain length of 17 carbon atoms as backbone, and a methyl endgroup (Figure 2.10a).

![Figure 2.10.](image)

Prior to the SAM formation the molecule is hydrolyzed, substituting the methoxyl by hydroxyl groups, which, during the self-assembly process, form bonds with other hydroxyl groups (generating water molecules as secondary reaction products) both from the substrate surface or other molecules (cross-links). The binding of the molecules not only to the substrate but also between each other leads to a high thermal stability of silane based SAMs.$^{134}$ However, since the bond length between neighboring silanes is lower than the equilibrium distance between alkane chains, cross-links introduce tensions, consequently reducing the order within the films.$^{134}$ The resulting structure for OTMS self-assembled monolayers is a layer with a height of about 25 Å, with the molecules arranged in a hexagonal packing with a lattice parameter of 4.8 Å and mean lateral domain sizes of about 80 Å (Figure 2.10b).$^{135,136,137}$ The functionalization of SiO$_2$ by OTMS reduces the surface energy...
from 78 to 20 mN/m\textsuperscript{138,139} and consequently influences the growth process of organic semiconducting thin films on top. This has an important impact on the physical film properties, as will be shown in section 4.3.
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3 Experimental

3.1 Scanning probe microscopy

The first instrument capable of obtaining three dimensional images of solid surfaces was developed by G. Binnig and H. Rohrer in 1981.\textsuperscript{1,2,3} It was the scanning tunneling microscope (STM), which consisted in a fine probe that was scanned at a close distance over the surface measuring a tunneling current between probe and sample. Its resolution reached the atomic level, a phenomenal success in the world of microscopy, which was rewarded with the Nobel Prize in 1986. The major drawback was (and still is) that only electrically conductive surfaces can be imaged. Few years later (1986) the atomic force microscope (AFM) was developed, allowing the measurement of virtually any arbitrary surface.\textsuperscript{4} Since their invention, and promoted by the growing understanding of the underlying theoretical principles, STM and AFM have been further developed or modified, giving rise to a large number of complementary techniques grouped under the name of scanning probe microscopies (SPM), with the common principle of a probe which scans the surface measuring different properties. SPMs have thus become a standard technique even outside basic research. Their use ranges from the study of surface topography, to the study of friction or adhesion,\textsuperscript{5} the mapping of surface potentials,\textsuperscript{6} the study of magnetic or optic properties, manipulation of molecules or surfaces,\textsuperscript{9,10} nanomachining,\textsuperscript{11} nanofabrication,\textsuperscript{12} etc. This wide range of applications together with the subnanometer resolution of the instruments, have converted the SPMs in one of the most important tools responsible for the impressive development of the nanotechnology within the last decades.

SPMs are all closely related, share some of the key components, as is the case of the scanner, and face common problems such as noise or scanning distortions. Most of the SPMs use piezo translators to scan either the probe or the sample. Among them, the (nowadays) more extended model are tube scanners, due to their simplicity and small size. These consist in a piezoelectric tube metallized both in the outer and inner surfaces, with the outside metal coating sectioned into four quadrants. The vertical movement (z axis) is controlled by applying voltages to the inner electrode, while the
outer side is responsible for the x-y scanning of the sample surface.\textsuperscript{5,13} Opposite quadrants of the outer side are driven by signals of the same amplitude and opposite sign, resulting in a bending of the tube that leads to a two dimensional movement on, approximately, a sphere. This makes the scanning process with tube scanners inherently non-linear, leading to image distortions when scanning large areas on very flat samples. Additional sources of distortions are the non-linearity of the piezo response versus applied voltage, the hysteresis of its response (retraction and extension curves versus voltage do not coincide), or creep (i.e. a “memory” effect in the piezo related to a slower relaxation of the piezo with logarithmic time dependence in addition to the initial immediate one).\textsuperscript{5} Nevertheless, these distortions can be overcome by software corrections either directly during the data acquisition or afterwards in the data analysis.

As previously mentioned, noise is another important factor common to SPMs. Mechanical vibrations are among the noise sources, and since the desired resolution in SPMs goes down to 0.1 Å in the vertical direction, the noise amplitudes should be lowered below 0.01 Å. Typical vibrations arise from the buildings (1-50 Hz), the table or chamber housing of the SPMs (30-100 Hz), acoustic noise from machines operating at 50-60 Hz, from components of the SPM itself (frequencies up to several kHz), or others. There are many factors to take into account for an efficient vibration isolation and different solutions,\textsuperscript{13,14,15} but as a general rule, the resonance frequency of the microscope itself should be as high as possible, while for the natural frequency of the isolation system “the-lower-the-better” applies.\textsuperscript{13,15}

### 3.1.1 Scanning Tunneling Microscopy (STM)

The working principle of an STM is relatively simple, based on the quantum tunneling effect, by which an electron has a non-negligible probability of crossing an energy barrier. In the case of the STM, a metallic tip is brought in proximity to a conductive surface. Upon application of a voltage, the electrons can tunnel between tip and surface through the vacuum (or air, if measuring in ambient conditions) with a transmission probability, and consequently a tunneling current, that depends on the tip-surface distance as
where $I$ is the current, $d$ the tip-surface distance, and $\kappa$ the decay constant for the wave function in the barrier, given by

$$\kappa = \frac{1}{\hbar} \sqrt{2m\phi} \quad (3.2)$$

with $\phi$ being the effective barrier height (for low voltages it corresponds in good approximation to the average local work function of tip and surface) and $m$ the mass of the electron.\textsuperscript{13,14,15} For a typical work function in the range of 4 eV, the current decreases by one order of magnitude when $d$ is increased by only 1 Å. This is the reason for the high resolution one can obtain by STM, since a control over the current within 2% of its value leads to changes in $d$ below 0.01 Å. In addition, it also implies that most of the current tunnels only from the very last atom of the STM tip apex, leading to a lateral resolution in the atomic range.

The description above helps to understand the general working principle of an STM, but a more refined formalism is needed to get a thorough understanding of the images obtained by scanning the surfaces. Tersoff and Hamann developed a theory which allowed a quantitative comparison between the calculated tunneling currents and the real measurements.\textsuperscript{16,17} Based on the Bardeen formalism,\textsuperscript{18} the tunneling current can be expressed as

$$I = \frac{2e\pi}{\hbar} \sum_{\mu,\nu} |M_{\mu,\nu}|^4 f(E_{\mu})[1 - f(E_{\nu} + eV)]\delta(E_{\mu} - E_{\nu}) \quad (3.3)$$

where $f(E)$ is the Fermi function, $V$ the applied voltage and $M_{\mu,\nu}$ the tunneling matrix element between the state $\phi_{\mu}$ with energy $E_{\mu}$ of the probe and the state $\phi_{\nu}$ with energy $E_{\nu}$ of the sample. The matrix elements are defined by

$$M_{\mu,\nu} = \frac{\hbar^2}{2m} \int d\vec{S}(\phi_{\mu}^* \vec{\nabla} \phi_{\nu} - \phi_{\nu} \vec{\nabla} \phi_{\mu}^*) \quad (3.4)$$

where the quantity in brackets is the current operator. If we consider the current given by equation (3.3) in the limit of low temperature and low voltage for an ideal “point-tip”, that is, with an arbitrary localized wave function, we obtain

$$I \propto \sum_{\nu} |\phi_{\nu}(\vec{r}_0)|^2 \delta(E_{\nu} - E_{\nu}) = \rho(\vec{r}_0, E_{\nu}) \quad (3.5)$$
In this simple limit, which can be interpreted as a measurement with ideal conditions, i.e., an unperturbed surface and an ideal tip with maximal resolution, the current is proportional to the surface local density of states (LDOS) at \( E_F \) and at the probe position. Thus, by scanning the surface adjusting the tip-sample distance with a feedback loop to keep the current constant, the tip maps the contour of constant LDOS at the Fermi level. However, in many measurements, such as in the characterization of semiconductors, the applied voltages are in the range of 1-2 V, which clearly do not correspond to this limit any more. In these cases, the tunneling current can be approximated by\(^{19,20}\)

\[
I \propto \int_{E_F}^{E_F+eV} dE \cdot \rho_T(E-eV) \rho_S(r_0, E) \cdot T(r_0, E, eV)
\]  

(3.6)

where \( \rho_T(E-eV) \) is the density of states associated with the tip atom, \( \rho_S(r_0, E) \) the density of states of the sample at the tip position \( r_0 \), and \( T(r_0, E, eV) \) the transmission probability of the electrons through the barrier between tip and sample. At this point, it is important to notice two important factors that affect the interpretation of STM images:

i. That the measured current results from a convolution of the density of states of both tip and sample, and

ii. the measured signal is only related to the LDOS, which does not necessarily have maxima corresponding to the atomic positions.

In materials with directed bonds, as is the case of semiconductors, the bonds might lead to an enhanced charge density along specific directions and consequently to LDOS maxima not coincident with the atomic positions. In these cases, it is useful for the image interpretation to compare the images with calculations of the LDOS for the given surface.

Figure 3.1 shows an explanatory scheme of the tunneling electrons upon application of a positive bias to the sample. As can be seen in the scheme, the electrons of the tip with energies between \( E_F \) and \( E_F-eV \) can tunnel to the available free states in the sample. However, given the energy dependence of the transmission probability, which has its maximum value for the highest energy and decays exponentially towards lower energies, the main contribution to the tunneling comes from electrons emitted within about 0.3 eV of the Fermi level.\(^{21}\)
By varying the tip-sample bias, one shifts the Fermi levels of the tip and sample with respect to each other (measuring the tunneling current versus applied voltage at a fixed tip-sample distance, one obtains spectroscopic information about the LDOS on a very local scale). For positive sample bias the recorded current, arising from the electrons in the tip close to the $E_F$, is sensitive to the available states in the sample (in the case of organic molecules this corresponds to the LUMO and higher molecular orbitals) and thus to the energy-level dependent LDOS of the sample. On the contrary, with the inverse bias, a correlation of the obtained currents to the LDOS of the occupied states in the sample (HOMO and lower energy levels in the case of organic molecules) is difficult, since the main contribution to the current arises in this case from electrons close to the Fermi level in the sample, tunneling to free states in the tip. This local spectroscopic sensitivity also allows obtaining chemical sensitivity when measuring heterogeneous samples.\textsuperscript{21}

There are two main data acquisition modes when imaging a sample surface by STM: the constant current mode and the constant height mode. For the constant current imaging, fixed tunneling current $I$ and bias $V$ are specified, and the surface is scanned with a feedback that regulates the $z$ motion in order to maintain the current constant. The registered signal is the $z$ displacement for each $x$-$y$ position. In the absence of large changes in the local work functions, this can be considered to correspond in good approximation to the topography of the surface (this mode is thus
also tentatively called topography imaging), though keeping in mind that it is actually
the LDOS what is being mapped. The constant height imaging is performed by
scanning the surface with fixed bias $V$ and height $z$. In this case the resulting image is
the current value versus $x$-$y$ position, and the signal modulation arises mainly from the
variation of the energy barrier width while scanning. The main disadvantage of this
measurement mode is that only very flat surfaces can be measured, to avoid the tip
crashing with the sample at topographic features larger than the initial tip-sample
distance. However, since it does not need any feedback regulation of the $z$ axis, the
measurements can be performed much faster, an advantage for the minimization of
image distortion due to creep or thermal drift, or for the study of processes in real time.
In addition to this two main imaging modes, $I/V$, $I/Z$ and $Z/V$ curves can be acquired
to obtain spectroscopic information about the sample surface, or even combine them
with the imaging modes, as in the “current imaging tunneling spectroscopy” (CITS),
where an $I/V$ curve is taken at each $x$-$y$ point of a constant current or “topographic”
image. However, these techniques have not been applied in the present studies and
their detailed description is thus beyond the scope of this thesis.

### 3.1.2 Atomic Force Microscopy (AFM)

The atomic force microscopy was first implemented in 1986 with the goal of
overcoming the STM limitation of imaging only sufficiently conductive samples. Its
principle is thus not related to the measurement of a tunneling current, but of the
probe-sample interactions. The idea is to use a tip attached to the end of a cantilever
with elastic constant $K$, and measure the tip-sample forces by the cantilever deflection,
which are related, according to Hook’s law, by

$$F_z = K_z \Delta z.$$  \hspace{1cm} (3.7)

The same relation applies for the $x$ direction if the force on the tip has also a
cOMPONENT along the surface plane. There are various detection systems for the
cantilever deflection, but the most common one is the optical beam deflection
method shown in Figure 3.2. In this system, a laser beam is focused on the cantilever
and reflected towards a position-sensitive photodiode. Initially the reflection is
centered with respect to the photodiode, but as soon as the cantilever is deflected by
the tip-sample forces, the reflection on the photodiode is displaced. Normal forces bend the cantilever in the $z$ direction, while the main effect of lateral forces is the torsion of the cantilever, leading to displacements of the reflection in the vertical and horizontal directions, respectively. The photodiode is divided into four independent parts (sectors A, B, C and D as shown in Figure 3.2).

![Figure 3.2 Schematic description of the detection system of the cantilever deflection.](image)

Each of them generates a voltage proportional to the total intensity it receives, and the displacements of the reflected beam on the photodiode are quantified by measuring the changes in the relative voltages of the four sectors. Thus, normal forces are related to the signal

$$V_Z = (V_A + V_B) - (V_C + V_D)$$

and lateral forces to the signal

$$V_X = (V_A + V_C) - (V_B + V_D).$$

The calibration to correlate the measured signals to the tip displacements $\Delta z$ and $\Delta x$, or to the tip-sample forces by applying Hooke's law, depends on the cantilever and tip characteristics (dimensions, Young modulus) and thus has to be performed for every different tip.\(^\text{22}\)

The general behavior of the tip-sample forces versus distance is shown in Figure 3.3.
Figure 3.3 Schematic representation of the general behavior of tip-sample forces versus distance.

An important difference with respect to the STM becomes apparent in this plot: the non monotonic behavior of the forces versus distance (as opposed to the monotonic behavior of the tunneling current) with contributions of long range attractive interactions and short range repulsive interactions. This presents an additional complication inherent to AFM, since a stable feedback is only possible on a monotonic subbranch of the feedback signal.

The AFM measurements can be performed in different modes, which can be classified into the contact mode and the dynamic modes.

a. Contact mode

In the contact-mode, the tip is brought in contact with the surface and the tip-sample interaction forces are measured recording the cantilever deflection. At this point, many different interaction forces contribute to the deflection. Among them, there are long range Van der Waals or electrostatic forces, short range repulsive forces due to the overlap of tip and sample electronic orbitals, or adhesion forces. The adhesion forces depend on the contact area, which in turn depends on the tip radius and the stiffness of probe and sample. Furthermore, adhesion is greatly enhanced in presence of water adsorbed on the surface, which forms meniscus bridges between tip and sample. This contribution, however, can be canceled by performing the measurements in a liquid environment.
The adhesion can be easily characterized by force-distance curves, which consist in recording the cantilever deflection (which is in turn correlated to the tip-sample forces), while approaching and later retracting the cantilever from the sample (either sample or cantilever can be moved). An example of a force-distance curve as measured with the AFM is shown in the upper graph of Figure 3.4. The curve does not coincide with the shape of the tip-sample force versus distance shown in Figure 3.3 (plotted again in the lower graph of Figure 3.4). The correlation will be explained in the following by describing the situation at the specific points marked on the graphs. For each of the points, a schematic representation of the tip-sample positions is shown in the right part of the figure to further clarify the scenario taking place during the performance of the curves.

(a) At the beginning, the tip is far away from the surface and senses no force. The cantilever thus remains in its original position without deflection. (b) As the tip-surface distance becomes smaller, the tip feels attractive forces (lower graph) and the cantilever is slightly bend downward (upper graph). (c) At this point, the force gradient (slope) sensed by the tip exceeds the spring constant k of the cantilever (marked with a dashed line on the lower graph). This generates an instability that leads to a snapping of the tip into contact until position (d). In this movement only the cantilever deflection is involved while the cantilever base remains in its position. Thus, in the measurement (upper graph) it appears as a sudden force jump. (e) A further approach leads to the reduction of the cantilever deflection, until there is no bending and the net force equals zero. (f) Since the tip is in repulsive contact with the surface, by approaching even further the cantilever is deflected upwards and applies an external load on the sample. The displacement direction is reversed at a point chosen by the user, reducing the applied load until it becomes again negative. The tip remains in contact with the sample because the adhesion forces counterbalance the tensile strain of the cantilever. (g) Once again an instability is generated when the force gradient exceeds the cantilever spring constant, causing the tip to jump out of contact until position (h). Also in this case only the cantilever deflection is involved, leading to a sudden jump in the deflection or force signal versus cantilever displacement. The pull-off force measured at point (g) is considered to be the adhesion force.
Figure 3.4 The upper graph shows a typical tip-sample force-distance curve as measured with the AFM upon approach and retraction, as shown by the arrows. The lower graph shows the tip-sample interaction forces vs the distance. Both graphs show different shapes, and the correlation is explained in the text. At the right side, schematic pictures of the relative tip-sample positions are shown for the specific points marked on both graphs.

In general, the topography measurements are performed by scanning the surface at constant force (i.e., constant cantilever deflection). When the tip is scanned over a bump or hollow, the tip will follow the surface by changing the cantilever deflection. The consequent change in the measured signal is used as a feedback to readjust the cantilever-surface distance and get back to the initial deflection. In this way, the recorded changes in the cantilever-surface displacements correspond to the topography of the sample. Obviously, the deflection of the cantilever should be significantly larger than the deformation of tip and sample upon contact. To satisfy this, the cantilever should be softer than the interatomic bonds in tip and sample. Typical interatomic spring constants range from 10 to 100 N/m, though in biological...
samples they can be as low as 0.1 N/m. Thus, typical values for contact-mode cantilever spring constants are 0.01-5 N/m.

The images of the measured topographic features are broadened (for protrusions) or narrowed (for hollows) by the lateral size of the tip (with typical curvature radius for commercial tips from 5 to 15 nm). This effect consequently has to be considered in the interpretation of images with features in the nm range.\textsuperscript{22,23,24} Nevertheless, sub-nanometer resolution images can be obtained on crystalline surfaces, resolving the surface structure. This is explained taking into consideration the large contact area of tip and sample (in comparison with the crystal periodicity) and considering that the forces matching the surface periodicity are transmitted to the tip, resulting in an “averaged image” of the periodic lattice. In this way, small periodicities can be resolved if they extend over distances much larger than the contact area.

The optical beam deflection method used for the detection of the cantilever deflection allows the simultaneous measurement of both the normal deflection and the cantilever torsion generated by lateral forces. It is well known that, during the lateral displacement of a solid over a surface, there is a force opposing to the movement. This force is the friction and is also present when scanning the surface with the tip, consequently leading to a measurable torsion of the cantilever. On a microscopic scale, there are many different processes involved in the friction, but for a thorough description of the underlying theory the reader is referred to references 5, 25 and 26. In the frame of this thesis, the most important characteristic is that the friction is material sensitive, and thus allows a chemical distinction in laterally inhomogeneous samples.

\textbf{b. Dynamic modes}

In the dynamic modes the cantilever is deliberately vibrated by externally exciting it with an excitation amplitude $A_{ex}$ and an excitation frequency $\omega$. The cantilever oscillation is characterized by its amplitude, the frequency, and the phase difference between excitation and oscillation. In order to provide an understanding of the fundamental concepts involved in dynamic mode AFM, the cantilever can be described by harmonic approximations. In the absence of tip-surface interactions (i.e.
tip far away from the surface) the movement of the tip can be considered as a forced harmonic oscillator with damping, thus following

$$m\ddot{z}(t) = -\frac{m\omega_0^2}{Q} \dot{z}(t) - k z(t) - kA_e \cos(\omega t)$$

(3.10)

where $\omega_0 = (k/m)^{1/2}$ is the resonance frequency of the free cantilever, and $Q$ is the dimensionless quality factor related to the damping of the cantilever. The solution is a linear combination of a transient term related to the adaptation of the cantilever movement to the excitation frequency, and a steady-state term with constant frequency, amplitude and phase over time:

$$z(t) = A_e e^{-\omega_0^2/2Q} \sin(\omega_0 t + \varphi) + A_b \cos(\omega t + \varphi).$$

(3.11)

After a time $\tau = 2Q/\omega_0$ the transient term is reduced by a factor $1/e$ and the motion is dominated by the steady term. If we evaluate now the steady solution in the differential equation, the following expressions are found for the amplitude and phase as a function of $\omega$:

$$A_0 = \frac{A_e Q \omega_0^2}{\sqrt{\omega^2 \omega_0^2 + Q^2 (\omega_0^2 - \omega^2)^2}}$$

(3.12)

$$\varphi = \arctan \left( \frac{\omega \omega_0}{Q(\omega_0^2 - \omega^2)} \right).$$

(3.13)

The corresponding diagrams of amplitude and phase vs. $\omega$ are shown in Figure 3.5, calculated for $A_e$, $Q$, and $\omega_0$ values of 10 nm, 10 and 10 kHz respectively. From equation (3.12) it can be seen that the damping causes the maximal amplitude to be obtained at a frequency

$$\omega_0^* = \omega_0 \sqrt{1 - \frac{1}{2Q^2}}.$$  

(3.14)

However, the shift is negligible for $Q$ values in the usual range of 100 or more.

Up to now, no interaction forces have been considered. The simplest case would be a tip-sample force whose range of interaction is much larger than the oscillation amplitude and with a gradient with respect to the tip-sample distance which does not vary significantly over one oscillation cycle.
This gradient can thus be represented by a spring constant $k_{ts}$ which varies with the average tip-sample distance but is nearly constant within an oscillation cycle. In this case, the tip-sample force can be included in the movement equation (3.10) by simply considering a new spring constant

$$k_{total} = k + k_{ts} = k + \frac{\partial F_{ts}}{\partial z}$$

(3.15)

which consequently leads to a new resonance frequency shifted by $\Delta \omega$ (neglecting the damping) at

$$\omega^2 = (\omega_0 + \Delta \omega)^2 = \frac{k_{total}}{m} = \frac{k + \frac{\partial F_{ts}}{\partial z}}{m}. \quad (3.16)$$

A change in the resonance frequency leads to a shift of the curves in Figure 3.5, consequently changing also the oscillation amplitude and phase.

This analytic and simplified model shows qualitatively that in dynamic force microscopy the oscillation parameters depend on the force gradient, as opposed to the dependence on the force itself in the contact-mode, and that the tip-sample interaction influences all of the oscillation parameters, that is, the resonance frequency, amplitude and phase. However, the approximations made often do not hold for real
measurements, and much more complex models and numeric calculations have to be developed to get quantitative agreement with the experiments.

Dynamic force microscopy is performed in two different measurement modes: tapping mode or amplitude modulation, and non-contact mode or frequency modulation. Both of them have been used in the frame of this thesis and are briefly presented in the following.

i. Tapping mode

In this mode the cantilever is excited externally with a constant excitation amplitude at a constant frequency near its resonance. The measured signals are the oscillation amplitude and phase, and the former is used as feedback parameter while scanning the sample. The initial oscillation amplitude decreases upon reduction of the tip-sample distance, which is typically reduced until the amplitude is decreased to 40 to 90% of its initial value. Then, while scanning the surface, a feedback loop controls the cantilever-sample distance in order to maintain the amplitude constant. Typical oscillation amplitudes are in the range of 10 to 100 nm, consequently encountering a wide range of tip-sample interactions within each cycle, including both attractive as well as repulsive forces. This is what makes an analytical description of the processes taking place very difficult. Some of the models and numerical simulations applied to get some understanding of the tip-sample interactions can be found in references 22,27,28.

The phase signal is recorded simultaneously to the amplitude. The phase shift is intimately related to the dissipative processes taking part in the tip-sample interactions, and various groups have tried to develop a general model to interpret the phase-shift signal in terms of adhesion energy hysteresis, stiffness, plastic deformation and viscoelasticity.27,29,30,31 Due to the complexity of the problem,27,32 a thorough and general understanding of the interactions present in the tapping mode imaging is still missing. For the studies performed in the frame of this thesis the basic interest in the phase signal is the sensitivity to material properties, consequently allowing the distinction of different materials in laterally inhomogeneous samples.
ii. Non-contact mode

The time constant $\tau$ for the transient term in the oscillation amplitude to adjust to a change in the tip-sample interaction scales with $2Q/\omega_0$ (equation 4.11). In vacuum, typical quality factors are in the range of 10000, making the data acquisition in the tapping mode (with the amplitude as feedback parameter) too slow for vacuum applications. Albrecht et al. developed in 1991 the non-contact measurement mode, where the change in frequency settles on a time-scale of $1/\omega_0$, thus overcoming this problem. Its working principle is as follows: the cantilever is excited and the oscillation parameters recorded. These are in turn used in a feedback loop to control the excitation signal in such a way that the excitation is with the same frequency but phase-shifted by 90 degrees (therefore exciting in resonance) and with a variable excitation amplitude that keeps the oscillation amplitude constant. Consequently, the only degree of freedom left for the cantilever to adjust to a changing tip-sample interaction is a change of its resonance frequency. This signal is used in a second feedback loop to adjust the cantilever-surface distance while scanning the surface and keeping a constant oscillation frequency. Despite the fact that there is no tip-surface mechanical contact while measuring, upon the appropriate choice of the experimental parameters, the tip-sample interactions can include contributions of short-range forces when the tip is closest to the surface. This in turn allows obtaining images with atomic resolution and corrugations in the same order of magnitude as for STM imaging. The excitation amplitude necessary to keep the oscillation amplitude constant is simultaneously recorded and is directly related to the energy dissipation within one oscillation cycle. This, together with maps of the averaged tunneling current for the oscillating tips, or frequency shift vs. cantilever-surface distance curves, are additional data available with non-contact AFM, which are related to different material properties. However, these kinds of measurements have not been used in this thesis and their description can be found elsewhere.

3.2 X-ray diffraction

In this section we provide an overview of the basic X-ray scattering theory necessary to understand the experiments performed in the frame of this thesis. A more
detailed description of the underlying principles can be found in references 35,36,37,38,39.

### 3.2.1 Scattering

The elementary scattering unit of X-rays is the electron, and its “ability” to scatter is expressed in terms of a scattering length. For elastic scattering, it is called the Thomson scattering length and it corresponds to the classical electron radius $r_0$. In a scattering process, we have an incident beam with momentum $\vec{k}_i = 2\pi / \lambda$ and a scattered beam with momentum $\vec{k}_s = 2\pi / \lambda$, giving rise to a momentum transfer $\vec{q} = \vec{k}_s - \vec{k}_i$. If we consider now an atom with $Z$ electrons, the total scattering length of the atom is

$$ r_0 f^0(\vec{q}) = r_0 \int \rho(\vec{r}) e^{i\vec{q} \cdot \vec{r}} d\vec{r} \quad (3.17) $$

where $f^0(\vec{q})$ is known as the atomic form factor, $\rho(\vec{r})$ corresponds to the electron density within the atom and $\vec{q} \cdot \vec{r}$ to the phase difference between the waves scattered in different volume elements. This stands for free electrons. Taking into account that their bonds to the atom lead to absorption processes, two additional energy dependent terms (called dispersion correction factors) have to be added to the atomic form factor, which is then finally given by

$$ f(q, h\omega) = f^0(q) + f'(h\omega) + f''(h\omega). \quad (3.18) $$

The form factors of the free atoms can be expressed by the analytical approximation

$$ f^0(q) = \sum_{j=1}^4 a_j \exp[b_j(q^2/4\pi)] + c \quad (3.19) $$

where $a_j$, $b_j$ and $c$ are fitted parameters for each atom type, which can be found in the International tables for X-ray crystallography $^{40}$, together with the energy-dependent dispersion correction factors.
This can now be used to calculate the structure factor of a molecule, which is simply given by the sum of the atomic form factors, taking into account the phase shifts related to their position within the molecule. It results in

\[ F_{m}^{\text{mol}}(\vec{q}, \hbar \omega) = \sum_{k} f_{k}(\vec{q}, \hbar \omega)e^{i\vec{q} \cdot \vec{r}_{k}} \]  

(3.20)

where \( f_{k} \) are the form factors for each atom and \( \vec{r}_{k} \) the respective atomic positions.

The same applies for the unit cell structure factor of a crystalline sample, summing over the \( l \) molecules within the cell, and resulting in

\[ F_{u.c}^{\text{mol}}(\vec{q}, \hbar \omega) = \sum_{l} F_{m}^{\text{mol}}(\vec{q}, \hbar \omega)e^{i\vec{q} \cdot \vec{r}_{l}} . \]  

(3.21)

The last level of complexity is now the structure factor for the whole crystal, which results summing over all the \( n \) unit cells of the sample located at \( \vec{r}_{n} \), and resulting in

\[ F_{\text{crystal}}(\vec{q}, \hbar \omega) = F_{u.c}^{\text{mol}}(\vec{q}, \hbar \omega)\sum_{n} e^{i\vec{q} \cdot \vec{r}_{n}} . \]  

(3.22)

Let us consider a one dimensional crystal with periodicity \( a \), and \( N \) unit cells. The momentum transfer \( q \) can be given in terms of the reciprocal lattice vector \( a^{*} = 2\pi / a \) as \( q = ha^{*} \). Then, the sum can be evaluated by the sum formula for geometrical series, and combined with some mathematical transformations it leads to

\[ \sum_{n=0}^{N-1} e^{iqa_{n}} = \sum_{n=0}^{N-1} e^{\frac{2\pi i n a}{a}} = \frac{1 - e^{i2\pi h}}{1 - e^{i2\pi h}} = e^{i\pi(N-1)h} \frac{\sin(\pi Nh)}{\sin(\pi h)} . \]  

(3.23)

The measured intensity is proportional to the modulus squared of the structure factor, and thus proportional to

\[ I \propto \frac{\sin^{2}(\pi Nh)}{\sin^{2}(\pi h)} . \]  

(3.24)

Figure 3.6 shows the calculated scattered intensity from a crystal with \( N \) unit cells \((N=10)\) and \( F_{u.c}^{u.c} = 1 \). The main maxima appear at integer \( h \) values, i.e., when the momentum transfer coincides with a reciprocal lattice vector ("Laue condition"). The maximum peak intensity is proportional to \( N^{2} \) and its full-width-at-half-maximum (FWHM), in units of the reciprocal lattice vector, is approximately FWHM\(=1/N \). Thus, the peak width in momentum transfer units \((\Delta q)\) is inversely proportional to the
crystal size \((d=Na)\) as shown in equation 3.25, resulting in a delta function around the reciprocal lattice vectors for infinite crystals

\[
\Delta q \approx \frac{1}{N} a^* = \frac{2\pi}{Na}.
\] (3.25)

Additional secondary maxima appear between the main peaks, separated by minima located at \(h\) values of \(h=n/N\), whose width is thus similarly related to the crystal size.

This is calculated for one dimension, but applies similarly for the three dimensional formalism. In three dimensions, the peak width along a certain direction is then related to the crystal size along that specific crystallographic direction.

![Figure 3.6](image)

**Figure 3.6** Squared structure factor calculated for a one dimensional crystal with 10 unit cells and \(F_{\text{rec}}=1\).

### 3.2.2 X-ray reflectivity

The refraction index of a medium for incident X-rays with wave vector \(k=2\pi/\lambda\) is

\[
n = 1 - \delta + i\beta
\] (3.26)

with \(\delta=2\pi \rho r_0/k^2\) and \(\beta=\mu/2k\), where \(\rho\) corresponds to the electron density and \(\mu\) to the absorption coefficient. Since \(n<1\), total external reflection occurs for incidence
angles $\theta$ (angle between the beam and the surface plane) below the critical angle $\theta_c = (2\delta)^{1/2}$.

The reflection and transmission of X-rays at a perfectly smooth vacuum/medium interface can be treated as the classical problem of an electromagnetic wave at an interface, leading to the well known Fresnel formulas for the reflection and transmission coefficients. For media with a varying electron density along the $z$ axis (surface normal), the X-rays are reflected at each $z$ point with a gradient in the refractive index, thus related to a gradient in the electronic density. It can be thought of as a medium divided in arbitrarily thin slabs of different electron densities and thicknesses, where the reflected intensity results from the sum over all reflections and transmissions at each interface, including multiple reflection effects. Additionally, the reflected intensity depends on the interfacial roughnesses, and on the absorption. Thus, in a reflectivity measurement, i.e. intensity vs. $q_z$ ($q_z = 4\pi \sin \theta / \lambda$), the resulting intensity holds information about the projection of the electron density along the surface normal, which is directly related to the crystalline structure in this direction, and to the film roughness, both of them laterally averaged over the in-plane coherence length of the X-ray beam. Figure 3.7 shows in a few examples how the reflectivity depends on these parameters.

The case (a) represents the Fresnel reflectivity of a perfectly smooth vacuum/medium interface. In case (b) the reflection of an additional perfectly smooth and homogeneous film is included, leading to the appearance of interference fringes (Kiessig fringes) arising from the interference of X-rays scattered at the vacuum/film and film/substrate interfaces. The width of the fringes is thus related to the film thickness $d$ by $\Delta q_z = 2\pi / d$. Case (c) shows how the addition of an interfacial roughness leads to a damping of the Kiessig fringes. Finally, case (d) shows how the periodic modulation of the electron density within the film (with periodicity $d_{\text{crys}}$) leads to intensity peaks (Bragg peaks) when the Bragg condition $2d_{\text{crys}} \sin \theta = n\lambda$, with $n$ being an integer, is satisfied. This is equivalent to $q_z$ coinciding with a reciprocal lattice vector “$n(2\pi / d_{\text{crys}})$”, which corresponds to the Laue condition introduced in the previous section. The peak position thus informs about the film periodicity along the surface normal. In addition the peak width, as well as the width of its surrounding fringes, also gives information about the crystalline thickness of the films.
Figure 3.7 Calculated reflectivity curves (bottom) corresponding to samples schematically shown at the top. (a) Fresnel reflectivity of a perfectly smooth vacuum/medium interface. (b) Intensity from a perfectly smooth, homogeneous film of thickness “d” on the substrate. (c) Similar as (b) but including a film roughness. (d) Similar as (c) but including a modulation of the electron density with periodicity “d<sub>crys</sub>”.

Refined information about the density profile of the sample can be obtained by fitting the reflectivity curves, i.e., modeling a density profile whose calculated reflectivity is in accordance with the measurement. This can be performed by different methods.
In the Parrat formalism, the sample is divided into a number of slabs. Each of them is characterized by the thickness, electron density, absorption coefficient and roughness. The exact reflectivity is calculated numerically with a recursive formalism based on the transmission and reflection at each interface together with multiple reflection effects, and the parameters of each of the layers are adjusted by a fitting routine to optimize the concordance between the calculated and the measured reflectivity.

Neglecting multiple scattering, which is justified for incidence angles larger than about twice the critical angle, the reflectivity curves can be fitted by analytical density profile models, making use of the kinematical approximation. In this case, the reflected intensity can be written as

$$I(q_z) = R_F(q_z) \left| \frac{1}{\rho_s} \int_{-\infty}^{\infty} d\rho(z) e^{iq_z z} \right|^2$$

(3.27)

where $R_F(q_z)$ represents the Fresnel reflectivity, and $\rho_s$ the substrate electron density, and $\rho(z)$ the electron density profile to be fitted.

However, prior to the fitting procedure, the experimental data have to be corrected, since the measured intensity differs from the calculated one due to various different reasons. (i) The diffuse scattering contributing to the intensity in the specular direction has to be subtracted. This is easily done by subtracting the intensity obtained from $\theta-2\theta$ (i.e. radial) offset scans in which the sample orientation is slightly deviated from the specular condition. (ii) The intensity at low angles has to be additionally corrected for the illumination area. For low incidence angles, the footprint of the X-ray beam, determined by the beam size $A_0$ and the incidence angle $\theta$ as $A = A_0 / \sin \theta$, is larger than the sample dimensions. Thus only the part impinging on the sample contributes to the measured intensity, which is related to the total intensity $I_0$ by

$$I_{\text{exp}} = I_0 \cdot \frac{A_{\text{sample}}}{A_0} \cdot \sin \theta .$$

(3.28)

(iii) Furthermore, depending on the scattering geometry and the polarization of the X-ray beam, a polarization correction factor has to be taken into account. Supposing we have a polarized beam (as is the case in synchrotron sources), if the scattering
plane (formed by the incident and diffracted beams) is perpendicular to the polarization direction, no correction has to be made, whereas a correction factor of $\cos^2 \theta$ has to be applied if the polarization direction lies within the scattering plane. For an unpolarized source (as the conventional X-ray tubes) the correction factor is $1/2(1+\cos^2 \theta)$.

For a more detailed treatment of the corrections we refer to 35,39,43.

### 3.2.3 Grazing incidence X-ray diffraction (GIXD)

Total external reflection occurs for incidence angles $\theta_i$ below the critical angle $\theta_c=(2\delta)^{1/2}$. Under these conditions, the incident beam generates a totally reflected beam and an additional wave, which is exponentially damped into the medium and travels parallel to the surface according to

$$E_T \propto e^{i k_{xy} r_{xy}} e^{-z/\Lambda}$$

(3.30)

where $k_{xy}$ and $r_{xy}$ are the components in the surface plane of the momentum transfer and position, respectively, and $\Lambda$ the penetration depth of the wave into the medium.\textsuperscript{37} When this evanescent wave encounters scattering centers upon propagation, newly scattered intensity is observable under a grazing exit angle $\theta_s$ and a scattering angle $2\theta$ parallel to the surface. The momentum transfer has thus a component in the surface plane $q_{xy}$, which is sensitive to the crystallinity in the plane, as shown schematically in Figure 3.8.

![Figure 3.8 Scattering geometry in GIXD.](image)
The depth into the medium from which the observed scattering originates, depends on both the incidence and scattering angles $\theta_i$ and $\theta_s$, thus allowing by their appropriate choice the performance of depth-dependent structural studies.\(^{37}\)

### 3.2.4 Real-time measurements at the specular anti-Bragg point

At the anti-Bragg point $q_z = \frac{\pi}{d_{\text{layer}}}$, the specularly reflected intensity from subsequent layers is out-of-phase, consequently interfering destructively. Thus, assuming that the scattering amplitudes of the layers and the lattice spacings between them do not change during the film growth, the scattering amplitude (whose square is proportional to the intensity) can be written within the kinematical approximation as

$$S(t) = \left| R_{\text{sub}} \right| + \left| R_{\text{layer}} \right| e^{i\varphi} \sum_n \theta_n(t)(-1)^{n-1}$$  \hspace{1cm} (3.31)

where all the growth independent scattering parameters of film and substrate are included in the amplitudes $R_{\text{sub}}$, $R_{\text{layer}}$ and the phase $\varphi$, and the evolution of the scattering amplitude only depends on the time dependent coverage $\theta_n$ of each of the layers.\(^{44}\)

This has been modeled in Figure 3.9 for two examples with different growth behaviors. The upper graphs represent the evolution of the occupancy of the different layers, and the lower graphs the corresponding intensities at the anti-Bragg point. When perfect layer-by-layer growth takes place (left side), the intensity oscillates showing minima and maxima corresponding to the completion of subsequent layers, while a deviation of the perfect layer-by-layer growth (right side) leads to a damping of these oscillations.

This dependence of the scattered intensity on the evolution of the layer occupancy thus gives an insight into the growth process. Various groups have taken advantage of it to study the growth of different inorganic \(^{45,46,47,48}\) as well as organic thin films.\(^{44,49,50}\)
3.2.5 Synchrotron beamlines

The use of high-brilliance synchrotron radiation, as compared to the conventional X-ray tubes, has greatly enhanced the measurably range of scattering angles (which translates into the measurably reciprocal space) and thus allows a deeper insight into the structural properties of the materials. Synchrotrons consist in storage rings, where electrons are kept circulating at constant and relativistic speeds in a closed orbit (Figure 3.10). The radiation is produced either at the bending magnets needed to keep the electrons in the orbit, or in insertion devices (wigglers or undulators) situated in
the straight sections of the storage ring, in which an alternating magnetic field forces the electrons to follow an oscillating trajectory. For further details on synchrotrons or synchrotron radiation the reader is referred to reference 35. In the following we briefly describe the experimental details of the beamlines used in this thesis.

Figure 3.10. Photo of the storage ring of the ESRF in Grenoble, France.

a. Max-Planck Surface Diffraction Beamline at the Angströmquelle Karlsruhe (ANKA)*

The MPI Surface Diffraction Beamline is a multi-purpose bending magnet beamline. The ANKA storage ring is operated at 2.5 GeV with 200 mA electron current. The beamline optics consist in a Rh coated Si toroidal mirror for vertical beam focusing, followed by a Si(111) double crystal monochromator (energy range 6-20 keV) with sagittal bender and a relative energy resolution of $10^{-4}$. The main part of the experimental endstation is a multi-circle (2+3) diffractometer, that can handle various (up to 200 kg heavy) sample environments and detectors, and includes vertical and horizontal diffraction geometry for surface/interface diffraction.

Figure 3.11 shows a schematic view of the experimental setup for specular and grazing-incidence X-ray diffraction. $\sigma_{iV}$ and $\sigma_{iH}$ are the vertical and horizontal slits in front of the sample, whereas $\sigma_{fV}$ and $\sigma_{fH}$ are the detector slits governing the resolution of the experiment. $\alpha_i$ denotes the incident angle of the X-rays on the sample. 2$\theta$ is the detector angle in grazing-incident X-ray diffraction scans. In specular scans, 2$\theta(HK0)$ is set to 0° and the detector angle is set to 2$\alpha_i$.51

Figure 3.11. Schematic representation of the MPI Surface diffraction Beamline, including the distances between the different elements (From reference 51).

b. ID-10B at the European Synchrotron Radiation Facility (ESRF)a

ID-10B is a multi-purpose, high-brilliance undulator beamline for high resolution X-ray scattering. The ESRF storage ring is operated at 6 GeV with 200 mA electron current. The beamline optics include a diamond (111) or (220) double crystal monochromator (intrinsic energy resolution $\Delta E/E$ of 5.9x10$^{-5}$ and 2.3x10$^{-5}$, respectively) which allow an energy tunability of 8-13 keV and 13-22 keV, respectively. A further double-mirror setup leads to strong suppression of higher harmonics. The diffractometer in the endstation is a Huber z-axis diffractometer in the vertical scattering geometry, which allows the mounting of portable UHV chambers or other sample environments.

---

a More details on the storage ring and beamline setup and characteristics are available at:
c. ID-3 at the ESRF\textsuperscript{a}

ID-3 is a high-brilliance undulator beamline at the ESRF optimized for surface diffraction. The beamline optics consist in a Si(111) double crystal monochromator and two flat Rh-coated Si mirrors to reject harmonics. The relative energy resolution is of $10^{-4}$. The experimental hutch is equipped with a z-axis diffractometer with its main sample axis vertical, specially suited for horizontal sample surfaces. On the diffractometer it is possible to mount "baby chambers”.

### 3.3 Sample preparation

The samples have been prepared by organic molecular beam deposition (OMBD, see section 2.2.2). The growth of the organic films has taken place in three different systems: a stationary Omicron system, a stationary JEOL system, and a portable UHV chamber optimized for in-situ X-ray diffraction experiments. Each of them is briefly described in the following.

#### 3.3.1 Omicron system

The Omicron system consists of three independent chambers: the load-lock to allow a fast introduction and extraction of the sample, the deposition chamber, and the analysis chamber, which are connected via a transfer system and arranged as displayed in Figure 3.12. The deposition chamber is equipped with various Knudsen cells, a quartz crystal microbalance (QCM) to monitor the deposition rate and nominal coverage, a sample manipulator allowing variable substrate temperature by heating or cooling with liquid nitrogen, and a quadrupole mass spectrometer.

\textsuperscript{a} More details on the storage ring and beamline setup and characteristics are available at: http://www.esrf.fr/UsersAndScience/Experiments/SurfaceScience/ID03 and http://www.esrf.fr
The analysis chamber is equipped with a sputter gun and a sample manipulator with heating stage to allow the preparation of substrates by sputter-anneal cycles, a combined LEED/Auger setup, and a combined AFM/STM allowing the characterization of the samples prior to and after growth without breaking the vacuum. The system is equipped with a turbo-molecular pump and both the deposition and analysis chamber each have additionally an ion-pump and a titanium sublimation pump, leading to base pressures in the range of $10^{-10}$ to $10^{-11}$ mbar.

### 3.3.2 JEOL system

The JEOL system is similarly divided into three independent but interconnected chambers: the load-lock, the preparation, and the analysis chamber. In this case, the preparation chamber is equipped with two Knudsen cells, a sputter gun and a manipulator with heating stage to allow the sputter-anneal cycles during substrate preparation, whereas the analysis chamber is equipped with a variable temperature STM. The base pressures in this system are in the range of $10^{-9}$ to $10^{-10}$ mbar.
3.3.3 Portable UHV chamber

This chamber (Figure 3.12) is specially designed to allow in-situ growth studies by X-ray diffraction. In this context, the chamber is portable and mountable on common diffractometer tables. It is equipped with a beryllium window of 1mm thickness. Given the low atomic number of Be, its consequently low x-ray absorption makes the window virtually transparent for the x-ray diffraction experiments. The sample holder has a heating stage and a “cold finger” connected to a feedthrough for liquid nitrogen, thus allowing variable substrate temperatures. In addition, two or three Knudsen cells and a sputter gun can be mounted. Electrical feedthroughs also allow the characterization of the electrical film properties during growth. The chamber is pumped with a turbo-molecular and an ion-pump, and shows base pressures around $10^{-9}$ mbar. The arrangement of the equipment parts can be seen in the photos in Figure 3.12.

Figure 3.12 Photos of the portable chamber mounted on a diffractometer table (left) and of the inside of the chamber (right). The most relevant parts are labeled.
3.3.4 Substrate preparation

The cleanliness or any other general conditions of the substrates are of crucial importance for the subsequent growth of the films. Thus, the substrate preparation is an important step before the growth studies. The substrates used in this thesis have been Si (100) wafers covered by its native oxide, SiO₂ functionalized by a self-assembled monolayer (SAM) of OTMS (see section 2.2.3), and a Cu(111) single crystal surface. The preparation procedure for each of them is described in the following:

a. SiO₂/Si(100)

For the preparation of the Si wafers two cycles, each consisting in ultrasonic cleaning in acetone (15 min.) and ethanol (15 min.), were applied. Subsequently, they were dried with nitrogen gas and introduced in the UHV chamber. Then they were annealed to temperatures above 500 °C and cooled down to the growth temperature.

b. SiO₂/Si(100) functionalized by OTMS

In a first step, a pre-hydrolysis of the OTMS molecules was induced by diluting 0.2 g OTMS and 0.2 g HCl 1N in 25 ml Tetrahydrofuran (THF). After 2 days stirring at room temperature, the hydrolysate was diluted 1:20 (v:v) with n-hexane. The SiO₂ was cleaned by piranha solution (7/3 vol. of 98% H₂SO₄/30% H₂O₂) and then dipped into the OTMS solution for about 20 min. Afterwards, the substrates were first rinsed several times in n-hexane and, finally, cleaned in an n-hexane ultrasonic-bath for 5 minutes. The OTMS monolayers were controlled by contact-mode AFM in air and later transferred into the UHV chamber.

c. Cu(111)

The cleaning procedure of the Cu(111) single crystal consisted in repeated sputter-annealing cycles. The Ar sputtering energies and periods were reduced as the surface conditions improved. It was performed at Ar pressures of 2x10⁻⁴ mbar, with an energy...
of 600 to 700 eV and for 20 to 60 minutes. This was alternated with annealing periods of the substrates, which was performed at temperatures from 500 to 670 °C for 20 to 60 minutes, also in this case reducing the temperatures and times as the surface conditions improved.
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4 Tuning the growth of F$_{16}$CuPc on SiO$_2$ by use of a self-assembled monolayer (OTMS)

This section is devoted to studies of F$_{16}$CuPc thin films deposited on SiO$_2$. Among the numerous different dielectrics, SiO$_2$ is the most widely used substrate for organic film growth because of the convenient use of silicon wafers for fabrication of thin film transistors, in which the doped Si acts as the gate contact and the SiO$_2$ as the dielectric. In addition, the highly sophisticated silicon technology allows the production of Si wafers with atomically flat surfaces, making them excellent model surfaces for growth studies and especially suitable for X-ray reflectivity studies.

The results are relevant by themselves, since the characterization of the structure and morphology are prerequisites to get a deeper understanding of the “structure-properties” relationships, one of the missing milestones in the development towards a directed organic device optimization. From previous studies it was known that the F$_{16}$CuPc molecules on SiO$_2$ organize in a layered structure of upright-standing molecules.$^1$ However, the detailed crystal structure of F$_{16}$CuPc films was still undetermined and instead, the film structure of the “sister” molecule CuPc is often taken as reference.$^{2,3,4,5,6}$ In addition, the knowledge of the structure and morphology is also relevant for the studies on organic heterostructures presented in section 5, in which F$_{16}$CuPc on SiO$_2$ is used as substrate for the deposition of further molecular films.

We present a thorough characterization of the growth and structure of F$_{16}$CuPc on SiO$_2$, with a special elaborateness for the first layers in contact with the dielectric. Then, the results are compared with the growth of the F$_{16}$CuPc on functionalized SiO$_2$ with a methyl terminated self-assembled monolayer (OTMS). The morphological differences are correlated with the different electronic performance of devices based on both kinds of surfaces.
4.1 **Experimental details**

For this study, Si wafers covered by their native oxide have been used as substrate. The cleaning procedure is described in section 3.3.4. The F$_{16}$CuPc films involved in the in-situ X-ray diffraction characterization have been grown in a portable UHV chamber, while the films used for the AFM measurements have been grown in a commercial Omicron system. Both setups are described in section 3.3. The growth conditions have been similar for all samples: a substrate temperature of 195 ºC and a growth rate of 3 Å/min. Some samples have been grown under different conditions, which are then indicated in the text.

The X-ray studies have been performed at the Max Planck Surface Diffraction Beamline of ANKA (Karlsruhe), and at the beamline ID-3 of the European Synchrotron Radiation Facility (ESRF, Grenoble). The AFM measurements have been performed in an Omicron scanning probe microscope (SPM) under UHV (in contact and non-contact modes), or under ambient conditions (in contact and tapping modes) in a Digital Nanoscope III SPM, or/and a Nanotec SPM. For the image processing the freeware WSxM program has been used.

4.2 **Study on the bare SiO$_2$**

4.2.1 **Structure and morphology**

In what follows, we present our study on the F$_{16}$CuPc growth and structure on top of the bare SiO$_2$. We describe the nominal film thickness in terms of the equivalent thickness $D$ of a close packed film with the same mass as the deposited film. Alternatively, we normalize the thickness by the height of a layer of upright-standing molecules. The resulting fractions of a monolayer $\Theta$ and the equivalent thickness $D$ are then related, in the case of F$_{16}$CuPc, through $\Theta=D/14.3$.

Figures 4.1a and b show topographic AFM images of films deposited on SiO$_2$ with nominal thickness of 0.4 and 7 ML, respectively. As observed from the height profiles
(taken as marked in the topography images), the height of the first layer in Figure 4.1a (14.1±2.6 Å), as well as the heights of subsequent layers (visible as discrete steps in the profile of Figure 4.1b) are in the range of the lateral molecular dimensions (~14.5 Å). This indicates an upright-standing molecular configuration within the layers.

The structure along the surface normal has been further probed by X-ray reflectivity for nominal coverages ranging from the monolayer regime to tens of layers, as shown in Figure 4.1c. The development of Bragg reflections upon increasing coverage is observed as a result of the diffraction from the layered structure in the film.

![AFM topography images](image)

**Figure 4.1.** AFM topography images of films with nominal thicknesses of (a) 0.4 and (b) 7 ML. The profiles below are taken as marked on the respective images. (c) X-ray reflectivity data of F_{16}CuPc films with increasing thickness.
The position of the Bragg peak corresponds to a lattice spacing (layer height) of 14.30±0.05 Å, confirming an upright-standing molecular configuration. The similar widths of the Kiessig fringes at low q_z values, related to the total film thickness, and the Laue fringes around the Bragg maxima, related to the coherently ordered film thickness, imply that the films are coherently ordered throughout the whole thickness. For the low coverage samples, in which the reduced number of layers does not give rise to Bragg reflections, an additional and more extended study based on fits to the reflectivity data is presented in the next section.

The observed molecular orientation of upright-standing molecules, consequently with the overlapping direction of their π-orbitals parallel to the surface, is the most favorable for those applications in which transport within the surface plane is required, as is the case in OFETs.\textsuperscript{7, 8, 9} This configuration is usually formed on weakly interacting substrates and has already been observed on Al\textsubscript{2}O\textsubscript{3}\textsuperscript{10, 11} or MgO.\textsuperscript{10} In contrast, on metals, where the molecule-substrate interaction predominates over the intermolecular interactions, the molecules grow with their molecular plane parallel to the surface (i.e., lying down),\textsuperscript{12} as we will see in section 6.3 for the case of a copper substrate.

In grazing incidence X-ray diffraction (GIXD) measurements, the component of the momentum transfer directed within the surface plane allows us to probe the in-plane structure of the samples (see section 3.2.4). By performing in-situ GIXD measurements during the F\textsubscript{16}CuPc growth, we have monitored the evolution of the in-plane order for increasing film thickness (Figure 4.2a). For the first monolayer (ML), two in-plane reflections corresponding to lattice spacings of 14.61 Å (q=0.43 Å\textsuperscript{-1}) and 3.31 Å (q=1.90 Å\textsuperscript{-1}) indicate the formation of an ordered structure. Since the former is in the range of the lateral molecular dimensions (Figure 4.2b) and the latter in the range of the intermolecular spacing between cofacially packed molecules, these peaks have been correlated to the (10) and (01) reflections of a rectangular unit cell,\textsuperscript{a} respectively, as shown in Figure 4.3a.

\textsuperscript{a}This is assumed for simplicity, since no exact angle determination is possible from two reflections.
Figure 4.2. Evolution of the GIXD data upon increasing film thickness. The dotted line indicates the final position of the (01) $\beta_{\text{bilayer}}$ reflection.

Figure 4.3. (a) Schematic top-view of the $\beta_{\text{bilayer}}$ structure, and explanatory pictures for the dependence of the angle $\omega$ on the molecular orientation. (b) Squared molecular structure factor along various directions. (d) Ratios between the intensities of the (01) and (10) reflections as observed experimentally for various film thicknesses (symbols) and calculated for the $\beta_{\text{bilayer}}$ structure vs. the molecular tilt angle $\omega$ (line).
This implies that the upright-standing molecules are stacked in columns along the [01] direction with the molecular planes nearly parallel to the [10] direction. A small tilt angle \( \omega = 0^\circ \ldots 16^\circ \) may exist between the molecular plane and the [10] direction depending on the exact molecular orientation, i.e. rotation of the molecule around the axis perpendicular to its plane (Figure 4.3a).

The formation of this phase is restricted to the first two F\(_{16}\)CuPc layers, as evidenced by the saturation in the integrated intensity of the (10) reflection after a nominal thickness of about 2 ML (29 Å). This structure is referred to as \( \beta_{\text{bilayer}} \)-structure. With additional coverage, the (01) reflection continues to grow and experiences a shift which implies a contraction of the in-plane lattice parameter \( b \) towards a final value of 3.19 Å. The behavior of the integrated Bragg intensity ratio \( I(01)/I(10) \) with the film thickness has been analyzed to provide a qualitative explanation of this puzzling structural change of the \( \beta_{\text{bilayer}} \)-structure. The very anisotropic molecular structure factor of F\(_{16}\)CuPc (Figure 4.3b), calculated as exposed in section 3.2.1, has been exploited to estimate from the ratio \( I(10)/I(01) \) the molecular tilt angle \( \omega \) (Figure 4.3c). A comparison of the experimentally observed and the calculated \( I(01)/I(10) \) ratio for the first 2 ML and for thicker films evidence a reduction in the tilt angle of about 4º upon film growth.\(^a\) Thus, the observed lattice contraction in \( b \) is intimately associated with a change in the molecular tilt angle \( \omega \). This calculation has been performed assuming upright-standing molecules with their molecular side parallel to the surface. A rotation of the molecule around the normal to the molecular plane leads only to minor changes in the resulting intensity.\(^b\)

Upon further deposition (above 14 ML), additional in-plane Bragg reflections can be distinguished (Figure 4.2) which are related to the growth of a new structure referred to as \( \beta \)-structure. The in-plane reflections of this \( \beta \)-structure correspond to an oblique unit cell containing two molecules with the parameters shown in Table 4.1 (summarizing also the \( \beta_{\text{bilayer}} \)-structure). The thin film structure consists in columns of

----

\(^a\) The X-ray intensities have been corrected for the polarization factor. Debye Waller factor (DWF) corrections are estimated to be rather small for these low-order reflections: the thermal DWF (associated with a Debye temperature of 199 K as reported by Bell et al. in J. Chem. Soc., Faraday Trans. 94, 3155 (1999) for FePc) results by way of example into exp(-2M)=0.99 for the (01) reflection.

\(^b\) Notice that deviations from the assumed rectangular unit-cell, or a molecular tilt with respect to the surface normal, could slightly change the absolute values of \( \omega \), but would still lead to a similar reduction of the tilt angle.
cofacially oriented upright-standing molecules with a distance between them of \( a/2 = 10.13 \, \text{Å} \). Comparing again the observed lattice spacing of 10.13 Å to the molecular dimensions, an average tilt angle between the molecular planes and the [10] direction of \( \sim 45^\circ \) is obtained. By analogy to the \( \beta\)-H\(_{16}\)CuPc structure, based on the similar anisotropic morphology that both F\(_{16}\)CuPc and \( \beta\)-H\(_{16}\)CuPc exhibit, and further supported by the presence of two molecules within the unit cell (implying non-equivalent molecular orientations or positions between them) we suggest a configuration of molecules with alternating tilt in adjacent columns (Figure 4.4). The columnar stacking has been clearly observed by Atomic Force Microscopy (AFM) on F\(_{16}\)CuPc films grown on functionalized SiO\(_2\), as will be shown in section 4.3.1. The parameters \( a, b \) and \( \gamma \) determined from the AFM images correspond to values of 18.7 Å, 4.5 Å and 85 degrees, respectively, in good agreement with the GIXD structural data (within the AFM error bar of \( \sim 10\% \)).

Table 4.1 further shows that the densities of the \( \beta \) and \( \beta\)bilayer structures are rather similar and comparable to that of the bulk structure (Table 2.1).

<table>
<thead>
<tr>
<th></th>
<th>( \beta)bilayer-structure</th>
<th>( \beta)-structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a ) (Å)</td>
<td>14.61</td>
<td>20.26±0.06</td>
</tr>
<tr>
<td>( b ) (Å)</td>
<td>3.31</td>
<td>4.87±0.04</td>
</tr>
<tr>
<td>( \gamma ) (deg.)</td>
<td>~90</td>
<td>84.1±0.2</td>
</tr>
<tr>
<td>Layer height (Å)</td>
<td>14.1±2.6</td>
<td>14.3±0.05</td>
</tr>
<tr>
<td>( V/\text{molecule} )</td>
<td>682±126</td>
<td>701.1±6.5</td>
</tr>
</tbody>
</table>

Table 4.1. Unit cell parameters and volume per molecule for the \( \beta\)bilayer- and \( \beta\)-structures.

Figure 4.4. Schematic top view of the \( \beta\)-structure.
Interestingly, F16CuPc films grown at room temperature exhibit the same structure (Figure 4.5). This is in strong contrast with the H16CuPc, often considered to be an analogous molecule, which exhibits a metastable α-phase for room temperature deposition.\textsuperscript{13}

Figure 4.5. GIXD data for two films grown at 195 °C and at room temperature.

The observed structural changes are an unexpected result, because the formation of strained structures occurs in general on substrates for which the molecule-substrate interaction dominates the intermolecular interaction, as it is generally for organic film growth on metals.\textsuperscript{14,15,16,17,18,19} Although it is clear that, in comparison with metals, the molecule-substrate interaction for SiO2 is rather weak, the present study shows that SiO2 is apparently not so inert for F16CuPc. A detailed structural analysis performed by X-ray reflectivity in the next section will further confirm this suspect.

\subsection*{4.2.2 Detailed focus on the first layers}

\begin{itemize}
  \item \textbf{a. Growth mode}
  
  The growth and evolution of the first F16CuPc layers have been monitored by AFM and in-situ X-ray reflectivity. Topographical AFM images are shown in Figure 4.6 for nominal film thicknesses ranging from 0.2 to 1.6 ML. At a coverage of Θ=0.2 ML, the molecules nucleate in elongated islands forming an incomplete first layer.
\end{itemize}
Since the lateral surface diffusion on amorphous SiO₂ is isotropic, the elongated shape of the islands (Figure 4.6) must be related to an anisotropic sticking. It is the strong coupling of the electronic π-system which gives rise to this preferred anisotropic growth. Thus, also here the observed elongation direction is expected to be related to the stacking direction of F₁₆CuPc. As the coverage increases to Θ=0.4 ML, the islands of the first layer grow predominantly in length (anisotropic two-dimensional growth). Upon further increase of the molecular deposition up to 0.7 ML, the film growth remains confined mainly to the first monolayer, although a few nucleation sites of the second layer are already present for the lowest coverages (0.2 to 0.7 ML). The anisotropic growth and the elongated shape of the crystallites prevent the complete coverage by coalescence, giving rise to the nucleation of new islands to fill the space between the existing islands. These new crystallites display smaller island sizes as a consequence of the lower amount of free space, as can be clearly
distinguished in the image corresponding to 0.7 ML. Upon further deposition, the second layer grows (1.1 ML image) and also the nucleation of the third layer starts before the second monolayer is completed (1.6 ML image).

High resolution images taken with NC AFM in UHV (Figure 4.7) clearly show that the nucleation of the second layer takes place mainly at grain boundaries between adjacent islands of the first layer. This suggests that, without experiencing a significant Schwoebel type barrier, most of the molecules arriving on top of an island can diffuse to the lower layer at the initial growth stage (below the coalescence regime). In turn, at higher coverage, a fast growth of the subsequent layer occurs due to the higher abundance of grain boundaries that serve as nucleation centers.

![Figure 4.7. AFM topographic images showing the preferred nucleation sites for the second layer (brighter spots marked with labelled arrows) at the grain boundaries of the underlying first layer in two different areas, together with profiles taken along the crystallites as shown on the images. The nominal coverage corresponds to 0.34 ML.](image)

The experimental X-ray reflectivity data (symbols) are shown in Figure 4.8a (the inset shows a rocking scan performed at a $q_x$ value of 0.177 Å$^{-1}$, evidencing the excellent data quality and the narrow peak width of 0.01 degrees) for film thicknesses ranging between 0.6 and 24 Å ($\Theta$ between 0.04 and 1.68 ML). Their corresponding
fits performed with the Parrat algorithm (see section 3.2.2) are given by the solid lines. The fit parameters are given in Appendix A for each of the samples.

Figure 4.8. (a) X-ray reflectivity measurements of the clean substrate and F$_{16}$CuPc films of 0.04, 0.1, 0.18, 0.77, 1.05, 1.40 and 1.68 ML thickness (symbols). The solid lines are fits to the data. The data sets are shifted for clarity. The inset shows a rocking scan performed at a $q_z$ value of 0.177 Å$^{-1}$ (b) Evolution of the electronic density profiles along the surface normal obtained from the fits for increasing coverage. The dashed line is the average electronic density of a thick F$_{16}$CuPc film and thus the expected saturation value of the layers. The colored fringes represent a guide to the eye to distinguish the different layers of the film.
The data associated with the bare substrate are fitted with a layer for Si and another for SiO$_2$. Electron densities of 0.720 Å$^{-3}$ for the Si and 0.642 Å$^{-3}$ for the SiO$_2$ are obtained, in good agreement with literature values. The oxide thickness and roughness derived from the fitted model are 14 Å and 4.3 Å, respectively. The value of the SiO$_2$ roughness as determined by AFM was 3.2 Å for maximal scanned areas of 3 x 3 µm$^2$. This is in rather good agreement with the reflectivity data. The slight discrepancy is most likely due to the fact that AFM averages over a much smaller area (microns in AFM versus millimetres in X-ray reflectivity) and to the size effect of the tip. The substrate parameters have been kept unchanged during the fitting of the F$_{16}$CuPc film. Additional layers were added whenever necessary to obtain satisfactory fits. The fit parameters for a certain thickness were used as the starting parameters for the subsequent fits. The fraction of area covered by each layer has been determined dividing the electronic density of the layer by the mean electronic density of a complete layer ($\delta=\rho/0.58$).

The development of the electron density of the molecular layers as a function of coverage can be followed in Figure 4.8b. As a guide for the eyes, the color boxes denote the different layers. The vertical dashed line marks the mean electronic density of $\rho=0.58$ Å$^{-3}$ obtained for thick films and, thus, the value expected for a complete compact layer of the organic material. It agrees perfectly with the electronic density estimated from the bulk unit cell.

The evolution of the partial coverage of each layer versus the total deposited film thickness, as obtained from X-ray reflectivity and AFM (by binary maps which show the percentage of area above a certain height), is displayed in Figure 4.9a. Both techniques show an excellent agreement and evidence that the film growth deviates from an ideal layer-by-layer growth. Figure 4.9b illustrates, as a control of internal consistency, the X-ray and AFM total coverage plotted versus the QCM coverage.

The similar morphology of the islands in the first and second layers (Figure 4.6) suggests that the growth of the subsequent layer proceeds with the same alignment as that of the islands underneath. The average length of the F$_{16}$CuPc islands is 150 Å, 350 Å and 400 Å for the first, second and third layers, respectively.
The mean lateral domain size $\xi_{ll}$, estimated from the width of the $\beta_{\text{bilayer}}$ (01) Bragg reflection, is found to increase with the film thickness, from $\xi_{ll} = 41 \pm 5$ Å for a coverage of 0.063 ML, to $\xi_{ll} = 118 \pm 2$ Å for a coverage of 10.49 ML. The difference between the values obtained from AFM and GIXD is attributed to the existence of multiple domains inside an island. Nevertheless, both the increase in the domain and island size for subsequent layers, imply higher lateral mobility of F$_{16}$CuPc on the standing F$_{16}$CuPc molecules than on the SiO$_2$ (strictly seen the first layer does not grow directly on the SiO$_2$, but on an interfacial layer described below). The factors responsible for the reduced surface mobility of the first layer of F$_{16}$CuPc might be the higher roughness and inhomogeneity of the interfacial layer or/and an increased interaction of the molecules with the interfacial layer compared to the interaction with subsequent layers.

**b. Interfacial layer**

The X-ray reflectivity data give an unambiguous evidence for the formation of an interfacial layer between the SiO$_2$ and the first layer of standing molecules (Figure 4.8b). The height of the interfacial layer, according to the reflectivity data, is about 3 Å for the first stages of the growth (0.2 ML) and increases to 6.5±0.6 Å for higher
coverage. When the total coverage exceeds 0.77 ML (11 Å), the electronic density of this layer reaches a saturation regime and increases only very slightly with further deposition. Surprisingly, the saturation value of $\rho = 0.35 \text{ Å}^{-3}$ is only 60% of the value expected for a closed F$_{16}$CuPc layer ($\rho = 0.58 \text{ Å}^{-3}$). The effect of the X-ray exposure on the films has been carefully tested and gave no evidence for radiation damage during the X-ray reflectivity experiments. A closer inspection of Figure 4.6 shows that the region between the first layer islands is covered by some molecular aggregates, further displayed in a zoom into the area between islands in the sample with 0.4 ML coverage. This molecular film is inhomogeneous, with clusters of heights between 5 and 10 Å, resulting in an increased roughness ($\text{rms} = 4.2 \text{ Å}$) compared to that measured on the bare SiO$_2$ ($\text{rms} = 1.6 \text{ Å}$) in an area of 70 nm x 70 nm. We correlate this molecular film to the interfacial layer observed by X-ray reflectivity. Since the distance between layers of flat lying F$_{16}$CuPc molecules is of ~3.14 Å, (see section 5.1) the observed average height of ~6.5 Å suggests the formation of a bilayer of molecules lying flat on the SiO$_2$.

Regarding the initial growth of F$_{16}$CuPc on SiO$_2$, two scenarios can be considered:

i. The growth of molecular clusters of lying-down molecules competing with the growth of ordered islands of standing molecules on the SiO$_2$.

ii. The growth of standing molecules taking place on top of the interfacial layer of lying molecules.

The height of the first layer of standing molecules measured by AFM relative to the upper part of the surrounding clusters (14.1±2.6 Å) supports the scenario where the islands nucleate on top. Furthermore, the fact that the first layer does not replicate the topography of the clusters as observed at low coverage by AFM (with heights varying between 5 and 10 Å) suggests that the clusters eventually merge (leading to a more uniform interfacial layer) prior to the completion of the first layer of standing molecules.

The existence of an underlying interfacial layer, could provide an explanation of the large dispersion of heights obtained by AFM (with mean square deviation of 2.6 Å) and of the high interfacial roughness obtained from X-ray reflectivity. The fact that the saturation value of the electronic density for this interfacial film is 60% of the value expected for a close packed F$_{16}$CuPc film seems to indicate a poor packing in
the interfacial layer due to numerous vacancies and defects. In fact, no evidence of ordering has been found by GIXD.

The formation of a film of lying-down molecules is unexpected on a low-interacting surface as is the case of SiO$_2$. Previous structural studies on the first stages of the growth on SiO$_2$ of pentacene $^{20,21}$ and diindenoperylene (DIP) $^{22}$ have not found any indication of a lying-down phase. Only for sexithiophen on SiO$_2$, the formation of a layer of lying-down molecules on the substrate in the submonolayer regime is observed, but these are not longer present when the first monolayer of upright-standing molecules is formed.$^{23}$ A possible reason for the formation of such interfacial layer in the case of F$_{16}$CuPc is the interaction of the fluorine atoms with the SiO$_2$ surface. A previous study of the electronic structure of F$_{16}$CuPc/SiO$_2$ by means of XPS has suggested that the strong interaction of F$_{16}$CuPc with SiO$_2$ leads to the breaking of the first F$_{16}$CuPc molecules, giving rise to the formation of a carbon-rich thin layer.$^{24}$

### 4.2.3 Thermal expansion

The relative values of the thermal expansion coefficients of different materials play an important role in the growth (e.g. in epitaxial film growth), as well as in the mechanic stability of heterostructures. Thus, the thermal expansion coefficients of organic semiconducting thin films are an additional issue to take into account for the fabrication and stability of organic-based electronic devices.

We have measured the shift of the Bragg reflection positions of a 46.8 ML thick F$_{16}$CuPc film grown at 150 ºC and cooled stepwise down to -5 ºC. The evolution of the relative change of the F$_{16}$CuPc cell parameters ($a$, $b$ and layer height of the $\beta$-structure, and the parameter $b$ of the $\beta_{\text{bilayer}}$-structure) relative to the value at room temperature are displayed in Figure 4.10. Notice that the thermal expansion coefficient, corresponding to the slope in the graphs, has a non linear behavior with the temperature. For the $\beta_{\text{bilayer}}$-structure, the parameter $b$ increases with $T$ until it reaches a saturation at high temperatures (above 120 ºC). The expansion coefficient thus shows a decrease with $T$ until it reaches 0 at high temperatures. If we now bring our attention to the $\beta$ structure, we can clearly observe a highly anisotropic thermal
expansion. The parameter $a$ experiences a positive thermal expansion at low temperatures and changes to negative values above 75 °C, whereas the parameter $b$ experiences a change to a slightly larger thermal expansion at about the same temperature.\(^a\) In contrast, the out-of-plane expansion is linear throughout the whole temperature range measured. These findings point to the occurrence of changes in the molecular orientation within the unit cell at temperatures above 75 °C. An increase of the tilt angle between the molecular plane and the (10) direction (Figure 4.4) can account for the decrease in the parameter $a$ and increase of $b$.

![Figure 4.10. Relative change in the lattice spacing of the F16CuPc cell parameters vs. temperature for (a) the in-plane lattice parameters of the $\beta$-structure, (b) the out-of-plane spacing of the $\beta$-structure, and (c) the in-plane parameter “b” of the $\beta_{\text{bilayer}}$-structure.](image)

Considering the thermal expansion coefficients observed for the parameter $b$ and for the layer height of the $\beta$-structure, values of 1.18x10\(^{-4}\) and 7.44x10\(^{-5}\) K\(^{-1}\) are obtained, respectively (ratio of 1.6 : 1). The anisotropy in the expansion coefficient of crystals or films of planar aromatic molecules is a rather general behaviour observed already some decades ago.\(^{25}\) In general, the thermal expansion is largest along the crystallographic directions which are nearly normal to the molecular plane. A simple model by Smaalen et al.\(^{26}\) explains this observation in terms of the number of the degrees of freedom of the molecules which contributes to the expansion along each direction. The molecules have three rotational and three translational degrees of freedom as marked in Figure 4.11. If we assume the crystal structure to be formed by stacks of cofacially oriented molecules along the $z$ direction, the following degrees of

\(^a\) However, this change in the thermal expansion of $b$ is within the error range and thus not conclusive.
freedom contribute to the thermal expansion along the $z$ direction: translation along $z$, libration around the $x$ axis, libration around the $y$ axis. In contrast, only the translational degree of freedom contributes to the thermal expansion along $x$ (and the same holds for the equivalent direction $y$) (Figure 4.11). This simple model thus yields a ratio of the thermal expansion coefficient along $z$, as compared to $x$ or $y$, of $3 : 1$. A more refined model based on energetic considerations\textsuperscript{26} leads to a ratio of $2.1 : 1$.

Thus, for F\textsubscript{16}CuPc the higher expansion coefficient for the in-plane parameter $b$ ("normal" to the molecular plane) as compared to the layer height (directed along the molecular plane) with a ratio of $1.6 : 1$, is in rather good agreement with the predicted models. Because the thermal expansion coefficients of Si and SiO\textsubscript{2} ($2.6 \times 10^{-6}$ K\textsuperscript{-1} and $0.4 \times 10^{-6}$ K\textsuperscript{-1}, respectively) are orders of magnitude smaller, the SiO\textsubscript{2} substrate evidently does not limit or “anchor” the in-plane expansion of the film on top.

**Figure 4.11.** Schematic representation of the degrees of freedom contributing to the thermal expansion along the $z$ direction (marked in black), and along the $x$ and $y$ directions (marked in light and dark grey, respectively). In a first approximation, the rotation around the $z$-axis does not contribute to any expansion.

### 4.2.4 Conclusions

For the first time, the detailed structure of F\textsubscript{16}CuPc films grown on SiO\textsubscript{2} has been determined by means of in-situ x-ray diffraction from the first monolayer to thicker films. The results reveal a scenario that is more complex than what is expected on a
low-interacting surface like SiO$_2$. It has been shown that a low density interfacial layer of around 6.5 Å is formed on the SiO$_2$, on top of which the nucleation and two-dimensional growth of long and narrow islands of upright standing molecules take place. Upon further deposition, subsequent layers form with a similar morphology and layer height but with an increased elongation. We have disclosed a thickness-dependent polymorphism manifested in the in-plane crystal structure, which implies large differences in the molecular tilt within the cofacial stacking of the molecules.

In contrast to the homologous H$_{16}$CuPc molecule, the F$_{16}$CuPc films exhibit the same structure independently from the deposition temperature.

The general growth scenario is summarized in Figure 4.12.

![Scheme of the structure of F$_{16}$CuPc films grown on SiO$_2$.](image)

**Figure 4.12.** Scheme of the structure of F$_{16}$CuPc films grown on SiO$_2$.

### 4.3 Comparative study on SiO$_2$ functionalized by OTMS

The functionalization of dielectrics in organic devices by self-assembling-monolayers, as a tool to optimize the device performance, has been proven to be effective and consequently of high interest. In particular, methyl-terminated SAMs seem to facilitate the ordering of the organic molecules and to avoid the generation of additional charge carrier traps due to the low reactivity of their endgroups.$^{27,28}$ To our knowledge, the substrate functionalization by methyl-terminated silanes has only been employed to p-channel semiconductors with exception of C$_{60}$ (n-type).$^{29}$ For C$_{60}$ on
methyl-terminated silanized SiO2 a decreased mobility has been reported, but because no structural characterization is provided, the effect of the surface treatment remains unclear. However, several studies on p-type semiconductors have shown a trend of improved field-effect mobility when SiO2 is functionalized with methyl-terminated silanes. Although it is apparent that the reduction of surface energy on these silanized substrates may lead to a higher molecular surface diffusion, its correlation with improved structural properties is not established yet. Studies trying to correlate the electronic transport properties with the domain size or the grain density are often affected by the occurrence of changes in the molecular orientation and/or in the structure as well. In turn, the interpretation of surface treatment effects varies considerably and is sometimes even contradictory.

In the following we show that the field-effect mobility of F16CuPc films grown on SiO2 can be significantly improved by functionalizing the SiO2 with OTMS. OTMS is a methyl-terminated SAM (see section 2.2.3), which lowers the surface energy of the silicon oxide from 78 to 20 N/m. We further show, based on a comparative study of the growth of F16CuPc on both surfaces, that this enhanced mobility is related to an improved lateral order of the organic films and to the decrease of grain boundaries when deposited on functionalized SiO2.

### 4.3.1 Morphology

Figure 4.13a shows a schematic plot of the simultaneous growth of F16CuPc films on top of SiO2 and SiO2 functionalized by OTMS, together with topographic AFM images of the films on the respective substrates. The samples are thermally deposited at a substrate temperature of 195 °C with a growth rate of 6 Å/min. The F16CuPc films grown on SiO2 form smooth and closed layers, whereas the functionalization of SiO2 by OTMS enhances the surface diffusion of the molecules leading to the formation of highly ordered F16CuPc crystallites. These crystallites have lengths of up to microns with aspect ratios of 5-10 and heights up to 700 Å. Similar film morphologies have been obtained over the investigated thickness range (100-450 Å, i.e. 7-31.5 ML), as shown in Figure 4.13b.
Figure 4.13. (a) Schematic plot of the simultaneous growth of the different \( \text{F}_{16}\text{CuPc} \) films and AFM topographic images of the films on bare \( \text{SiO}_2 \) (left) and \( \text{SiO}_2 \) functionalized by a self-assembled monolayer of OTMS (right). The nominal thickness is 450 Å (31.5 ML), deposited at a growth rate of 6 Å/min. (b) Additional topographic images of films with nominal coverages of 100, 175 and 350 Å, grown under similar conditions.

Along the edges of some crystallites on OTMS-covered \( \text{SiO}_2 \) a stepped profile of molecular terraces is observed as shown in Figure 4.14d. The height of the smallest terraces is around 15 Å, as in the case of \( \text{F}_{16}\text{CuPc} \) on the bare \( \text{SiO}_2 \) (Figure 4.1). This evidences a layered structure of upright-standing molecules, as expected for this weakly interacting substrate. By scanning on top of the crystallites, the molecular order has been resolved as depicted in Figure 4.14c. Rows parallel to the long axis of the crystallites are observed with a spacing of 9.3±0.5 Å. Along the rows a smaller periodicity of 4.5±0.3 Å can be distinguished. The rows observed by AFM correspond to the cofacial columnar stacking of \( \text{F}_{16}\text{CuPc} \) molecules and are in fair agreement with the film structure concluded from X-ray diffraction measurements of \( \text{F}_{16}\text{CuPc} \) films on bare \( \text{SiO}_2 \) presented in section 4.2.1. In all the cases the largest edge of the crystallites is parallel to the stacking direction (as previously observed for films on \( \text{Al}_2\text{O}_3(11-20) \)), and it is the strong coupling of the intermolecular electronic \( \pi \)-systems which gives rise to this preferred anisotropic growth.
Figure 4.14. (a) AFM topographic image of a 175 Å thick F_{16}CuPc film on OTMS. (b) Lateral force image showing the lower friction of the F_{16}CuPc crystallites. (c) Molecular order in form of columns is observed parallel to the long edge of the crystallites. (d) Profile along a F_{16}CuPc crystallite show the stepped terraces formed by molecular layers. The step height of the terraces is in good accordance with an upright molecular configuration.

No molecular resolution could be obtained in the areas between the crystallites suggesting either the absence, or disorder of F_{16}CuPc molecules in this region. This conclusion is supported by friction images showing a higher friction for the area surrounding the crystallites (see Figure 4.14b), which consequently implies different material properties.

The crystallites on the bare SiO₂ are smaller, up to 2000 Å along the long axis, and exhibit a morphologically less defined shape. No molecular order has been resolved on the films on the bare SiO₂ indicating a poorer structural coherence in the surface plane than for the samples on OTMS. This result is confirmed by X-ray diffraction. In spite of the morphological differences, the films on OTMS exhibit the same crystallographic structure as films on SiO₂, as we will see bellow.
4.3.2 Structure

The order of the films perpendicular to the substrate surface has been measured by X-ray diffraction in a specular geometry. Figure 4.15a shows the specular X-ray data for two F16CuPc films of the same thickness (12.2 ML) on the two different surfaces. The well ordered layered structure of the films gives rise to Bragg peaks which correspond to a similar distance between molecular planes of $d_\perp=14.30\pm0.05$ Å on both surfaces. The obtained layer spacing implies an upright-standing molecular configuration, in agreement with the AFM data. The Kiessig and Laue fringes (at low $q_z$ values and around the Bragg maxima, respectively) visible for the films on SiO$_2$, are no longer present in the samples grown on OTMS, since the high roughness originating from the islanding of F16CuPc destroys both kinds of interference fringes.

The degree of alignment of the molecular planes with respect to the surface normal (“mosaicity”) has been shown to have an important impact on charge carrier mobility.\textsuperscript{35} It has been obtained for both films from the width of the rocking scans in the first and second order reflections, disclosing a very small mosaicity: 0.012±0.004\(^\circ\) for the samples on SiO$_2$ and 0.015±0.004\(^\circ\) on the OTMS functionalized SiO$_2$ (Figure 4.15b).\textsuperscript{a}

From the similar layer spacing and in-plane X-ray diffraction data shown in Figure 4.15c, one can directly conclude that similar structures form on both substrates. However, the reflections for the films grown on SiO$_2$ are broader, evidencing a poorer ordering. The mean domain size estimated from the FWHM of the peaks shows larger ordered domains in the samples on OTMS as compared to those on the bare SiO$_2$ (in agreement with the AFM results). For comparison, from the width of the (01) $\beta_{\text{bilayer}}$ reflection a mean domain size of 140 Å is estimated on SiO$_2$ and of $>275$ Å on OTMS (resolution limited by the slits aperture), for the 12.2 ML thick F$_{16}$CuPc films. The films deposited on OTMS show an additional peak which corresponds to the OTMS structure, with a spacing of 4.15 Å. The resulting lattice parameter amounts to 4.8 Å for a hexagonal lattice, in agreement with reported data.\textsuperscript{36,37} This confirms that the OTMS layer is stable at the substrate temperature used during growth.

\textsuperscript{a}The third order reflection presents a very broad rocking scan ($\geq0.5$ \(^\circ\)), but the reason behind this effect remains unclear.
Figure 4.15. (a) Specular x-ray diffraction data for the 12.2 ML thick films on OTMS (line) and SiO$_2$ (symbol-line). Bragg reflexions (up to the 3$^{rd}$ order) are seen on both films indicating the same well ordered layered structure of upright-standing molecules. (b) Rocking scans for the first order Bragg peak on OTMS (line) and SiO$_2$ (symbol-line). (c) X-ray diffraction data of the structure in the surface plane for the 21 ML thick film on OTMS (line) and the 31.5 ML Å thick film on SiO$_2$ (symbol-line). The schemes of the respective diffraction geometries are shown on the left.

The average OTMS domain size is estimated to be 75 Å, thus smaller than the domain size of the F$_{16}$CuPc crystallites. This shows that the lateral order of the film is
not limited by OTMS domain boundaries. In contrast, pentacene and perylene grown on similar SAMs show an increased nucleation density and reduced grain size.\textsuperscript{30,34}

The X-ray data clearly demonstrate that molecular ordering in the surface plane is strongly enhanced in the organic films grown on OTMS, whereas the crystalline structure and low mosaicity remain the same.

4.3.3 Thermal desorption spectroscopy\textsuperscript{a}

To analyze the adsorbant-substrate interaction comparative studies of the desorption profiles of F\textsubscript{16}CuPc films on SiO\textsubscript{2} and on OTMS-covered SiO\textsubscript{2} substrates have been performed by means of thermal desorption spectroscopy (TDS). These studies have been carried out in UHV (10\textsuperscript{-10} mbar) by use of a top-mounted heater/sample-holder setup in combination with a thermocouple located directly on the sample surface. The thickness of the organic films was in the range between 14 and 28 ML. To detect possible fragmentation of the molecules during desorption which might affect the measured spectra, the signals of the single-ionised (F\textsubscript{16}CuPc\textsuperscript{+1}) and of the double-ionised (F\textsubscript{16}CuPc\textsuperscript{+2}) were recorded simultaneously at a heating rate of 5 K/min. From the obtained peak intensities it follows, that the twofold-ionised molecular state is the preferred one, resulting in a signal about two orders of magnitude stronger than for the single-ionised state.

For both substrates a similar desorption temperature of 212±5\textdegree C for F\textsubscript{16}CuPc is observed (Figure 4.16), indicating that the desorption energy is comparable for the two heterostructures. Therefore, the functionalization by OTMS leads to a change of the surface properties of SiO\textsubscript{2}, e.g. higher hydrophobicity, accompanied by a change of the average diffusion length of the deposited molecules, but does not lead to a significant change of the interfacial bonding strength between molecular film and substrate. This conclusion is supported by similar desorption kinetics for both films deduced from the similar shape of both TDS peaks. The desorption is mainly governed by inter-molecular interactions and not by contributions from the F\textsubscript{16}CuPc/SiO\textsubscript{2} or the F\textsubscript{16}CuPc/OTMS-SiO\textsubscript{2} interfaces.

\textsuperscript{a} Measurements performed by S. Meyer and J. Pflaum, from the University of Stuttgart (Germany), in the frame of a collaboration.
4.3.4 Electrical characterization

Electrical measurements have been performed to study the influence of the OTMS-functionalized surface on the transport properties of the semiconducting layer via its morphology. F_{16}CuPc was grown onto bottom-contact thin-film-transistor (TFT) structures with and without previous OTMS treatment. The TFT structures consist of a Si(100) wafer with a 2300 Å thick thermal oxide on top and Au/Cr source-drain-contacts. The gap dimensions are 2 mm in width and 15 µm in length. The organic films of about 400 Å (28 ML) thickness were evaporated on the functionalised structures and on bare SiO$_2$ at a substrate temperature of 100° C and a pressure of 1x10$^{-7}$ mbar during preparation. AFM measurements reveal that the films grown at 100° C show the same morphological aspects and differences between both surfaces as observed for the films grown at 195° C. To avoid effects by moisture or oxygen, the electrical measurements have been performed in-situ in the dark just after evaporation. The reproducibility was controlled by characterization of several transistors of the same batch.

Figure 4.17a shows the transfer characteristics of the F_{16}CuPc-TFT on OTMS-SiO$_2$ and SiO$_2$, respectively. Electron transport (n-conduction) is favoured in

---

*Measurements performed by S. Meyer and J. Pflaum, from the University of Stuttgart (Germany), in the frame of a collaboration.
perfluorinated CuPc, as already reported in former studies, due to the small energy difference between the LUMO of the molecules and the workfunction of gold. Therefore, the output characteristics show a distinct field-effect behaviour for positive gate voltages as can be seen in Figure 4.17b for an OTMS-functionalised TFT. The associated input FET-curves in Figure 4.17a have been recorded at a positive source-drain voltage of $V_{SD} = 30$ V at room temperature.

According to the analysis of inorganic semiconducting devices, the slope of the gate sweep is a direct measure for the charge carrier mobility in such transistors. The estimated electron mobility of the OTMS-functionalised SiO$_2$-TFT amounts to 0.01 cm$^2$/Vs and is about one order of magnitude higher than for the SiO$_2$-TFT ($\sim$$10^{-3}$ cm$^2$/Vs).

---

Figure 4.17. (a) Transistor characteristics of F$_{16}$CuPc-based transistor on SiO$_2$ (open symbols) and OTMS-covered SiO$_2$ (solid symbols). (b) Output characteristic for an n-conducting F$_{16}$CuPc transistor with OTMS-covered SiO$_2$. 
This improvement is directly correlated with the extended crystallite size for the OTMS-functionalised TFTs, as observed by the AFM and X-ray diffraction studies. The crystalline long range order in these films results in a reduction of domains and grain boundaries (which cause electrically active charge carrier traps) and in turn to an increase of the effective mobility. The crystalline structure and film mosaicity remain the same and thus are not involved in the improved device performance. Despite the surface discontinuities associated with the island growth on the OTMS, the extended F_{16}CuPc crystals are well connected to each other. This is the first experimental observation in n-channel organic semiconductors of improved electron mobility by the use of methyl-terminated surfaces.

Extrapolating the drain-current in the linear range, from the intersection with the abscissa of $V_G$ the threshold voltage can be estimated above which excess charges are injected into the semiconducting channel. The fact that for the bare SiO$_2$ and the OTMS-covered SiO$_2$ a similar value of 50±5 V is observed is an indication of the formation of intergap states located at the metal-organic contact interfaces. Since for both substrate systems the contacts are not covered by the SAM, a preferred orientation of the F_{16}CuPc molecules with their planar ring system parallel to the metal contacts occurs. The standing-up orientation of the molecules on the weakly interacting oxide or OTMS-covered oxide results in a high density of domains and boundaries compensating the structural constraints near the injecting contacts. The OTMS-layer improves the long range structural order of the molecular layer but supports no relief from the structural constraints at the metal-organic contact interfaces.

### 4.3.5 Conclusions

We show that the electron mobility can be enhanced by about one order of magnitude by functionalizing the SiO$_2$ surface by self-assembled monolayers of OTMS. We disclose the microscopic origin of this effect by complementary X-ray diffraction and AFM studies. These studies reveal that OTMS induces the enlargement of the lateral domain size in F_{16}CuPc films while their crystalline
structure and excellent alignment with respect to the surface normal remain unchanged. We further conclude that the higher lateral order leads to a reduction of domains and grain boundaries within the $F_{16}$CuPc films and thus to a decreased density of traps. This is the first experimental observation in n-channel organic semiconductors of improved electron mobility by the use of methyl-terminated surfaces. These results underline the importance of surface functionalization as a method to improve the molecular order and thereby the electronic transport properties.
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5  p-n organic heterostructures

The microscopic structure of organic p-n heterojunctions plays a key role in current and future electronic devices built from semiconducting organic molecules. Very little is known about how such organic interfaces evolve during growth and how the emerging morphology and microscopic structure affects the function, performance and lifetime of organic devices, such as organic light emitting diodes (OLEDs), organic ambipolar transistors or organic solar cells. Although numerous studies have been devoted to the fabrication and performance of devices based on p-n organic heterojunctions, leading to a rapid progress in this field, there are rather few structural studies addressing this important issue. In turn, our present-day knowledge on the physical principles of the growth of organic heterostructures is still very poor, and the tailored growth of highly ordered organic heterojunctions is still in an early stage.

Because of the different properties inherent to organic materials, i.e., large size, anisotropy, and relatively weak intermolecular interaction (Van der Waals), issues like “strain” or “epitaxy” are expected to lessen in significance with respect to their role in heteroepitaxy of inorganic semiconductors. Yet their role on the evolving morphology, as well as other issues like molecular interdiffusion and structure at the organic-organic interface, remain largely unexplored, mainly due to the difficulty in accessing the structure at the organic-organic interface. We have used the capabilities of X-ray diffraction to determine the structure of both films at the organic interface in-situ during the growth of the heterostructures. These measurements, in combination with ex-situ AFM studies, provide detailed insight into the microscopic processes which take place during the growth of organic on organic heterostructures.

This section presents the results obtained in the growth of organic heterostructures based on F_{16}CuPc (n-type) in combination with pentacene (p-type) and DIP (p-type).
5.1 Experimental details

The growth of the different organic heterostructures as been performed on (001) Si wafers covered by their native oxide and cleaned as reported in section 3.3.4. The growth parameters have been varied for the different samples and are thus given in the text for each different case.

The X-ray diffraction measurements on the F_{16}CuPc-pentacene heterostructures have been performed in-situ at the beamline ID-3 in the ESRF with a wavelength of $\lambda=0.72316$ Å. The in-situ measurements performed on the F_{16}CuPc-DIP heterostructures have been carried out within different beamtimes at the beamline ID-10B in the ESRF (with $\lambda=0.95452$ Å) and at the MPG Surface Diffraction Beamline in ANKA (with $\lambda=1.53067$ Å and $\lambda=1.23984$ Å). The AFM measurements have been performed in an Omicron scanning probe microscope (SPM) under UHV (in contact and non-contact mode), or under ambient conditions (in contact or tapping mode) in a Digital Nanoscope III SPM, or/and a Nanotec SPM. For the image processing the freeware WSxM program has been used.

5.2 F_{16}CuPc and pentacene

In order to study the growth of organic heterostructures with a high interest for potential applications, we have combined the so far most successful p-type oligomer (pentacene) with one of the few air stable n-type oligomers (F_{16}CuPc). The films have been grown in form of bilayers (one molecular type on top of the other) and the results are shown in the following for both deposition sequences.

Two of the factors influencing the growth morphology of heterostructures are the surface and the interface energies. These energies can be accessed by contact angle measurements. In our study, we have determined the water contact angle (which is inversely proportional to the surface energy) of freshly prepared F_{16}CuPc and pentacene films of 300 Å thickness (Figure 5.1), leading to values of $95.2\pm1.2^\circ$ and $83.5\pm2.5^\circ$, respectively.
5.2.1 F$_{16}$CuPc on pentacene

a. Growth mode, structure and morphology.

When F$_{16}$CuPc is deposited on top of pentacene at room temperature, the X-ray diffraction data reveal the formation of different phthalocyanine crystalline structures: the expected $\beta$- and $\beta_{\text{bilayer}}$-structures of standing molecules (described in section 4.2.1 and referenced in the following as $s$-configuration), and an additional structure formed by lying down molecules (called in the following $l$-structure). Figure 5.2 shows the evolution of both the out-of-plane and the in-plane data after subsequent F$_{16}$CuPc deposition steps on a 130 Å thick pentacene film.

Since the F$_{16}$CuPc $s$-configuration presents a layer height of 14.3 Å, which is similar to the layer height of the pentacene thin-film structure (15.6 Å), the associated (001) and (002) Bragg peaks (which are broadened in $q_z$-direction by the thin film geometry) almost coincide for both materials. Consequently, the growth of the F$_{16}$CuPc $s$-configuration gives rise to a characteristic increase of the (001) and (002) reflections, accompanied by a slight shift to higher $q_z$ values, as shown in the inset of the out-of-plane graph. Most interestingly, we also observe the development of a new F$_{16}$CuPc-related Bragg reflection at $q_z=2.0011$ Å$^{-1}$, corresponding to a molecular distance of 3.14 Å. Since this spacing is similar to the intermolecular distance of cofacially oriented molecules, this observation gives a clear evidence for the growth of a new structure of F$_{16}$CuPc molecules which lie flat on the pentacene surface (called $l$-structure in the following). The associated mosaicity is very small (0.017°) and close to that of the underlying pentacene structure (0.015°), implying an
extremely good alignment of these crystallites of lying F_{16}CuPc with respect to the pentacene surface.

Figure 5.2 Evolution of the (a) out-of-plane and (b) in-plane X-ray diffraction data of a 130 Å thick pentacene film upon subsequent deposition of F_{16}CuPc. The inset in the out-of-plane data represents the evolution of the position and integrated intensity obtained from fits to the (002) Bragg reflection. The in-plane peaks are labeled according to the pentacene in-plane structure,\textsuperscript{21} and to the F_{16}CuPc in-plane $\beta_{\text{bilayer}}$- and $\beta$-structures ($s$-configuration) reported in section 4.2, as well as to the new $l$-structure. The inset shows a zoom as marked by the dashed lines, revealing the weak reflections arising from the F_{16}CuPc $\beta$-structure.
The corresponding in-plane data confirm the previous findings. The growth of F$_{16}$CuPc in the $\beta_{\text{bilayer}}$-structure is evidenced by the development of its characteristic (0,1) reflection, which overlaps with the pentacene (2,1) Bragg peak. A closer look to the data also reveals the appearance, for higher coverages, of the weaker in-plane reflections related to the F$_{16}$CuPc $\beta$-structure. This is shown in the inset of the in-plane graph, which corresponds to a zoom taken as indicated by the dashed line. Thus, the growth of F$_{16}$CuPc on pentacene in an upright standing configuration apparently follows the same thickness dependent growth behavior observed on SiO$_2$, leading to the formation of the $\beta_{\text{bilayer}}$-structure for the first layers, which gradually changes to be dominated by the development of the $\beta$-structure for increasing coverage.

In addition, two new Bragg reflections appear at $q$ values of 2.4387 and 2.5519 Å$^{-1}$, corresponding to lattice spacings of 2.576±0.003 and 2.462±0.001 Å, respectively. These reflections must be related to the new F$_{16}$CuPc $l$-structure, but the present data are not sufficient to determine its exact in-plane unit cell. The estimation of the domain sizes from the peak widths leads to values around 125 Å.

A similar experiment has been performed at a substrate growth temperature of 65 ºC. For pentacene, this is virtually the highest practicable temperature not affected by simultaneous partial desorption, since already at 85 ºC no pentacene deposition is observed. Also at this higher temperature the coexistent growth of F$_{16}$CuPc in the $l$- as well as in the $s$-configurations is observed, evidenced by the development of their corresponding Bragg reflections in Figure 5.3. Thus, the emergence of the new $l$-structure is most likely not a kinetic phenomenon, but rather induced by specific morphological details of the underlying pentacene substrate. For this higher substrate temperature, and due to the higher pentacene thickness, the growth of pentacene in the thin-film as well as in the bulk phase takes place, as evidenced by the emergence of additional Bragg reflections in the out-of-plane measurements, which correspond to a layer spacing of 14.5 Å.

To further explore which pentacene surface morphologies are responsible for these competing F$_{16}$CuPc growth modes, we have performed extensive AFM experiments. Figure 5.4 (left) shows a topographic image of a 40 Å thick pentacene film on SiO$_2$. 
measured in contact-mode under UHV conditions without breaking the vacuum upon transfer to and from the growth chamber. The image reveals the layered pentacene structure with monomolecular steps of ~ 15 Å. The same film upon deposition of 60 Å of F$_{16}$CuPc is shown in the right part. This image was taken in tapping mode under ambient conditions. The F$_{16}$CuPc growth results in an interesting morphology consisting in islands of small lateral dimensions (50-100 nm) which decorate the pentacene steps. Their heights vary between 90 and 170 Å and, as we will discuss below, are associated with the F$_{16}$CuPc $l$-structure. Due to the similar heights of F$_{16}$CuPc and pentacene monomolecular layers ($h_{F_{16}CuPc}=14.3$ Å vs. $h_{pentacene}=15.6$ Å), the identification of the F$_{16}$CuPc $s$-configuration in the topography images is rather difficult.

Figure 5.3 (a) Out-of-plane and (b) in-plane x-ray diffraction data of a bilayer of 100 Å F$_{16}$CuPc deposited on 752 Å pentacene at a substrate growth temperature of 65 °C. The presence of the pentacene bulk phase is evidenced by the new out-of-plane Bragg peaks (labeled with a prime symbol). The coexistent growth of F$_{16}$CuPc in the $l$-structure as well as the $\beta$- and $\beta_{bayer}$-structures can be seen from the corresponding reflections.
Therefore, when measuring in tapping-mode we have employed the phase-shift signal, which is sensitive to the material-dependent dissipative processes related to the tip-sample interactions.\textsuperscript{25} When measuring in contact mode we have used the friction signal, which also shows a similar material-sensitivity (see section 3.1.2). This provides us with a tool to distinguish between $s$-configuration F$_{16}$CuPc and uncovered pentacene in samples with submonolayer F$_{16}$CuPc coverage. An example is presented in Figure 5.5 for contact-mode measurements, where the simultaneously recorded topography (left) and friction (right) signals are shown for a sample with 10 Å (0.7 ML) F$_{16}$CuPc deposited on top of 20 Å pentacene. The sample consists in a pentacene film with a virtually completed first layer, on top of which the second layer forms dendritic islands with even partial nucleation of the third layer. The F$_{16}$CuPc on top arranges into high $l$-structure islands (bright spots on the topography image) but also into the $s$-configuration, giving rise to a network of elongated crystallites similar to the growth on SiO\textsubscript{2}, or to more homogeneous layers on top of the pentacene second layer islands. Its lower friction as compared to the underlying uncovered pentacene, makes the phthalocyanines appear darker in the friction image, thus allowing an unambiguous differentiation of both materials. However, the measurements of these bilayers in contact mode results very cumbersome, because the low cohesion of the F$_{16}$CuPc $l$-structure usually leads to a sweeping of the molecules by the tip even at minimized applied loads, therewith hindering a proper imaging.
By using tapping mode this problem is overcome, thus facilitating the measurements and improving the resolution. Figure 5.6, depicts the topography (Figure 5.6a) and phase-shift signal (Figure 5.6b) of a sample with 8 Å (0.56 ML) F_{16}CuPc deposited onto 35 Å of pentacene. The phase-shift of the tapping-mode discloses the growth of the F_{16}CuPc s-configuration (darker) on top of the pentacene terraces (uncovered pentacene appears lighter). The crystallites of F_{16}CuPc l-structure are better distinguished in the topography than in the phase images, since the phase-shift contrast is dominated by large changes at the island edges caused by the limited response-speed of the feedback to abrupt topographic changes. The correlation between topography and phase-shift signal is further clarified in Figure 5.6c, which shows a cross-section for both signals on the same area (marked on the respective images) together with the deduced distribution of the different materials and structures which give rise to the observed topographic features. Interestingly, the heights of the F_{16}CuPc l-structure crystallites show no apparent correlation with the pentacene terrace size or with the coverage of F_{16}CuPc s-structure, suggesting that surface diffusion does not play a dominant role on their growth.
Figure 5.6. Tapping-mode AFM images of 8 Å F16CuPc grown on 40 Å pentacene corresponding to the simultaneously recorded (a) topography and (b) phase-shift signals. (c) Topography (top) and phase (bottom) signal profiles of the same region as marked on images (a) and (b), together with a schematic representation of the different molecules and structures forming the observed topographic features. The horizontal lines in the phase profile mark the mean values for the pentacene and upright-standing F16CuPc. The vertical lines help with the correlation of both signals.

The following scenario has been so far discerned for the growth of F16CuPc on pentacene: the $s$-configuration forms on top of the pentacene terraces, while the $l$-structure develops along the pentacene step edges. Note that the pentacene terraces expose the (001)-facets, which correspond to the lowest energy pentacene planes. On top of this weakly interacting surface, F16CuPc is able to adopt its energetically
preferred standing configuration, similarly to that observed for the F$_{16}$CuPc on other weakly interacting surfaces like SiO$_2$,\textsuperscript{27,28} Al$_2$O$_3$,\textsuperscript{29,30} OTMS,\textsuperscript{27} or polymers.\textsuperscript{31} However, for F$_{16}$CuPc molecules at the pentacene steps, the different energetic and electric environment at the step edges favors the orientation of the phthalocyanines with their molecular planes parallel to the surface. The fact that similar results are obtained at higher substrate temperature (T=65°C) implies a rather strong interaction (>>KT) of F$_{16}$CuPc with pentacene at the steps. In some occasions, the growth of the $l$-structure is also observed apart from the step edges, what might be related to other kinds of different environments such as grain boundaries, dislocations or other defects. Once an initial nucleus of molecules in the $l$-structure is formed, a rapid vertical growth of this crystallographic phase occurs simply as result of the strong interaction between $\pi$-orbitals, favoring the cofacial vertical stacking and promoting the observed morphology of narrow and high crystallites.

Since the steps of the underlying pentacene induce the growth of the phthalocyanine $l$-configuration, a larger step density is expected to increase the amount of F$_{16}$CuPc molecules arranging in the $l$-configuration and consequently reduce the formation of $s$-configuration. This behavior becomes evident from experiments performed varying the nominal coverage of the pentacene film. Because the amount of F$_{16}$CuPc in the $s$-configuration is difficult to discern from AFM measurements, especially for coverages above a monolayer, we make use of X-ray diffraction. Figure 5.7 depicts the evolution of the integrated intensity of the F$_{16}$CuPc $\beta_{\text{bilayer}}$-structure (010) peak ($s$-configuration)$^a$ and also of the reflection at $q_{\parallel}=2.4387$ Å$^{-1}$ ($l$-structure)$^b$ vs. phthalocyanine coverage, deposited on pentacene films of 40 and 130 Å thickness.

The larger slope in the intensity evolution of the F$_{16}$CuPc $\beta_{\text{bilayer}}$ (010) reflection for the heterostructure with 40 Å pentacene (Figure 5.7c) implies a higher growth rate of the F$_{16}$CuPc $s$-structure when deposited on pentacene films with lower thickness. In reasonable agreement with this, there is no appreciable X-ray intensity of the F$_{16}$CuPc $l$-structure reflection on the 40 Å pentacene film (Figure 5.7d), and the $l$-structure grows onto the pentacene film with higher thickness (Figure 5.7d).

$^a$ Notice that because the F$_{16}$CuPc $\beta_{\text{bilayer}}$-structure (010) and the pentacene (210) Bragg peaks overlap, the initial intensity (for 0 F$_{16}$CuPc coverage) corresponds uniquely to the amount of pentacene.

$^b$ The intensity of the $l$-structure reflection at $q_{\parallel}=2.5519$ Å$^{-1}$ shows a similar behavior.
Figure 5.7. AFM topographic images of samples with 60 Å F$_{16}$CuPc deposited on top of (a) 40 and (b) 280 Å thick pentacene films. Integrated intensity of the (d) F$_{16}$CuPc $\beta$-bilayer-structure (010) and (d) out-of-plane l-structure reflection vs. phthalocyanine coverage when deposited on top of pentacene films with 40 and 130 Å thickness.

These results unambiguously show that large pentacene film thicknesses favor the growth of the F$_{16}$CuPc l-structure at the expense of the F$_{16}$CuPc s-structure.\(^a\)

This tendency is further evidenced by AFM measurements. Figure 5.7a and b show topographic AFM images of two heterostructures with 60 Å F$_{16}$CuPc deposited on a 40 Å and a 280 Å thick pentacene film, respectively. The images reveal an unambiguous increase in the amount of F$_{16}$CuPc l-structure crystallites for higher pentacene coverage, giving a coherent picture of the general organization conduct of the F$_{16}$CuPc molecules on pentacene.

\(^a\) No absorption is taken into account, but given the comparative nature of the study it does not influence the conclusions. For a view of the influence of the absorption within the organic films, refer to appendix B.
Under the typical growth conditions used here (RT, low flux), pentacene initially grows in a quasi layer-by-layer mode and then changes to a rapid growth of several layers (3D growth) as the coverage increases due to kinetic processes. Because this roughening is accompanied by an increase of the step density, the ratio between F_{16}CuPc in \( l \)-configuration/s-configurations increases for larger thicknesses of the underlying pentacene film, as confirmed by the AFM and GIXD studies.

Deviations from this growth scenario are observed, when the F_{16}CuPc is deposited on ultra-thin pentacene films. Figure 5.8 shows topographic images of heterostructures consisting in a submonolayer coverage of F_{16}CuPc (7 Å) deposited onto pentacene films with nominal thicknesses of 7, 20 and 35 Å. The pentacene film in Figure 5.8a (7 Å) exhibits islands of the first layer, whereas the pentacene films in Figure 5.8b (20 Å) and 5.8c (35 Å) show terraces associated with up to the 4\(^{th}\) and 7\(^{th}\) layer, respectively.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure5.8.png}
\caption{Topographic AFM images of heterostructures formed by 7 Å F_{16}CuPc deposited onto (a) 7, (b) 20, and (c) 35 Å thick pentacene films. The smaller images at the right are the simultaneously recorded phase-shift signals. The numbers indicate the pentacene layer corresponding to each of the observed terraces, disregarding the F_{16}CuPc. The arrows A and B in image c show examples of the rounded islands or homogeneous layers of F_{16}CuPc in the s-configuration, respectively.}
\end{figure}
The number of the pentacene layer forming the observed terraces (disregarding the deposited \( \text{F}_{16}\text{CuPc} \)) is marked in the AFM figures. The submonolayer pentacene islands can be distinguished in Figure 5.8a by their rounded shapes. All deposited \( \text{F}_{16}\text{CuPc} \) has nucleated forming elongated islands in \( s \)-configuration on top of the pentacene islands as well as on the \( \text{SiO}_2 \). This anisotropic growth is characteristic of \( \text{F}_{16}\text{CuPc} \), as observed in the growth studies on \( \text{SiO}_2 \) (section 4). The length of the \( \text{F}_{16}\text{CuPc} \) islands is larger on top of the pentacene, indicating a higher surface diffusion of \( \text{F}_{16}\text{CuPc} \) on pentacene than on the \( \text{SiO}_2 \) surface. Notice that \( \text{F}_{16}\text{CuPc} \) molecules do not assemble in the \( l \)-configuration at the edges of the pentacene islands (i.e first layer of pentacene). Figure 5.8b reveals a similar growth of \( \text{F}_{16}\text{CuPc} \) on top of the first pentacene layer: no \( \text{F}_{16}\text{CuPc} \) \( l \)-structure forms at the edges of the second layer (only a very small fraction). The simultaneously recorded phase-shift images are shown at the right side to allow the distinction between the \( \text{F}_{16}\text{CuPc} \) \( s \)-structure (which appears darker) and uncovered pentacene (appears lighter). Like on \( \text{SiO}_2 \), \( \text{F}_{16}\text{CuPc} \) forms elongated islands in the \( s \)-configuration on top of the first and second pentacene layers. It is only on top of the third pentacene layer (at the edge of the fourth layer) where the growth of the \( \text{F}_{16}\text{CuPc} \) \( l \)-structure takes place (Figures 5.8b and 5.8c). In addition, we observe that the \( \text{F}_{16}\text{CuPc} \) islands in \( s \)-configuration show a rounded shape (e.g. highlighted with the arrow A in Fig. 5.8c) on top of \( n^{th} \) pentacene layers (\( n \geq 3 \)) and give rise, upon coalescence, to very smooth and homogeneous layers (e.g. highlighted with the arrow B in Fig. 5.8c), as opposed to the defect-rich layer arising from the coalescence of the elongated islands (section 4). The round morphology vs. elongated morphologies suggests a different in-plane packing. However, since GIXD has disclosed a structural evolution of the \( s \)-configuration similar to that observed on \( \text{SiO}_2 \), the understanding of this morphological difference remains a challenge.

This different growth of \( \text{F}_{16}\text{CuPc} \) on the first and second pentacene layers as compared to higher ones can be traced back to different intermolecular interactions. Given that pentacene has the same structure for the first and subsequent layers (up to tens of layers),\(^{21}\) there is no basis to assume a different \( \text{F}_{16}\text{CuPc} \) interaction with the first two pentacene layers. A further possibility is the influence of Van der Waals long range interactions with the substrate.\(^{32}\) Whereas this complies with the observation that the different \( \text{F}_{16}\text{CuPc} \) growth occurs within distances less than \( \sim 3 \) nm from
substrate (i.e. on top of the first two pentacene layers), it is not clear how the long-range interactions with the substrate alter the kinetic growth processes and hinder the nucleation of the \( l \)-configuration. To date, direct experimental manifestations of long-range interactions with the substrate in kinetic growth processes have not yet been reported.

b. Thermal stability.

The thermal stability of F\(_{16}\)CuPc/pentacene heterostructures has also been studied. Figure 5.9 shows, for the sample with 225 Å F\(_{16}\)CuPc on top of 130 Å pentacene, the evolution of the out-of-plane (Figures 5.9a and 5.9b), as well as the in-plane (Figure 5.9c) Bragg reflections upon increasing temperature. The temperature was increased stepwise from room temperature (RT) to 140 °C as marked in the figure and maintained at each value for about two hours. The integrated intensity of the Bragg peaks, which is a measure of the amount of ordered molecules contributing to the reflection, is plotted below versus temperature for some of the representative reflections of both F\(_{16}\)CuPc and pentacene. The intensities are normalized to their initial value at room temperature.

i. Pentacene:

Figure 5.9d shows the evolution of the integrated intensity of the pentacene in-plane Bragg reflection (130) (other in-plane peaks present a similar behavior). Notice that an increase of the intensity occurs for T between RT and 100 °C, disclosing an improvement of the crystallinity by a post-annealing treatment of the film. At 100 °C partial desorption takes place and at 140 °C the complete desorption of the pentacene film is obtained. Taking into account that at a substrate temperature of 85 °C no pentacene growth occurred due to molecular desorption, it is evident that the enhanced thermal stability is promoted by the capping effect of the F\(_{16}\)CuPc adlayer (which has a higher desorption temperature). Enhancement of the thermal stability by “capping layers” has already been demonstrated for other systems such as organic DIP films capped with Al\(_2\)O\(_3\).\(^{33,34}\)

ii. l-structure F\(_{16}\)CuPc:

As representative of the \( l \)-structure we have plotted its characteristic out-of-plane peak (Figure 5.9b) and the in-plane reflection with \( q_{ll}=2.44 \) Å\(^{-1}\) (Figure 5.9c).
Both follow, as expected, a similar evolution (Figure 5.9e). Already at T=80 °C the intensity slightly decreases, indicating partial desorption, but it is mainly above this temperature when a faster decrease of the intensity takes place. The low desorption temperature of this \(l\)-structure implies a low cohesion energy, which might in turn be related with the low cohesion observed when imaging this structure with the AFM in contact mode. The evolution of the in-plane and out-of-plane peak widths during desorption are different. While the width of the in-plane reflections remains virtually unchanged (implying a constant lateral domain size), the intensity decrease of the out-of-plane reflection is accompanied by a continuous increase in its width (implying a reduction in the crystallite heights). This implies a vertical desorption process, i.e. the molecules desorb from the upper part of the crystallites rather than from the sides.
iii. $s$-configuration $F_{16}CuPc$:

The two main reflections of the upright-standing phthalocyanines (the in-plane (010) $\beta_{bilayer}$ and the out-of-plane (001) reflections) are mixed with contributions from the pentacene, thus making it difficult to discriminate the behaviour of each structure. However, both reflections start to decrease in intensity for temperatures above 80 °C (Figure 5.9f), an indication of partial desorption or disordering of the upright-standing $F_{16}CuPc$, since the intensity reduction can not arise from pentacene desorption (which starts at higher $T$). This is especially surprising given the high thermal stability of the phthalocyanine films when deposited on SiO$_2$ (with a desorption temperature of 205 °C, see section 4).

c. Thermal expansion

The thermal expansion coefficients have been characterized for the different crystalline structures in the same sample previously studied. Figure 5.10 shows the relative change in the in-plane and out-of-plane lattice spacings observed for the pentacene as well as for the $F_{16}CuPc$ $l$-structure. Assuming a constant thermal expansion coefficient in the measured temperature range, i.e. approaching the evolution of the relative lattice changes vs. temperature (Figure 5.10) by linear functions, we obtain the thermal expansion coefficients.

The out-of-plane parameter of the $F_{16}CuPc$ $l$-structure (which points along the normal to the molecular plane) exhibits a thermal expansion coefficient of $1.78 \times 10^{-4}$ K$^{-1}$, while the in-plane reflections corresponding to lattice spacings of 2.58 and 2.46 Å (which are directed along the molecular plane) show a similar expansion coefficient of $6.6 \times 10^{-5}$ K$^{-1}$. We remind that the thermal expansion coefficients obtained for the $F_{16}CuPc$ $\beta$-structure on SiO$_2$ (see section 4.2.3) were $1.18 \times 10^{-4}$ K$^{-1}$ for the in-plane parameter “b” (directed to a large extent along the normal to the molecular plane) and $7.44 \times 10^{-5}$ K$^{-1}$ for the layer height (directed virtually along the molecular plane). Thus, the values corresponding to the thermal expansion along the normal to the molecular plane, or along directions within the molecular plane, are in the same order of magnitude for both $F_{16}CuPc$ structures. This evidences that the thermal expansion is determined to a large extent by the anisotropic structure, without appreciable influence of the substrate.
In the case of pentacene, the in-plane unit-cell parameters “a” and “b” present coefficients of $2.05 \times 10^{-4}$ and $1.19 \times 10^{-4}$ K$^{-1}$, respectively. The out-of-plane pentacene Bragg reflections are mixed with contributions from the F$_{16}$CuPc $s$-configuration and thus do not allow a conclusive characterization of the thermal expansion coefficient. Figure 5.10 shows the evolution of the obtained out-of-plane lattice spacing vs. temperature, in which an initial increase can be seen due to the thermal expansion, and a strong decrease for temperatures above 110 °C. This last regime is related to the partial desorption of the pentacene, by which the contribution of the F$_{16}$CuPc to the out-of-plane Bragg reflection becomes more important and consequently shifts the reflection towards higher q values (see also Figure 5.9a). From the linear part before desorption starts taking place, a thermal expansion coefficient of $1.25 \times 10^{-4}$ K$^{-1}$ is estimated.

In section 4.2.3, a model was presented explaining the anisotropic thermal expansion observed in most crystals or films of planar aromatic molecules, with larger expansion coefficients for the crystallographic directions along the molecular normal than for those along the molecular planes. Different models predict ratios of the coefficients of 3 : 1 and 2.1 : 1. For the $l$-structure, a ratio of 2.6 : 1 is obtained, thus within the range expected from the theoretical models.
5.2.2 Pentacene on F₁₆CuPc

In this section we study heterostructures grown in the inverse order, i.e. pentacene deposited onto F₁₆CuPc. The F₁₆CuPc films have been previously grown on SiO₂. In addition, we have just seen that an ordered phase of lying-down F₁₆CuPc molecules (l-configuration) can be obtained in coexistence with the upright-standing configuration (s-configuration) when depositing the F₁₆CuPc on pentacene. This provides us with a system where the impact of the F₁₆CuPc orientation on the pentacene growth can be tested. The study has thus been performed with two different types of heterostructures (Figure 5.11), i. e., pentacene grown on:

i. F₁₆CuPc deposited directly on SiO₂ (consequently in an s-configuration) (Figure 5.11a) and

ii. F₁₆CuPc deposited in turn on a previously grown pentacene film (therefore presenting coexistence of the F₁₆CuPc s- and l-configurations, in a ratio tunable by the pentacene substrate thickness) (Figure 5.11b).

Figure 5.11. Scheme of the different heterostructures grown with pentacene on top of F₁₆CuPc
a. Pentacene on s-configuration F\textsubscript{16}CuPc

We have started with the growth of pentacene on top of a 60 Å (~4 ML) thick F\textsubscript{16}CuPc film on SiO\textsubscript{2}. The pentacene has been deposited stepwise and measured by X-ray diffraction after each step. Figure 5.12 shows the out-of-plane and in-plane data as a function of the pentacene film thickness. Prior to the pentacene deposition, the first (001) and second (002) order Bragg reflections of the F\textsubscript{16}CuPc film can already be distinguished (Figure 5.12a).

![Figure 5.12. Evolution of the out-of-plane (a) and in-plane (b) X-ray diffraction data of a 60 Å thick F\textsubscript{16}CuPc film upon pentacene deposition.](image-url)
For increasing pentacene thickness, the F\textsubscript{16}CuPc reflections suffer a modulation, slowly giving rise to higher and sharper maxima corresponding to the pentacene Bragg reflections of the thin film phase (d=15.5 Å).\textsuperscript{a} The mosaicity of the pentacene film is as small as 0.015°. The appearance of Laue oscillations around the pentacene Bragg reflections evidences a laterally homogeneous coherent film thickness. However, the film thickness estimated from the width of the pentacene reflections is larger than the nominal thickness of deposited material, which is an indication of island growth. The area covered by the islands (in % of the total surface), estimated as the ratio between the nominal thickness and the estimated film thickness, increases upon pentacene deposition, passing from 30 % for 29 Å pentacene (~2 monolayers) to 90 % for 260 Å pentacene (~17 monolayers). Thus, despite an initial island growth, the islands finally cover virtually the whole surface with a laterally homogeneous coherently ordered film thickness. This is in clear contrast with pentacene growth on SiO\textsubscript{2}, where the surface roughens as result of 3D growth, therewith canceling the formation of Laue or Kiessig oscillations (see Figure 5.2 and references 21,23, and 24).

From the GIXD data probing the in-plane structure (Figure 5.12b) it can be seen that the F\textsubscript{16}CuPc film structure remains unchanged upon pentacene deposition. In addition, the development of the pentacene in-plane Bragg reflections can be observed. The reflections are labeled according to the pentacene thin film structure. The width of the peaks, related to the mean lateral domain size, indicate that the pentacene domain sizes for the films on top of the phthalocyanines are 30% smaller than those grown directly on SiO\textsubscript{2} under similar conditions.

This is further supported by the inspection of the morphology of the films by AFM. Figure 5.13a corresponds to a F\textsubscript{16}CuPc film grown at RT with a nominal thickness of 50 Å. On top of this same sample, 40 Å pentacene have been deposited, leading to the film morphology shown in Figure 5.13c, which consists in layered islands of rather homogeneous height and a correlation length of ~270 nm (Figure 5.13b).

\textsuperscript{a} Similarly as in the previous section, the comparable layer heights of pentacene and \textit{s}-configuration F\textsubscript{16}CuPc, together with the reflection broadening in \textit{q}_z direction by the thin film geometry, leads to an overlap of the corresponding Bragg peaks.
The islands cover ~80% of the phthalocyanine surface. For comparison, Figure 5.13d shows a topographic image of a pentacene film with the same nominal thickness, grown on SiO$_2$ under similar conditions. The decreased domain sizes and improved uniformity in the island heights for pentacene films on F$_{16}$CuPc, as deduced
from the X-ray data, are corroborated. The self-correlation functions (Figure 5.13b) evidence a much larger correlation length for pentacene grown of SiO$_2$.

**b. Pentacene on \( l \)-structure F$_{16}$CuPc**

In this case, we have deposited 75 Å of F$_{16}$CuPc on top of 127 Å of pentacene. On top of this bilayer, which is expected to expose a large amount of F$_{16}$CuPc \( l \)-structure (lying-down), further pentacene has been deposited in two steps (85 and 212 Å pentacene). Figure 5.14 shows the first and second order Bragg reflections of the out-of-plane X-ray data measured on this sample after each of its different growth steps. The lower graph corresponds to the bilayer used as substrate for further pentacene deposition. Upon pentacene deposition, we observe the growth of an additional, sharper contribution superimposed on the previous Bragg reflections. This evidences that the pentacene deposited on top forms high islands, ordered in the thin film structure. For 212 Å pentacene the island height estimated from the peak width is 450 Å, implying a surface coverage of the islands of less than 50%.

![Figure 5.14](image.png)

*Figure 5.14.* Evolution of the specular X-ray data of the first and second order reflections during the growth of pentacene on top of a F$_{16}$CuPc-pentacene bilayer exposing mainly lying down F$_{16}$CuPc molecules.
Interestingly, as opposed to the templating behavior observed on other organic heterostructures, in which a lying-down configuration of the underlying molecular film induces the growth of the subsequently deposited film with a lying-down configuration, no templating effect takes place here: The deposited pentacene arranges in an upright-standing configuration in spite of the lying-down configuration of the underlying F_{16}CuPc.

We recall that pentacene films have been shown to present polymorphism, with the formation of the “bulk” phase for film thicknesses above a critical value (~30 ML at RT). In spite of the large island height obtained in this case, no bulk phase formation is observed. Furthermore, these pentacene islands show an excellent alignment along the surface normal, disclosing a mosaicity of only 0.015±0.001°, similar to the mosaicities observed for the pentacene and l-structure F_{16}CuPc of the underlying bilayer (0.015±0.001° and 0.013±0.001° respectively).

The pentacene island growth has also been observed by AFM. The left part of Figure 5.15 is a topography image of the organic bilayer used as substrate, consisting in 60 Å F_{16}CuPc deposited on a 280 Å thick pentacene film. The observed morphology corresponds to the 3D pentacene islands, exposing concentric monolayer steps which are decorated by the F_{16}CuPc l-structure crystallites with lateral sizes of 50-100 nm (see previous section 5.2.1). The right part of the figure shows the resulting morphology after deposition of 80 Å pentacene on top of the bilayer. The pentacene molecules show a pronounced island growth with heights from 60 to 100 nm (see profile below), and cover only 20% of the total surface. The majority of the pentacene islands show an elongated shape which resembles the rows of F_{16}CuPc l-structure crystallites and whose short axis is in the range of 80-100 nm. In addition, few areas appear covered by laterally more extended (up to 300nm), and lower pentacene islands, as can be seen in the upper or left parts of the image. However, the general scenario of pentacene forming high islands is in perfect accordance with the findings of the previous X-ray study.

In summary, the pentacene film morphology presents a strong dependence with the molecular orientation of the underlying F_{16}CuPc (but preserves the same pentacene thin film structure with its upright-standing molecular orientation). If the deposition takes place on top of upright-standing F_{16}CuPc, the pentacene forms excellently ordered films with a laterally homogeneous coherently ordered film
thickness. In contrast, when deposited on lying-down phthalocyanines (l-structure), the pentacene presents pronounced island growth.

Figure 5.15. Topographic AFM images of a sample consisting in 60 Å F16CuPc on a 280 Å thick pentacene film (left). The right image corresponds to the same sample after deposition of 80 Å pentacene on top. Below, two profiles (marked on the images) show the different length-scales of the F16CuPc l-structure and pentacene islands.

5.2.3 Conclusions

We have shown the different growth behaviours of pentacene and F16CuPc when deposited on top of each other. The results evidence a highly anisotropic F16CuPc-pentacene interaction, since the growth presents a strong dependence with the relative orientation between both types of molecules. When depositing F16CuPc on top of a pentacene film, the molecules arrange into different configurations. On the pentacene terraces exposing the low energy (001) planes, the F16CuPc molecules organize in their preferred upright-standing configurations, similarly as on SiO2 (see section 4.2). However, at the step edges, where the pentacene molecules expose the molecular planes, the F16CuPc molecules arrange with their molecular planes parallel to the
substrate surface, and consequently perpendicular to the molecular planes of the pentacene molecules at the steps. This configuration of lying-down phthalocyanines (l-structure) gives rise to high and narrow islands. This general growth scenario of F_{16}CuPc on pentacene shows additionally a dependence on the pentacene layer on top of which it grows. The phthalocyanines do not arrange into the l-configuration neither at the step edges of the first nor of the second layer (i.e. on top of the SiO₂ or the first pentacene layer, respectively). This is accompanied by an alteration of the s-structure crystallite morphology from elongated to an isotropic shape. We have suggested that the long-range interactions with the substrate are responsible for the distinct F_{16}CuPc growth on the two first pentacene layers.

When deposited in reversed order, i.e. pentacene on F_{16}CuPc, the pentacene growth differs noticeably depending on the molecular orientation of the underlying phthalocyanines. This affects the film morphology, but the pentacene film structure is the same and, interestingly, is not subject to any templating effect when grown on lying-down F_{16}CuPc.

### 5.3 F_{16}CuPc and DIP

In order to elucidate the specificity of the intermolecular interactions and to obtain a general picture of the growth of organic heterostructures, it is mandatory to further investigate these issues with other molecules.

We have performed a similar study, combining now F_{16}CuPc with DIP (see section 2.1.2), another organic aromatic molecule. The DIP molecule, as well as the DIP films deposited on SiO₂, present some similarities with the pentacene molecule or films, as is the chemical composition (C_{32}H_{16} vs. C_{22}H_{14}, respectively), the film morphology, the step height between subsequent layers (16.6 vs. 15.5 Å, respectively), the water contact angle of the films (87.5±3.6° vs. 83.5±2.5°, respectively), or the preferential p-type semiconducting behavior in combination with Au contacts. However, different and new processes are observed in the growth of these heterostructures, as we present below for both deposition sequences.
Beyond its interest from the fundamental point of view, the absorption spectra of F_{16}CuPc (n-type material) and DIP (p-type material) cover the whole visible light range, thus making heterostructures formed by these two materials highly interesting as potential building blocks of organic solar cells.\textsuperscript{35}

### 5.3.1 DIP on F_{16}CuPc

The deposition of DIP onto F_{16}CuPc results in a strongly temperature dependent behavior. Figure 5.16, shows topographic AFM images of heterostructures consisting in 120 Å DIP (7.2 ML), deposited at a growth rate of ~3 Å/min, on top of 30 Å F_{16}CuPc (2 ML) at different substrate temperatures.\textsuperscript{a}

![Figure 5.16. Bilayer samples consisting in 120 Å DIP deposited on 30 Å F_{16}CuPc at substrate temperatures of RT, 90, 100, 120 and 150 °C respectively (the DIP coverage is 166 Å for the sample grown at RT). At the lower right side the self-correlation function is displayed for the different samples (shifted for clarity), evidencing the increase in the correlation length for increasing temperature.]

\textsuperscript{a} The DIP thickness of the sample grown at RT is slightly higher: 166 Å
At low temperatures, DIP forms a rather homogeneous closed film, while for increasing temperature the resulting surface morphology gets rougher, until a clear island growth is evident for temperatures above 90 °C. In addition, the self-correlation functions of the resulting surfaces, which show for all samples a damped oscillatory behavior as displayed in Figure 5.16, evidence a strong increase in the correlation length with higher temperatures. This can in turn be traced back to the higher surface mobility of the molecules at higher temperatures, and offers the possibility to tailor the mean lateral distance between the DIP islands.

In the following, we study in more detail the growth under high (120 to 150 °C) and low (RT down to -10 °C) substrate temperatures.

**a. High temperature (120 to 150 °C)**

The spontaneous emergence of well-defined DIP dots during DIP deposition on F_{16}CuPc at high temperature can directly be observed by AFM measurements. Figure 5.17 shows the evolution of the topography of a 2.2 ML thick F_{16}CuPc film upon subsequent deposition of 0.35, 0.8 and 2.4 ML DIP on top at 120 °C. The measurements have been performed in contact mode under UHV conditions, without breaking the vacuum upon transfer to and from the growth chamber. The F_{16}CuPc sample prior to the DIP deposition shows a virtually closed second layer and some third layer islands with their typical elongated shape. Upon deposition of 0.35 ML DIP, the DIP starts completing the third layer, showing a preferred nucleation along the edges of the F_{16}CuPc islands. Further DIP deposition (0.8 ML) leads to an almost complete third layer. Upon completion of this third layer, most of the DIP arranges into a rather well ordered nanostructure composed out of DIP nanodots (2.4 ML image). They exhibit very flat and smooth surfaces and quite homogeneous sizes with narrow dispersion, being the average size of 100 nm (lateral) x 7 nm (vertical). The dot-dot auto-correlation function discloses a decaying oscillatory behaviour with a mean distance of 270 nm between the organic dots.
Figure 5.17. Topographic AFM images of a 2.2 ML thick F_{16}CuPc film upon deposition of 0.35, 0.8 and 2.4 ML DIP on top. The lowest image shows a 3D picture of the sample in its final state.

Larger and higher DIP dots are found for higher coverage, thereby maintaining their narrow size distribution (Figure 5.16 and 5.18). A high degree of crystallinity can already be expected from the AFM images in Figure 5.18a, revealing the presence
of well defined crystalline facets and regular shapes of the organic dots. Among the most frequent shapes we find hexagonal and rectangular dots. However, a closer look at the rectangular crystallites reveals in most of the cases the formation of additional small facets avoiding the presence of subsequent facets perpendicular to each other. This is especially surprising given the rectangular unit cell of the DIP and the fact that the low energy and thus the preferred facets in crystals are in general low index planes. A statistical analysis of the observed angles between the facets is shown in Figure 5.18b. It can be clearly seen that there are favored angles, related to the presence of preferred facets to minimize the crystal surface energy. Nevertheless, the low accuracy and high dispersion of the angles as measured by AFM does not allow the correlation to specific crystallographic planes of the organic dots.

**Figure 5.18.** (a) Topography images of self-assembled DIP nanodots on F_{16}CuPc. (b) Statistical analysis of the angles observed between facets of the nanodots. (c) Molecular resolution obtained on the dots by lateral force imaging, evidencing the crystalline structure marked with the basis vectors \( a=8.12\pm0.9 \text{ Å}, \ b=7.31\pm0.8 \text{ Å}, \ \gamma=91\pm3 \text{ degrees}. \)
A further indication of the high crystallinity of the DIP nanodots is the molecular resolution obtained by AFM lateral force imaging on top of the crystallites. This is shown in Figure 5.18c, together with the basis vectors concluded from the images. The obtained values for the in-plane unit cell parameters are $a=8.12\pm0.9$ Å, $b=7.31\pm0.8$ Å and $\gamma=91\pm3^\circ$, thus in very good agreement with the values concluded from previous X-ray diffraction studies (see Table 2.2).

In order to shed light onto the growth processes, which finally lead to such self-organized organic structures, we have carried out an in-situ X-ray study of the microscopic structure which evolves at the DIP-F$_{16}$CuPc interface during DIP deposition. The experimental findings from an extended X-ray reflectivity study during the initial deposition of DIP (1 to 8 MLs) onto F$_{16}$CuPc are summarized in Figures 5.19a and 5.19b. By using the Parratt fitting algorithm (see section 3.2.2) the X-ray reflectivity intensity profile can be converted into an absolute electron density profile $\rho(z)$ along the surface normal (right part of Figure 5.19a). After deposition of 1 ML F$_{16}$CuPc (14 Å), an almost complete F$_{16}$CuPc monolayer of standing molecules forms with a partial nucleation of the second layer. This can directly be deduced from the in-situ X-ray reflectivity and the fitted electron density profile (Figure 5.19a, top-right). The subsequent evaporation of 1 ML of DIP (17 Å) leads to the formation of a DIP wetting layer with a very well defined organic-organic interface (Figure 5.19a, bottom-right). We find that the DIP molecules complete the second layer and start the growth of the third layer. The electronic density of the underlying F$_{16}$CuPc remains unchanged upon DIP deposition, implying that molecular interdiffusion does not occur. X-ray signals from the internal crystal structure of the DIP nanodots emerge, as soon as the nominal DIP coverage exceeds 3 MLs: The two Bragg reflections in Figure 5.19b are identified as the DIP(001) and DIP(002) reflections associated with a spacing of $d=16.6$ Å between adjacent molecular layers. This coincides with the ordered structure of upright standing molecules observed on SiO$_2$.\textsuperscript{36} From the narrow width of the (001) rocking curves of only 0.0076º, we deduce an excellent microscopic alignment of the DIP dots with respect to the surface normal. In addition, the DIP growth behavior was followed in real time by monitoring the intensity at the 3/2 (001) Bragg point (Figure 5.19c) while depositing it onto 5.5 ML F$_{16}$CuPc (80 Å) at 120 ºC.
Figure 5.19. (a) On the left: measured and fitted X-ray reflectivity data for 1 ML (14 Å) of F<sub>16</sub>CuPc on SiO<sub>2</sub> (top) and after deposition of 1 ML of DIP (17 Å) onto the F<sub>16</sub>CuPc (bottom). On the right: deduced electron density profiles. As a guide for the eyes, boxes in different colour mark the layers of different materials. (b) X-ray reflectivity for further DIP coverage. The inset depicts the deposition situation. (c) Real time monitoring of the DIP growth onto 5.5 ML at the 3/2 (001) Bragg point, with a substrate temperature of 120 °C and a growth rate of 9 Å/min. The final nominal DIP film thickness was 6 ML.
The scattered intensity depends on the evolution of the layer occupancy, leading to nice oscillations upon layer-by-layer growth or to a constant intensity upon island growth, thus giving an insight into the growth process (see section 3.2.5). The obtained intensity evolution reveals the initial formation of a DIP layer followed by island growth, thus confirming the observed growth behavior observed by AFM.

The results obtained by complementary measurements thus present a fully unanimous scenario, revealing the formation of a wetting layer of 1 ML of DIP, followed by the formation of crystalline 3D islands upon further DIP coverage. This growth scenario, referred to as Stranski-Krastanov (SK) growth, is well known in inorganic semiconductor heteroepitaxy and is held responsible for the self-organization of quantum dots.37

The remarkable observation in our case is that the SK growth of DIP on F16CuPc involves a reconstruction of the underlying F16CuPc film adjacent to the organic p-n interface. This phenomenon has been disclosed by grazing incidence X-ray diffraction (GIXD), which allows us to access the in-plane crystal structure of F16CuPc and DIP during the growth (Figure 5.20a). As illustrated schematically in Figure 5.21, F16CuPc stands upright arranged in the $\beta$-bilayer-structure, adopting a columnar stacking of cofacially oriented molecules with a distance between molecular columns of \( d(100)=14.59 \, \text{Å} \) and an intermolecular distance of \( d(010)=3.20 \, \text{Å} \) (lower curve in Figure 5.20a). Most interestingly, we observe a clear shift of the F16CuPc in-plane reflections upon the evaporation of 1 ML of DIP, which is highlighted by the arrows in Figure 5.20a. This shift reveals the reconstruction of the underlying F16CuPc film, which adopts new lateral lattice spacings, being \( d(100)=11.83 \, \text{Å} \) and \( d(010)=3.32 \, \text{Å} \). This change in \( d(100) \) (by 14%) points to the formation of a columnar stacking with an average tilt of the F16CuPc molecular plane relative to the [100] direction of about 35° (see Figure 5.21). Such a F16CuPc structure has never been observed before and is, according to our experimental observations, induced by the deposition of a DIP monolayer which assumes its characteristic herringbone structure with two molecules per unit cell (the lattice parameters are \( a=8.55 \, \text{Å} \), \( b=7.09 \, \text{Å} \), \( \gamma=90^\circ \)).38a

---

37 The emergence of two additional DIP reflections close to the (110) and (210) reflections have been tentatively related to the formation of another DIP structure in a previous work,38 but this structure is not yet sufficiently known.
Figure 5.20. (a) GIXD data for DIP (from 1 ML to 8.2 ML) grown on top of 1 ML of F16CuPc obtained for the same sample as in Figure 5.19 (substrate temperature= 120 °C). The deposition of 1 ML of DIP onto the F16CuPc film results in a shift of the F16CuPc in-plane reflections (dashed bars) evidencing a reconstruction of the F16CuPc film. (b) GIXD data for the deposition of ~5 ML DIP onto a 3.2 ML F16CuPc film and onto a 5.4 F16CuPc films (substrate temperature =120 °C). The thin F16CuPc film undergoes a total reconstruction. In the thicker F16CuPc film, we estimate from the integrated intensities that 3 ML of F16CuPc close to the organic-organic interface reconstruct.

Figure 5.21. Schematic summary of the growth behavior observed upon deposition of DIP onto F16CuPc at high temperature.
In contrast to the rather large reconstruction of the underlying F_{16}CuPc, the DIP wetting layer shows no apparent structural changes i.e. same structure as that exhibited on SiO_{2}.\(^a\) This reconstruction of the underlying F_{16}CuPc film and the subsequent formation of DIP nanodots on top of the DIP wetting layer also occur for thicker F_{16}CuPc films, as confirmed experimentally up to a F_{16}CuPc film thickness of 17 ML. We find from a detailed analysis of the diffraction data (summarized in Figure 6.18b) that the reconstruction of F_{16}CuPc is limited to three layers adjacent to the organic-organic interface. The general growth scenario of DIP deposited on F_{16}CuPc at high temperature is summarized in Figure 5.21.

b. Low temperature (RT down to -10 °C)

A key question now is whether or not the observed DIP-induced interface reconstruction of the underlying F_{16}CuPc film is prerequisite for the formation of the DIP nanodot array. The clue to answer this question is found in growth experiments performed for substrate temperatures of -10 °C and 35 °C.

Figure 5.22a shows the reflectivity data of a 5.1 ML thick F_{16}CuPc film before and after deposition of 7 ML DIP on top at RT. Upon DIP deposition, the emergence of the DIP (001) and (002) Bragg reflections evidences the standing-upright arrangement of the DIP in its thin film phase. The development of well defined Kiessig fringes at low q_{z} values and Laue fringes around the DIP Bragg reflections (Figure 5.22a), are related to the formation of laterally homogeneous and smooth DIP films on the F_{16}CuPc. The real time monitoring of the scattered intensity at the 1/2 (001) Bragg reflection during DIP deposition at room temperature (Figure 5.22b) displays clear oscillations indicative of a nearly layer by layer DIP growth within the studied coverage range (up to a nominal thickness of 7 ML).

Most interestingly, the GIXD data of the F_{16}CuPc film before and after DIP deposition (Figure 5.22c) reveal that, at these (low) temperatures, the DIP growth does not lead to the rearrangement of the underlying F_{16}CuPc film (most likely because of kinetic barriers).

\(^a\) Taking into account that both on SiO_{2} and F_{16}CuPc the DIP is affected by similar structural changes which take place within the first layers.
Figure 5.22. (a) Reflectivity data before and after DIP deposition on a 5.1 ML thick F_{16}CuPc film at RT. (b) Real time monitoring of the scattered intensity at the ½ (001) DIP Bragg reflection during the DIP deposition (with a growth rate of ~4 Å/min). (c) GIXD data before and after DIP deposition on a 5.1 ML thick F_{16}CuPc film at RT.
This clearly shows that it is the interface reconstruction of the F16CuPc film which apparently modifies the energy landscape of the organic heterojunction such that SK growth of the DIP sets in, and that other factors which could be associated with the SK growth, such as intermixing or strain in the DIP wetting layer (in the form of in-plane lattice distortion) play no role.

The microscopic aspects of the growth of DIP on F16CuPc at RT has been further probed by AFM as shown in Figure 5.23, which displays topographic non-contact AFM images of a 2.5 ML thick F16CuPc film before and after subsequent DIP deposition of 0.3, 1, 1.9, 3.4 and 8.5 ML. The experiment has been performed under UHV without breaking the vacuum upon transfer to and from the growth chamber in each of the deposition steps. The bare F16CuPc shows a virtually closed second molecular layer and the partial coverage of the third layer formed by the typical elongated crystallites. Upon DIP deposition (0.3 ML), the DIP nucleates at the step edges of the F16CuPc crystallites and grows completing the third layer.

Figure 5.23. Non-contact AFM topographic images of a 2.5 ML thick F16CuPc film before and after deposition of 0.3, 1, 1.9, 3.4, and 8.5 ML DIP at RT.
Interestingly, upon completion of the third (mixed layer), the elongated F\textsubscript{16}CuPc crystallites can be distinguished from the surrounding DIP by their lower height (darker, elongated regions in the image with 1 ML DIP) as compared to the DIP layer. A close to layer-by-layer growth is observed for the first DIP layers, though a deviation from the layer-by-layer growth sets in for higher thicknesses, as can be seen in the image corresponding to the deposition of 8.5 ML DIP.

The question on the stability of this smooth layered heterostructures grown at low temperature has been addressed by a post-annealing treatment experiment, in which a heterostructure consisting in 6.3 ML DIP deposited onto 3.9 ML F\textsubscript{16}CuPc at RT was annealed to 120 °C. The sample was checked by X-ray diffraction before and after the treatment, by which, as sown in Figure 5.24, no evidence was found neither for the formation of DIP islands nor for the associated F\textsubscript{16}CuPc reconstruction.\textsuperscript{a}

![Figure 5.24](image.png)

**Figure 5.24.** Out of plane (left) and in-plane (right) XRD data of a sample consisting in 6.3 ML DIP deposited on 3.9 ML F\textsubscript{16}CuPc at RT and subsequently annealed at 120 °C.

### 5.3.2 F\textsubscript{16}CuPc on DIP

The opposite deposition sequence (F\textsubscript{16}CuPc onto DIP) also shows a strongly temperature dependent growth behavior. Two sets of experiments have been performed at high (120 °C to 150 °C) and low (RT) temperatures, and are sequentially presented below.

\textsuperscript{a} A slight shift of the F\textsubscript{16}CuPc (010) reflection is visible from q=1.969 Å\textsuperscript{-1} (d=3.19 Å) to q=1.950 Å\textsuperscript{-1} (d=3.22 Å) related to the thermal expansion rather than to the reconstruction.
a. High temperature (120 °C, 150 °C)

The out-of-plane structure has been determined in-situ by X-ray reflectivity measurements during deposition of F16CuPc on 1.8 ML DIP at 120 °C. The emergent (001) reflection (up to the third order) corresponds to a layer spacing of 14.9 Å, thus slightly (though clearly beyond the error margin) larger than the spacing of the β- or βbilayer-structures observed on SiO2. In addition, the growth of F16CuPc on top of a 4.2 ML thick DIP film at 150 °C has been monitored in real time at the 1/2 (001) Bragg position (Figure 5.25b). Clear oscillations are observed, indicative of a close to layer-by-layer growth, at least during the deposition of the first 10 layers, after which the oscillations are almost completely damped due to film roughening (3D growth).

The in-plane structure has also been measured by in-situ GIXD after subsequent deposition of F16CuPc onto a 2 ML thick DIP film at 120 °C (Figure 5.25c). First of all, note that no changes occur in the underlying DIP film structure. Interestingly, the development of peaks at q values of 0.5312 and 1.9062 Å⁻¹ (corresponding to 11.83 and 3.3 Å, respectively) evidence the formation of the same F16CuPc “reconstructed” structure observed when DIP is deposited on F16CuPc at high temperature. While this “reconstructed” structure is associated with the formation of the DIP nanodots on the F16CuPc, in this case, with F16CuPc on top of DIP, a rather smooth, layered heterostructure is formed. As opposed to the growth of DIP on F16CuPc, which leads to the reconstruction of the three upper F16CuPc layers in proximity to the DIP, in this case (F16CuPc on DIP) all the deposited F16CuPc organizes into the “reconstructed” structure. Notice that three new reflections emerge, corresponding to lattice spacings of 6.05, 7.01 and 14.14 Å. The first may correspond to the second order reflection of the reconstructed structure (now visible due to the larger amount of scattering molecules). The last two may correspond to the second and first order reflections of an in-plane structure similar to the βbilayer structure which develops with increasing film thickness. However, further work, out of the scope of this thesis, is necessary to confirm the proposed scenario.
Figure 5.25. (a) Reflectivity data of 1.8 ML DIP before and after deposition of 2.2 and 10.6 ML \( F_{16}\text{CuPc} \) at 120 °C. (b) Real time monitoring of the intensity at the 1/2 (001) Bragg position during deposition of 13.3 ML \( F_{16}\text{CuPc} \) on 4.2 ML DIP at 150 °C and with a growth rate of 3.5 Å/min. (c) GIXD data of 2 ML DIP before and after deposition of 0.8, 2.4, 4 and 6.4 ML \( F_{16}\text{CuPc} \) at 120 °C.
Figure 5.26a shows a topographic contact-mode AFM image of the sample consisting in 13.3 ML F\textsubscript{16}CuPc deposited onto 4.2 ML DIP at 150 °C. The resulting morphology displays rather isotropic islands with heights around 20 nm (see the topographic profile in Figure 5.26b), covered by a network of elongated structures with heights around 3 to 8 nm. These elongated structures form preferentially along the step edges on top of the isotropic islands, but also along other arbitrary directions. By analogy of the resulting morphologies to previously observed morphologies formed by F\textsubscript{16}CuPc and DIP, we correlate the isotropic islands to DIP and the network of elongated structures to F\textsubscript{16}CuPc. However, it has been shown that DIP grown at high temperature forms rather flat and smooth films.\textsuperscript{39,39,40,41} Consequently we must conclude that a dewetting process of the underlying DIP takes place upon the F\textsubscript{16}CuPc deposition at high temperature, leading to the spontaneous formation of islands. This is a surprising behavior, which is furthermore not reflected in the reflectivity data in Figure 5.25a. This discrepancy can be due to the difference in the growth temperature, being 150 °C for the sample measured by AFM showing the islands and 120 °C for the sample measured by reflectivity. Because 150 °C is very close to the DIP desorption temperature,\textsuperscript{33,34} this morphology could be the result of a complex interplay between desorption and readsorption phenomena related to the impinging of hot F\textsubscript{16}CuPc molecules on the DIP. In order to either obtain conclusive evidence or discard the dewetting of the underlying DIP film, further measurements are mandatory.

\textbf{Figure 5.26.} (a) AFM topographic image of a heterostructure consisting in 190 Å F\textsubscript{16}CuPc deposited on 70 Å DIP at 150 °C and with a growth rate of 3.5 Å/min. (b) Topographic profile taken as shown in image (a). (c) AFM topographic image of a 85 Å thick DIP film grown at 120 °C with a growth rate of 3 Å/min.
b. Low temperature (RT)

The X-ray reflectivity data for the stepwise deposition of F_{16}CuPc on 3 ML DIP are shown in Figure 5.27a. For high F_{16}CuPc coverages, the (001) and (002) Bragg reflections corresponding to a layer height of 14.36 Å emerge, in accordance with the formation of the β-structure. In addition, the continuous decrease in the width of the Kiessig fringes with F_{16}CuPc coverage indicates its smooth growth on top of the DIP film.

Figure 5.27. Reflectivity (a) and GIXD (b) measurements of a 51 Å thick DIP film before and after deposition of 21, 63 and 189 Å F_{16}CuPc on top at room temperature. The emerging F_{16}CuPc reflections are indexed according to the β_{bilayer} (labeled accordingly) and β-structure (indexed but unlabeled).
The GIXD data corresponding to the same sample are shown in Figure 5.27b. Here, we can confirm the initial arrangement of the $\text{F}_{16}\text{CuPc}$ into the $\beta_{\text{bilayer}}$-structure, followed by the appearance of the $\beta$-structure at higher thicknesses as already observed on $\text{SiO}_2$ and pentacene. Thus, the reconstructed structure formed by the $\text{F}_{16}\text{CuPc}$ on DIP at high temperature is not observed at RT.

### 5.3.3 Conclusions

In conclusion, we demonstrate the self-organization of well-ordered DIP nanodots with high crystallinity by Stranski-Krastanov growth in organic heterostructures consisting in DIP deposited onto $\text{F}_{16}\text{CuPc}$ at high temperatures. We provide strong evidence that their growth is intimately related to a novel type of interface reconstruction of the underlying $\text{F}_{16}\text{CuPc}$ film which affects three monolayers adjacent to the organic-organic interface (with changes in the lateral lattice parameter by 14%). In contrast, the DIP wetting layer shows no apparent structural changes.

When the DIP deposition is performed at low substrate temperature, the phthalocyanine reconstruction does not take place and a smooth layered heterostructure is formed instead (Figure 5.28). The opposite deposition sequence ($\text{F}_{16}\text{CuPc}$ onto DIP) evidences similarities in the sense that the $\text{F}_{16}\text{CuPc}$ grows with the same “reconstructed” structure as when deposited at high temperature, while at low temperature the $\beta_{\text{bilayer}}$- and $\beta$-structures form, as on $\text{SiO}_2$. The deposition at low as well as at high temperature leads to smooth layered heterostructures. These results evidence that the organization of the $\text{F}_{16}\text{CuPc}$ molecules into the “reconstructed” structure, either above or below the DIP, requires the overcoming of an energetic barrier. This is achieved by performing the heterostructure growth at high temperature (~120 °C). However, post-deposition annealing treatments do not lead to the reconstruction of $\text{F}_{16}\text{CuPc}$. In this case the energetic barrier is higher because it involves the collective rearrangement of the whole molecular film.

The formation of the “reconstructed” $\text{F}_{16}\text{CuPc}$ structure suggests a rather strong intermolecular interaction between DIP and $\text{F}_{16}\text{CuPc}$ at the organic interface.
Figure 5.28. Schematic summary of the growth behavior observed in F_{16}CuPc–DIP heterostructures grown in both deposition sequences.

Notice that the growth scenario differs from the growth modes in inorganic heteroepitaxy: Here, the deposition of the overlayer with a “reconstructed” structure (F_{16}CuPc on DIP) does not lead to the Stranski-Krastanov growth of islands. Even more surprising, the growth of an apparently relaxed wetting layer (DIP on F_{16}CuPc) induces the reconstruction of the underlying film, followed by the growth of islands. These differences show that concepts like strain or epitaxy, as defined for the inorganic materials, play a completely different (and still largely unknown) role in the growth of organic materials.

Furthermore, the different growth scenarios observed for heterostructures consisting in F_{16}CuPc combined either with DIP or pentacene, evidence the specificity
of the intermolecular interactions and involved processes, and thus the difficulties in the task of establishing a paradigm for the growth of organic heterostructures, which could allow at some point their tailored and controlled growth.
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6 Self-assembly of mixed two-dimensional supramolecular structures

The striking behavior observed for the F_{16}CuPc/DIP heterostructures grown at high temperature point to strong intermolecular interactions between these two molecules. Their study in a combined system of reduced dimensionality is expected to facilitate the understanding of the nature of the interactions. Therefore, their growth has been studied by STM in a two dimensional system varying the relative molecular ratios. The substrate chosen for this study has been a single crystalline metal surface. Cu(111) is suitable for this aim, and it is additionally interesting, because Cu is among the most widely used metals in the contacts of electronic devices. Therefore, it represents the third kind of interfaces present in organic devices, the organic-metal (contact) interface.

Furthermore, the desired break-through in the miniaturization processes of the microelectronics industry, envisioned as a revolution of the nanotechnology, requires the development of new “bottom-up” approaches based on self-assembly of hierarchical structures. Organic molecules are amongst the most promising materials as building blocks for new functional nanomaterials. Self-assembly of multiple kinds of nanostructures has been shown, ranging from clusters, to molecular chains, highly ordered layers or two dimensional networks. However, a thorough control over the self-assembly of supramolecular structures is still missing, thus motivating further studies on self-assembling systems.

6.1 Experimental details

All STM measurements have been performed in constant current mode with a commercial JEOL system (described in the experimental section). The samples have been grown at room temperature with a very low molecular flux (growth rate of ~0.1 ML/min.). The resulting structures are thus expected to be in thermodynamic equilibrium rather than being kinetically induced metastable structures. For the
samples with mixed molecular species, the growth was performed alternating the substrate exposure to the DIP and F\textsubscript{16}CuPc molecular beams, adjusting the exposure time according to the desired molecular ratio. Typical periods varied between 10 and 30 seconds.

The Cu substrate was cleaned as reported in section 3.3.4. Cu presents a face centered cubic (fcc) crystal structure. Consequently, the (111) facet, which corresponds to the lowest energy plane, shows a hexagonal symmetry. This is displayed in Figure 6.1. The nearest-neighbor directions (called in the following NN) correspond to the [-110] and related crystallographic directions, while the next-nearest-neighbor directions (called in the following NNN) correspond to the [-1-12] and related directions. Cu has a lattice parameter of 361.49 pm, which implies a NN distance of 2.5561 Å. This is much smaller than the molecular dimensions of DIP or F\textsubscript{16}CuPc. Thus, the substrate potential, as “felt” by the molecules, is sort of a laterally averaged potential over the molecular size.

![Figure 6.1. Schematic picture of the atom arrangement in the (111) plane.](image)

**6.2 Deposition of pure DIP**

As expected, DIP molecules adsorb lying down on the Cu(111) surface and appear with an ellipsoid shape. The nucleation begins at the Cu step edges. The formation of stable DIP clusters start on the terraces only when the step edges are completely covered. This pinning effect of the steps is common and has been previously reported for other organic systems.\(^{17,18,19,20,21}\) No single molecules are observed apart from steps or defects, implying a high molecular surface mobility on the terraces at RT.
Figure 6.2. STM images corresponding to DIP coverages of about (a) 0.05 ML (0.244 nA, 0.448 V), and (b) 0.95 ML (0.225 nA, 0.339 V) and (c) 0.95 ML (0.254 nA, 0.326 V). The lower images correspond to zooms (marked areas), representing the short-range (b) and long-range (a and c) ordered structures.

Figure 6.2a shows an STM image of a sample in the first growth stages, displaying the described scenario. In addition to the DIP molecules at the steps, which align their long molecular axis parallel to the step direction, the nucleation of ordered molecular arrays (consisting in columns of molecules stacked side by side) is already visible on the terraces in the central part of the image (zoom). Upon further deposition up to 0.95
ML (Figure 6.2b and c), the majority of the terraces are covered by the DIP, with the molecules showing different assembling behaviors depending on the terrace size. On larger terraces (lower part in Figure 6.2b) the molecules arrange into an apparently short-range ordered structure. The long axis of the DIP molecules is directed only along discrete directions, which evidently must be related with the hexagonal symmetry of the Cu(111) surface. Six different molecular orientations are observed (two sets of three directions related by 60 degrees). On smaller terraces (central part in Figure 6.2b), DIP forms long-range ordered structures as described above, with the molecules stacked side by side in columns. The molecular orientations in these ordered arrays coincide with the directions observed in the short-range ordered structure on the larger terraces. In some areas, irregular streaks related to random tip excursions of single molecular height are visible, characteristic of mobile molecules in a two-dimensional gas phase which diffuse faster than the imaging process.

### 6.2.1 Short-range ordered structure

#### a. General observations

We now take a closer look at the structure observed on large terraces. Figure 6.3a shows the molecular arrangement in an area of 26x26 nm². At a first glance, the structure appears short-range ordered, with DIP molecules aligned along three directions related by 60 degrees. The DIP shows a preferential side by side stacking which gives rise to columnar stacks of parallel oriented molecules, as marked e.g. by the parallelogram in Figure 6.3a. Along these columns, the molecules are packed in groups of two or three (as marked e.g. by the dotted lines), which are slightly shifted with respect to each other along the direction of the long molecular axis. The columnar stacks are always delimited by molecules following any of the other two directions, thus avoiding adjoining columns.

---

*An approximate upper limit for the lateral width of the terraces inducing this structure is 15 nm. However, also the short-range ordered structure forms sometimes on smaller terraces. Similarly, the long-range ordered structure forms sometimes on large terraces, though not extending further than ~15 nm perpendicular to the step edge.*
Figure 6.3. (a) STM image (0.124 nA, 0.674 V) displaying the short-range ordered structure observed on the large terraces. The parallelogram shows, by way of example, one of the molecular columns formed by the preferential side-by-side stacking of the molecules. The dotted lines separate different molecular groups within the column which are shifted with respect to each other. (b) FFT image revealing the peaks corresponding to the molecular side-by-side stacking (labeled with $\alpha$) and to the lateral correlation between the molecular columns (labeled with $\delta$).

The molecular stacking order is reflected as a hexagonal pattern in the Fast Fourier Transform image (FFT, Figure 6.3b). The main peaks (labeled with $\alpha$) correspond to the spacing between molecules in the side-by-side stacking, namely of $7.8 \pm 0.6$ Å, along the three different directions. In addition, there is a characteristic correlation length of $24.6 \pm 2$ Å giving rise to the peaks labeled with $\delta$. This spacing is related to the lateral distance between molecular columns. Further evidence of the lateral correlations in this short-range ordered structure can be observed when looking at the distribution of the point-defect vacancies. These vacancies are limited by three DIP molecules separated by $60^\circ$ angles defining a triangle. Notice that all vacancy triangles on top of the same terrace point in the same direction. The discrete molecular orientations cannot account for this effect, since the molecules forming a triangle which points in the opposite direction would have the same orientations. It thus seems to be related to an optimized molecular packing which would be hindered by triangles in both directions. Figure 6.4 shows two different terraces. On the upper and lower terrace, the triangles are pointing in virtually opposite directions (representative triangles are included in the zooms of each of the terraces). A FFT performed on this image reveals the presence of two similar domains (called $\alpha_1$ and $\alpha_2$) rotated by $15 \pm 2^\circ$. From filtered inverse Fourier transformations we unambiguously observe that each of
the domains is limited to one terrace. Taking a closer look at the molecular orientations in each of the domains, we actually observe that these are different, being rotated by $\sim 15^\circ$ and thus in accordance with the FFT image.

In summary, DIP molecules deposited on large Cu(111) terraces lie-down and form a short-range ordered structure. The molecules arrange preferentially in a side-by-side packing which gives rise to characteristic correlation lengths. Six different molecular orientations are observed on the Cu(111) surface, though only three of them, related by 60º, coexist on each terrace. Both sets of orientations are rotated with respect to each other by 15º.

**Figure 6.4.** STM image (0.225 nA, 0.339 V) of two terraces covered by a complete DIP monolayer (left) and the corresponding FFT image revealing the presence of two different domains labeled as $\alpha_1$ and $\alpha_2$. Below, zooms into each of the domains show the virtually opposite orientation of the “vacancy triangles”.
b. Attempt to determine the epitaxial relation with the Cu(111) surface structure

The discrete orientations followed by the DIP molecules imply an epitaxial relation with the substrate. Given that we did not obtain atomic resolution images on the Cu(111) surface, two different approaches have been tried to determine the substrate orientation. (i) The orientation of the Cu crystal has been determined ex-situ by X-ray diffraction. The crystal has then been introduced in the UHV equipment. The error in the orientation arises from possible deviations mounting the sample on the sample holder (estimated to be about ±5 degrees). (ii) The step edges separating different Cu(111) terraces align preferentially along the compact NN directions for energetic reasons. This can be used to determine the substrate orientation from images in well-ordered faceted regions. However, comparing various images, we observe six different directions related by 30° rotations which must correspond to the NN and NNN directions (see Figure 6.5). Because a higher amount of steps is observed aligned along the direction shown in Figure 6.5a (and those related by 60° rotations), we ascribe it to the NN direction. The orientation obtained from the X-ray data supports this conclusion. Three of the observed molecular directions appear deviated ~7 degrees from the NN directions, while the other three are deviated ~22 degrees (i.e., 8 degrees with respect to the NNN directions), as shown schematically in Figure 6.6a.

Figure 6.5. Images evidencing two of the preferred directions along which the steps align, related by 30°.
Figure 6.6. (a) Schematic representation of the substrate surface structure, showing the NN (full lines) and NNN (dotted lines) directions. The observed molecular orientations, in relation with the substrate structure, are shown with the full lines. The molecular orientations expected for symmetry reasons are shown with the dotted lines. The missing directions corresponding to 60° rotations are omitted for clarity. (b) Orientation scenario supposing the substrate surface structure to be deviated by 15° from our estimation.

Given the mirror symmetry along the NN directions, the presence of six additional molecular orientations is expected for symmetry reasons (dashed molecules in Figure 6.6a). However, these are not observed in neither of all measured images. There are two possible explanations for these puzzling observations. (i) Because of the local nature of the STM measurements, the missing molecular orientations might be present on the sample but not have been probed. This possibility, however, would be very surprising, given the large number of measurements on different spots of the sample. (ii) The substrate orientation is deviated by ~15 degrees from our estimation. Under these circumstances, three of the molecular orientations would be related by a mirror plane with the other three (as shown schematically in Figure 6.6b), giving a coherent picture. Nevertheless, this possibility would be similarly surprising, since 15 degrees is far above the possible error estimated for our orientation methods. The actual explanation thus remains unclear, and further measurements with more sensitive techniques such as e.g. LEED are necessary to determine accurately the DIP orientations and their epitaxial relation with the substrate.
6.2.2 Long-range ordered structure

The ordered molecular arrays on the smaller terraces are formed by molecules (which follow the same crystallographic directions as those on the larger terraces) stacked side-by-side. In contrast to the molecular columns observed in the short-range ordered structure on the large terraces, there is no formation of shifted molecular groups within the stacks in this structure. The structure is given by an oblique unit cell (as shown in Figure 6.7) with parameters $a=8.6\pm0.5$ Å, $b=16.9\pm1.4$ Å and $\gamma=71\pm3^\circ$. Its low symmetry also leads to the formation of twin domains. Because this structure forms on smaller terraces it is highly influenced by the step edges. It is observed that the formation of different domains depends on the delimiting steps. An example is given in Figure 6.7, which shows two domains growing in regions influenced by steps with different directions. A change in the step direction of only $\sim10^\circ$ leads to the formation of two twin domains (labeled A and B) additionally rotated $60^\circ$.

Figure 6.7. STM image (0.254 nA, 0.292 V) and the corresponding FFT images, displaying different domains of the ordered DIP on small terraces. The zooms shows two different twin-domains additionally rotated by $60^\circ$ (and the corresponding FFT images). The unit cell is shown in the zoom A.
6.3 Deposition of pure F$_{16}$CuPc \(^a\)

Similarly to the DIP, the F$_{16}$CuPc also starts its nucleation at the Cu step edges before growing on the terraces, as can be discerned from Figure 6.8a. High resolution images of the molecules at the steps reveal a preferred alignment of the molecular diagonal along the step direction, with the molecule lying mainly on the lower terrace, though having at least one of the four aromatic rings on the upper terrace (Figure 6.8b). The absence of single molecules on the terraces implies a high F$_{16}$CuPc surface mobility at RT, as previously observed in the case of DIP. However, upon further deposition, the molecules on the terraces nucleate and form an ordered structure different from that observed at the steps, namely with an oblique unit-cell with parameters a=14.5 Å, b=14.5 Å and \(\gamma = 75^\circ\).\(^{22}\) Once again, the low symmetry of the structure leads to the formation of twin domains (Figure 6.9a).

The molecules are lying flat on the surface, though previous studies have shown the F$_{16}$CuPc on Cu(111) to be distorted, with the C-F bonds forming an angle of 11.5\(^\circ\) with respect to the surface plane.\(^{23}\) The molecular arrangement is shown in Figure 6.9a, in which the unit cell of both twin structures is also displayed.

Figure 6.8 STM images displaying the initial nucleation behavior of F$_{16}$CuPc at the steps of the Cu(111) surface.

\(^a\) Measurements performed by Y. Wakayama, from the National Institute for Materials Science in Tsukuba, Japan, in the frame of a collaboration.
It is only along one direction that long range order takes place, because along the perpendicular direction the frequent switching between different twin domains limits the range of order to few repetitions. Figure 6.9b shows a larger scale image of a monolayer, revealing the highly defective structure due to the presence of the numerous rotational domains, twin domains and vacancies. It is interesting to note that the long range order direction (along the unit cell vector “a”, as shown in Figure 6.9) follows mainly three orientations related by 60º rotations, though also few domains oriented along the bisecting lines (i.e. related by 30º rotations) are observed. The alignment of the order direction apparently coincides with the main crystallographic directions, NN and NNN.

6.4 Binary molecular layers of DIP and F₁₆CuPc

The high surface mobility observed for both kinds of molecules at RT is expected to favor the intermixing of the molecules upon alternated substrate exposure to each of the molecular beams with periods of 10-30 seconds, thus resulting comparable to a codeposition experiment. The codeposition of different molecular species on substrates has been shown to lead, for certain molecular combinations and under the proper conditions of the molecular ratios, to well ordered binary structures.7,8,9,10,13,15
However, demixing and formation of disordered mixed layers has also been reported.\textsuperscript{7,24}

\section*{6.4.1 DIP to $F_{16}$CuPc ratio 1 : 1}

Upon codeposition of DIP and $F_{16}$CuPc in a 1 : 1 ratio, a highly ordered, hexagonal structure with a lattice parameter of 21.5±1.5 Å and one $F_{16}$CuPc and one DIP molecule per unit cell forms. The different molecules can be unambiguously distinguished. The DIP-$F_{16}$CuPc interactions make the structure very stable, thus allowing its STM imaging with excellent submolecular resolution even at RT. $F_{16}$CuPc shows its characteristic shape with a four fold symmetry, and the elongated DIP shape is also clearly observed. The structure is shown in Figure 6.10, in which also the unit cell vectors are plotted. It is worth to mention that $F_{16}$CuPc appears brighter than DIP under any of the used measurement conditions, which range from 0.03 to 0.25 nA and from 0.25 to 1.5 V under both potential polarizations. The corresponding FFT image evidences a long-range ordered hexagonal structure. In spite of the six fold symmetry of the unit cell, the base (formed by one $F_{16}$CuPc and one DIP molecule) lowers the whole structure symmetry to be only two fold.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure610.png}
\caption{STM image (0.245 nA, -1.417 V) displaying the ordered structure (and the corresponding FFT image) formed by the mixed layers in a 1:1 ratio. The unit cell vectors are plotted on the real space image. The $F_{16}$CuPc (brighter) and the DIP (darker) can be unambiguously distinguished.}
\end{figure}
Figure 6.11 shows larger images displaying different rotational domains. Six different rotational domains related by 30 degrees are observed in the sample. The lattice vectors are aligned with the main crystallographic directions NN and NNN (within an error margin of roughly ±3°, see Figure 6.11a). The F_{16}CuPc molecules at the steps maintain their tendency of aligning their molecular diagonal with the step, and thus lead to locally disordered regions in the step vicinity (Figure 6.11). At defect sites such as domain boundaries, vacancies or the step vicinity, random tip excursions of molecular height are again observed related to diffusing molecules (Figure 6.11), evidencing their high surface mobility. Hence, the DIP-F_{16}CuPc intermolecular
interactions lead to the formation of large mixed domains which extend to sizes above 100 nm, without segregation of pure F$_{16}$CuPc or DIP.

### 6.4.2 DIP to F$_{16}$CuPc ratio 2 : 1

The codeposition of DIP and F$_{16}$CuPc in a 2 : 1 ratio leads to the formation of a different, also highly ordered structure (Figure 6.12). F$_{16}$CuPc molecules are positioned in a quasi-hexagonal structure with two non-equivalent F$_{16}$CuPc orientations (the two directions differ by ~20°). The different F$_{16}$CuPc orientations are evidently accompanied by changes in the surrounding DIP arrangement (also two different DIP directions related by ~50° rotations are observed), consequently leading to a larger and more complex unit cell formed by two F$_{16}$CuPc and four DIP molecules. The unit cell parameters are a=20.5±1.5 Å, b=42.2±1.5 Å, γ=90±3°, and the vectors are displayed in Figure 6.12. Similarly as for the 1 : 1 ratio, the structure is very stable and allows the imaging with excellent submolecular resolution even at RT. The FFT image is shown in the right part of Figure 6.12. The strongest reflections arise from the quasi-hexagonal F$_{16}$CuPc positioning. Along the direction of b* (in reciprocal space), peaks with half of the previous periodicity are observed, related to the larger (double) spacing of the real unit cell in this direction.

![Figure 6.12](image-url). STM image (0.21 nA, 0.965 V) and the corresponding FFT image, displaying the ordered structure of a 2:1 DIP-F$_{16}$CuPc mixed layer.
Three rotational domains related by 60° have been observed for this structure. Two of them are present in Figure 6.13b, in which the ordered structures in the upper and lower part of the images correspond to two different domains. Figure 6.13 shows larger scale images of a sample with a coverage of about 0.7 ML, in which the actual amount of DIP exceeds the planned molecular ratio of 2 : 1. The resulting scenario is the growth of the 2 : 1 structure with some F_{16}CuPc vacancies (as observed also in Figure 6.12), and the growth of a disordered mixed structure in those areas with a larger amount of DIP (e.g. zoom in Figure 6.13b). The absence of order in these regions suggests that no stable ordered mixed phase exists with a 3 : 1 molecular ratio.

Furthermore, an additional, different, ordered structure is formed in the vicinity of the steps. It consists in F_{16}CuPc molecules with their lateral side parallel to the steps and surrounded by four DIP molecules positioned parallel to each of the F_{16}CuPc sides (e.g. see the zoom in Figure 6.13a). However, it barely extends into the terraces and changes fast into the previously seen 2 : 1 structure.

**Figure 6.13.** STM images (a: 0.14 nA, 0.59 V; b: 0.19 nA, 0.41 V) revealing the presence of rotational domains and the influence of the steps on the resulting structure. The zoom in image b shows the disorder in the regions with excess of DIP.
6.4.3 DIP to $F_{16}\text{CuPc}$ ratio 1 : 2

The result of a mixed layer with the molecules deposited in a ratio of 1 : 2 is almost similar to the case with a 1 : 1 ratio, i.e. the same highly ordered structure forms, and virtually no excess of $F_{16}\text{CuPc}$ is observed. This evidences an increased sticking coefficient of DIP as compared to $F_{16}\text{CuPc}$ under this deposition conditions. The reason behind it might be a favored adsorption and inclusion of DIP into the growing layer to form the highly stable 1 : 1 structure, while the adsorption of $F_{16}\text{CuPc}$, whose excess leads to a (probably less stable) disordered structure (Figure 6.14), is not favored. Thus, in order to obtain films with an excess of $F_{16}\text{CuPc}$ as compared to DIP, the substrate must be exposed to a DIP-$F_{16}\text{CuPc}$ molecular ratio above 1 : 3. The result is then a layer with areas ordered with the known 1 : 1 structure, but also a noticeable amount of area with a higher amount of $F_{16}\text{CuPc}$ in which only a disordered structure is observed, as displayed in Figure 6.12. However, no segregation of ordered monomolecular phthalocyanine domains has been observed, in contrast to the case of CuPc and C60 on Au(111), or $F_{16}\text{CoPc}$ and NiTPP on Au(111).

![STM image](image)  
**Figure 6.14.** STM image (0.179 nA, -0.43 V) revealing the disorder of a 1:2 DIP-$F_{16}\text{CuPc}$ mixed layer.
6.5 Conclusions and comparison to the results on Au(111) a

The obtained structures for each of the studied molecular ratios are summarized in Figure 6.15. For the pure DIP, the steps have a crucial influence, leading to absolutely different growth scenarios on large and small terraces. This difference could be exploited by the use of vicinal surfaces to control the resulting film structure. Phthalocyanine layers are characterized by a highly defective structure, with the presence of numerous domain boundaries, twin domains and vacancies.

However, upon codeposition of both molecules, the DIP-F16CuPc intermolecular interactions drive the assembly of the two molecules to form highly ordered structures with domain sizes extending over up to 100 nm. Among the most important intermolecular interactions are the Van der Waals forces, arising from the mutually induced polarization fluctuations within the molecules. In addition, dipole moments pointing along the surface normal are often generated when the organic molecules are deposited on metals. In the case of monomolecular layers, this leads to a long-range repulsive dipole-dipole interaction, whereas for binary structures the interaction can also be attractive if dipoles of opposite sign are induced in each molecule. This is expected to apply for our system, given the opposite donor and acceptor character of the DIP and F16CuPc, respectively. Furthermore, the approach of the outer H atoms of the DIP to the F atoms of the F16CuPc might also play an important role, since H-F interactions have already been reported to be of major importance in previously studied systems.25 All together, the resulting structures are more stable than the monolayers grown from either parent compound. This scenario takes place for codeposition in a DIP:F16CuPc ratio of 1 : 1 and 2 : 1. However, for ratios of 3 : 1 and 1 : 2, disordered structures form.

a Measurements on Au(111) performed by E. Barrena, at the National Institute of Material Science in Tsukuba, Japan, in the frame of a collaboration.
Figure 6.15. Summary of the obtained structures and comparison with those obtained on Au(111).
A similar study has been performed on Au(111), leading to the results summarized in Figure 6.15. Au has the same crystal structure as Cu, namely fcc. Consequently, the Au(111) plane presents the same hexagonal symmetry as Cu(111). Au has a lattice parameter of 407.82 pm and Cu of only 361.49 pm. The lattice difference is thus as high as -11.36 %, but this is not expected to introduce strong differences in the growth of the organic overlayer, since the molecular dimensions (in the nm range) are much larger than the substrate lattice parameters (NN distances of 2.8837 Å on Au and 2.5561 Å on Cu) and thus the molecules only “feel” some sort of “averaged” surface potential. A stronger difference is expected to arise from the higher reactivity of the Cu as compared to the Au, which consequently enhances the substrate-molecule interactions, highly relevant for the final structure. An additional difference is that the Au(111) surface is subject to the so-called herringbone reconstruction,\textsuperscript{26,27} which consequently reduces the symmetry of the surface.

Comparing the results on both surfaces, we observe important similarities. The F\textsubscript{16}CuPc exhibits a similarly poor ordering on both surfaces. The DIP presents higher ordering on Au(111), where the influence of the steps is not so relevant as on Cu. However, the most important common aspect is the formation of highly ordered mixed phases extending over large domain sizes for the same DIP-F\textsubscript{16}CuPc molecular ratios. For a 1 : 1 ratio, the structures slightly differ from each other, while for a 2 : 1 ratio very similar structures form on either substrate. This implies that the given structure is mainly determined by the intermolecular interactions which predominate over the molecule-substrate interactions even for the growth on Cu. The scenario for the 1 : 2 ratio is also similar on both substrates, leading to disordered mixed layers.

The stability of the mixed layers (larger than that of monomolecular layers of either molecule) and the low relevance of the substrate-molecule interactions, give strong evidence of the strength of the DIP-F\textsubscript{16}CuPc interactions.
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7 Summary

This thesis has pursued the understanding of the growth processes of organic semiconductors in different architectures relevant for electronic devices. For that purpose, F$_{16}$CuPc has been chosen, because in spite of its relevance among the diverse studied materials, there are only few studies in the literature regarding its ordering structure and growth. By the use of complementary techniques such as atomic force microscopy (AFM), scanning tunneling microscopy (STM), as well as ex-situ and in-situ X-ray diffraction (XRD), different systems have been addressed. These systems comprise the growth of F$_{16}$CuPc on SiO$_2$, the growth of p-n organic heterostructures based on F$_{16}$CuPc (n-type) combined with pentacene (p-type) as well as DIP (p-type), and finally the self-assembly of two-dimensional supramolecular structures formed by mixed layers of F$_{16}$CuPc and DIP.

The studies devoted to the growth of F$_{16}$CuPc on SiO$_2$ have been performed with a special emphasis on the very first layers in proximity with the dielectric (those most relevant in the charge transport). We have determined for the first time the F$_{16}$CuPc thin film structure, from the monolayer to the multilayer regime. The findings reveal a low density disordered layer at the interface with the SiO$_2$, on top of which the nucleation and two-dimensional growth of long and narrow islands of upright standing molecules take place.\(^1\) We have disclosed a thickness-dependent polymorphism (\(\beta\) and \(\beta\_{bilayer}\) structures) found in the in-plane crystal structure, which implies large differences in the molecular arrangement within the surface plane.\(^2\) In contrast to the homologous H$_{16}$CuPc molecule (often taken as a reference), the F$_{16}$CuPc films exhibit the same structure independently from the deposition temperature. Given the crucial influence of the crystal structure on the charge transport properties, these findings are of paramount importance for the understanding of the performance of F$_{16}$CuPc based devices.

A new route to optimize the structure of F$_{16}$CuPc films has been further demonstrated, consisting in the use of functionalized SiO$_2$ substrates with a methyl terminated self-assembling monolayer. This surface, with a much lower surface tension, leads to the growth of films with a similar structure but a greatly enhanced
domain size. The higher lateral order results in a reduction of grain boundaries within
the F$_{16}$CuPc films, and thus in a decreased density of traps. In turn, the effective
electron field-effect mobility in F$_{16}$CuPc based devices increases by an order of
magnitude.$^3$

The studies on the growth of p-n organic heterostructures consisting in F$_{16}$CuPc
and pentacene reveal the presence of highly anisotropic F$_{16}$CuPc-pentacene
interactions, since the growth presents a strong dependence with the molecular
orientation in the underlying film. When F$_{16}$CuPc is deposited onto pentacene, the
molecules on the pentacene terraces arrange into the energetically preferred upright-
standing configuration (i.e. similarly as on SiO$_2$), while the different energetic and
electronic environment at the pentacene edges catalyzes the growth of high and
narrow crystallites formed by lying-down F$_{16}$CuPc molecules.$^4$ For the opposite
deposition sequence, pentacene on upright-standing F$_{16}$CuPc forms excellently
ordered, closed films in the well-known thin-film structure. When deposited on lying-
down F$_{16}$CuPc, the pentacene is not subject to any templating effect and grows again
in the thin-film structure, though showing in this case an island growth scenario.

Furthermore, the growth of p-n heterostructures consisting on DIP deposited onto
F$_{16}$CuPc has been shown to result either in smooth, layered heterostructures (at RT),
or in the formation of organic nanodots by Stranski-Krastanov growth (T=120 °C).$^6$
The formation of DIP nanodots has been demonstrated to be related to a novel type of
surface reconstruction, affecting the three layers of the underlying F$_{16}$CuPc film
closest to the DIP. Upon deposition in the inverse order, a similar scenario is observed
in which F$_{16}$CuPc grows in the “reconstructed” structure at high substrate temperature,
but in the known β-structure for low growth temperatures. In this deposition sequence,
however, F$_{16}$CuPc presents no Stranski-Krastanov growth, regardless of the
deposition temperature.

Interestingly, the observed growth scenario differs from the usual growth modes in
inorganic heteroepitaxy. Here, the Stranski-Krastanov growth takes place within a
relaxed wetting layer, while it is the substrate which is subject to a reconstruction. On
the other side, the growth of a “reconstructed” overlayer does not lead to the Stranski-
Krastanov growth of islands. These differences evidence that issues like strain or epitaxy, which are well understood in the context of inorganic growth theories, play a completely different (and still largely unknown) role in the growth of organic materials.

The growth scenarios observed for the heterostructures consisting in F\textsubscript{16}CuPc combined either with DIP or pentacene are largely different in spite of the similarities between these two molecules. This is a consequence of the specificity of the involved interactions and complexity of the kinetic processes, which hinders the task of establishing a paradigm for the growth of organic heterostructures. However, these results suggest that ultra-thin organic buffer layers can be exploited to tune organic growth to achieve desired morphologies.

Finally, we have shown that DIP-F\textsubscript{16}CuPc intermolecular interactions drive the self-assembly of highly ordered, two-dimensional supramolecular structures on metal surfaces, when mixed with the appropriate molecular ratio. DIP-F\textsubscript{16}CuPc ratios of 1:1 and 2:1 lead to the formation of crystalline structures with a better ordering than that of the pure monomolecular layers. These results represent a highly interesting route for the self-assembly of functional structures with an exceptional long-range order (with domain sizes extending above 100 nm), which could as well be used as templates for the synthesis of further nanostructured systems.

**Articles related to the thesis, at the time of its defense**

8 Outlook

It is very difficult to consider a thesis complete. In the research performed during more than three years a few questions can be settled and clarified. However, new doors are again opened by the very same research efforts, generating more unsolved questions. This applies to this thesis as it does to many others, in which further work would be expected to lead to interesting results and a more complete outcome. We close this infinite cycle at this point of the thesis.

However, among the most urgent questions related to the presented work and planned to be treated in the future, are the following:

i. Further studies on the self-assembly of two-dimensional supramolecular structures with mixed layers: A similar study to the one presented in the frame of this thesis is planned, combining DIP with H$_{16}$CuPc. Given the similar nature of both systems, we expect to gain insight into the influence of specific interactions as those arising from the H-F proximity of F$_{16}$CuPc and DIP (absent in the H$_{16}$CuPc-DIP system), or related to different polarizabilities of F$_{16}$CuPc and H$_{16}$CuPc on the metal surfaces. In addition, theoretical studies on these issues are planned in the frame of a collaboration.

ii. The search for a paradigm in the growth of organic-organic heterostructures seems a difficult task and requires further efforts to understand the intermolecular interactions acting as the driving forces in the growth and self-assembly processes, as well as to clarify the role of strain, epitaxial relations or interdiffusion in the growth of these systems. Furthermore, there is also the need of correlating the obtained insight on these subjects with the properties and performance of organic devices.

In a first step, we are planning further studies on the growth of organic heterostructures consisting in F$_{16}$CuPc deposited on pentacene, with the addition of a buffer layer to inhibit the formation of the F$_{16}$CuPc $l$-structure. Therewith we plan to avoid polymorphism in the resulting structure, what might favor a better performance of ambipolar transistors based on these heterostructures.
### A. Fit parameters resulting from the study on the first F$_{16}$CuPc growth stages on SiO$_2$

<table>
<thead>
<tr>
<th>Layer</th>
<th>d (Å)</th>
<th>ρ (Å$^{-3}$)</th>
<th>β</th>
<th>σ (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SiO$_2$</td>
<td>13.97</td>
<td>0.642</td>
<td>2.219E-07</td>
<td>4.30</td>
</tr>
<tr>
<td>Si</td>
<td>∞</td>
<td>0.720</td>
<td>1.696E-07</td>
<td>2.16</td>
</tr>
<tr>
<td>second</td>
<td>14.55</td>
<td>0.001</td>
<td>1.150E-07</td>
<td>8.15</td>
</tr>
<tr>
<td>first</td>
<td>15.83</td>
<td>0.067</td>
<td>3.487E-07</td>
<td>6.11</td>
</tr>
<tr>
<td>interfacial</td>
<td>2.2</td>
<td>0.062</td>
<td>2.032E-07</td>
<td>0.2</td>
</tr>
<tr>
<td>second</td>
<td>14.95</td>
<td>0.001</td>
<td>1.150E-07</td>
<td>8.15</td>
</tr>
<tr>
<td>first</td>
<td>13.04</td>
<td>0.116</td>
<td>4.096E-07</td>
<td>4.27</td>
</tr>
<tr>
<td>interfacial</td>
<td>2.74</td>
<td>0.094</td>
<td>2.133E-07</td>
<td>1.11</td>
</tr>
<tr>
<td>second</td>
<td>16.01</td>
<td>0.005</td>
<td>5.907E-08</td>
<td>10</td>
</tr>
<tr>
<td>first</td>
<td>13.07</td>
<td>0.148</td>
<td>5.502E-07</td>
<td>3.57</td>
</tr>
<tr>
<td>interfacial</td>
<td>2.81</td>
<td>0.130</td>
<td>1.580E-07</td>
<td>0.10</td>
</tr>
<tr>
<td>second</td>
<td>13.38</td>
<td>0.101</td>
<td>4.675E-07</td>
<td>3.15</td>
</tr>
<tr>
<td>first</td>
<td>11.76</td>
<td>0.355</td>
<td>5.287E-07</td>
<td>4.05</td>
</tr>
<tr>
<td>interfacial</td>
<td>5.68</td>
<td>0.191</td>
<td>2.905E-08</td>
<td>2.47</td>
</tr>
<tr>
<td>second</td>
<td>14.85</td>
<td>0.215</td>
<td>3.281E-07</td>
<td>3.43</td>
</tr>
<tr>
<td>first</td>
<td>11.39</td>
<td>0.402</td>
<td>1.578E-07</td>
<td>3.04</td>
</tr>
<tr>
<td>interfacial</td>
<td>6.42</td>
<td>0.189</td>
<td>4.047E-09</td>
<td>2.36</td>
</tr>
<tr>
<td>third</td>
<td>21.32</td>
<td>0.008</td>
<td>2.868E-07</td>
<td>2.07</td>
</tr>
<tr>
<td>second</td>
<td>15.66</td>
<td>0.358</td>
<td>3.423E-07</td>
<td>3.59</td>
</tr>
<tr>
<td>first</td>
<td>11.02</td>
<td>0.504</td>
<td>4.217E-08</td>
<td>2.39</td>
</tr>
<tr>
<td>interfacial</td>
<td>7.28</td>
<td>0.225</td>
<td>3.813E-09</td>
<td>2.40</td>
</tr>
<tr>
<td>third</td>
<td>21.63</td>
<td>0.016</td>
<td>3.478E-07</td>
<td>2.48</td>
</tr>
<tr>
<td>second</td>
<td>14.61</td>
<td>0.460</td>
<td>8.144E-07</td>
<td>3.59</td>
</tr>
<tr>
<td>first</td>
<td>12.01</td>
<td>0.599</td>
<td>2.165E-07</td>
<td>1.97</td>
</tr>
<tr>
<td>interfacial</td>
<td>6.62</td>
<td>0.232</td>
<td>9.021E-09</td>
<td>2.69</td>
</tr>
</tbody>
</table>
**B. Absorption effect of the F$_{16}$CuPc thin films.**

Here, we report on the influence of X-ray absorption in the diffraction measurements performed in this thesis. The absorption coefficient $\mu$ has been determined from direct experimental measurements as well as from fits to reflectivity data, leading to similar values of $3.1\pm1.6$ Å$^{-1}$ and $2.5\pm1.6$ Å$^{-1}$, respectively.

In the growth of organic heterostructures consisting in F$_{16}$CuPc on DIP or pentacene, the intensity of DIP or pentacene in-plane reflections was plotted vs. F$_{16}$CuPc nominal film thickness. The distance “$l$” traveled by the X-ray beam through the phthalocyanine film of thickness “$d$” is $l=d/sin\theta$, which is large enough to have a noticeably effect, given the grazing angle conditions. As an example, the integrated intensity of the pentacene (110) reflection of a 202 Å thick film vs. nominal F$_{16}$CuPc thickness is shown in Figure A.1. The estimated intensity taking into account an absorption coefficient of $3.1x10^{-6}$ and the grazing angle of 0.1º is given by the dashed line.

![Figure A.1](image)

**Figure A.1.** Integrated intensity of the (110) pentacene reflection of a 202 Å thick film vs. nominal thickness of the F$_{16}$CuPc deposited on top.
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