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Summary

This Ph.D. thesis deals with the integration of Traffic Engineering (TE) mechanisms in

multi-layer and multi-domain Quality of Service (QoS) aware backbone networks. The ad-

vent of reconfigurable optical equipment has given raise to a ultrahigh bandwidth dynamic

transport layer that can be controlled by the Generalized Multiprotocol Label Switching

(GMPLS) protocol. Internet backbone networks are migrating to an IP over WDM net-

work where the QoS provisioning is not yet defined. It is necessary to offer the desired

QoS to each service without incurring in resource overprovisioning.

Multi-layer capable routers are able to route the incoming traffic using the IP layer, but

also they can ask for extra resources to the optical layer in order to establish end-to-end

connections. The delay of end-to-end connections is negligible compared with the delay

suffered at the IP layer. On the other hand, the IP layer is more efficient, thanks to the

statistical multiplexing, thus reducing the required equipment. This thesis proposes three

solutions to deal with this Multi-layer Traffic Engineering (MTE) problem.

The reader may, firstly, find a discussion about the feasibility of the integration of

MTE mechanisms in real backbone networks. The main strengths and drawbacks of such

integration are introduced. Some case studies about the integration of MTE algorithms

in backbone networks are studied to show its feasibility. However, “Threshold-based”

algorithms show that there are two opposite objectives: performance optimization and

resource utilization.

The second MTE solution is based on the Bayesian decision theory. This solution uses a

novel methodology to deal with the multi-layer decision problem. The incoming traffic has

several QoS requirements which invalidate the service offer if not fulfilled. On the other

hand, the IP layer equipment is already deployed and at the operator is willing to use.

Consequently, the incoming traffic is routed using the IP layer until the QoS requirements

are degraded. At this point, the Bayesian decisor asks for extra optical resources in order

to satisfy the incoming traffic demands. This methodology is validated from a single-node
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ii Summary

scenario to multi-domain networks throughout this thesis. To provide a realistic network

scenario, the state of the art of traffic characterization is also reviewed.

Finally, the third solution proposed is the extension of Flow-Aware Networking (FAN)

to IP over WDM networks. FAN allows QoS provisioning at IP layer, but it is not multi-

layer aware. The Multi-layer FAN (MFAN) architecture defines a node structure to decide

when the optical resources should be used and which flows are more suitable to be trans-

mitted through the optical domain. This MFAN solution does not require a complex

monitoring infrastructure, since it uses some of the modules of standard FAN.



Resumen

Esta tesis doctoral está centrada en la integración de mecanismos de Ingenieŕıa de Tráfico

en redes multicapa y multidominio para la provisión de calidad de servicio. Con la llegada

de equipamiento óptico reconfigurable y la definición de GMPLS es posible utilizar el gran

ancho de banda de la capa óptica de manera dinámica. Además las redes troncales están

migrando a una arquitectura de IP sobre WDM donde la provisión de calidad de servicio

aún no está definida. Es necesario ofrecer la calidad de servicio deseada sin recurrir al

sobredimensionamiento.

Los routers multicapa permiten enviar el tráfico entrante usando la capa IP, pero

también pueden solicitar recursos extra a la capa óptica para establecer conexiones ex-

tremo a extremo. El retardo de estas conexiones extremo a extremo es despreciable en

comparación con el retardo sufrido en la capa IP. La capa IP es más eficiente gracias a

la multiplexación estad́ıstica, reduciendo el equipamiento necesario para la provisión de

servicios. Esta tesis propone tres soluciones para resolver este problema de Ingenieŕıa de

Tráfico multicapa.

El lector puede encontrar primero una discusión sobre la viabilidad de integrar estos

mecanismos de Ingenieŕıa de Tráfico multicapa en redes troncales reales. Las ventajas e

inconvenientes de esta integración se muestran en esa discusión. Se han realizado algunos

estudios sobre la integración de estos mecanismos en redes troncales para mostrar su via-

bilidad. Sin embargo, los algoritmos basados en umbral muestran que hay dos objetivos

contrapuestos: el rendimiento y la utilización de los recursos.

El segundo método de Ingenieŕıa de Tráfico multicapa está basada en la teoŕıa de

decisión bayesiana. Esta solución utiliza una metodoloǵıa novedosa para tratar el problema

de decisión multicapa. El tráfico entrante tiene requisitos de calidad de servicio que si

no son cumplidos hacen que el servicio no tenga ningún valor. El equipamiento IP está

desplegado actualmente en la red, por lo que el operador quiere utilizarlo. Por lo tanto, el

tráfico entrante es enrutado utilizando los recursos de la capa IP hasta que los requisitos
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de calidad de servicio son degradados. En este momento, el decisor bayesiano solicita

recursos extra a la capa óptica para dar servicio a las nuevas demandas. Esta metodoloǵıa

es validada desde escenarios con un único nodo hasta escenarios con múltiples dominios en

esta tesis. Para ofrecer un escenario de red real, el estado del arte sobre la caracterización

de tráfico ha sido revisado.

Finalmente, la tercera solución propuesta es una extensión de Flow-Aware Networking

(FAN) para redes IP sobre WDM. FAN ofrece calidad de servicio a nivel IP, pero no está

orientado a redes multicapa. La arquitectura Multi-layer FAN (MFAN) propuesta define la

estructura de nodo para decidir cuándo se deben usar los recursos ópticos y cuáles deben ser

los flujos enviados a la capa óptica. La solución de MFAN no requiere una infraestructura

de monitorización compleja, sino que utiliza los módulos definidos por FAN.
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Chapter 1

Introduction

This chapter provides an overview of this Ph.D. thesis, its objectives and its structure.

1.1 Motivation

Current IP backbone networks are migrating to an IP over WDM model, where the service

provisioning not only depends on the independent behavior of each layer, but also on

their influence. This situation has boosted the research on the integration of both layers,

enhancing the information exchange to provide the required service to current applications.

The research community has done a great effort to define a common control plane for the

IP and optical layers. Such common signaling protocols allow the dynamic reconfiguration

of the optical layer, when the traffic conditions vary or when there is a failure in the

network. Such automatic light-path provisioning ease the integration of Traffic Engineering

(TE) algorithms in multi-layer and multi-domain networks.

Quality of Service (QoS) provisioning is mandatory when disparate applications, such

as Grid, Peer-to-Peer (P2P), real-time or Voice over IP (VoIP), share the same network

infrastructure. Keeping delay at low levels in such applications is mandatory, but the

impact of such delay-sensitive applications in optical network is still an open research

topic.

These situations motivate the research on multi-layer and multi-domain networks in

order to provide end-to-end Quality of Service (QoS) to end users.

1
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1.2 Objectives

The aim of this thesis is to identify and provide mechanisms to offer Quality of Service

in multi-layer and multi-domain backbone networks. The following specific objectives are

defined:

1. Characterization of the main traffic sources in current IP over WDM

networks. The traffic characterization is a required research field, which helps us

to find a model to simulate the traffic behavior and to propose mechanisms to offer

Quality of Service.

2. Definition of techniques to improve the multi-layer integration and offer

Quality of Service. Since the IP and the optical layers will coexist in the future,

the conflicts between both layers must be solved in order to provide Quality of Service

to the end users.

3. Identify the monitoring parameters and techniques to operate in multi-

domain networks providing Quality of Service. The aim of this objective is to

extend the proposed mechanisms to multi-domain scenarios.

4. Integration of the proposed solutions with the current protocols and ar-

chitectures. This objective tries to increase the impact of the contributions of this

thesis. The mechanisms proposed in this work may be integrated with the current

standardized protocols.

The reader may notice that these specific objectives are treated throughout this Ph.D.

thesis and their evaluation is reported at the end of this document.

1.3 Thesis structure

This document describes three solutions to provide Quality of Service (QoS) in multi-layer

networks. Chapter 2 demonstrates the feasibility of Multi-layer Traffic Engineering (MTE)

strategies in real network operators. An overview of the main strengths and drawbacks of

the integration of IP and WDM are discussed along this chapter. Moreover, a case study

is carried out proposing a Multi-layer Traffic Engineering (MTE) solution, which avoids

congestion at the IP layer. Let us denote this solution by “Threshold-based” algorithm.
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This chapter evaluates the economic impact of such a “Threshold-based” algorithm, show-

ing that the optical and electronic resources can be traded-off in other to find an algorithm

that not only provides QoS, but also it does not extensively request optical connections.

Such conclusion motivates the main MTE solution of this thesis: the “Bayesian decisor”.

The customers request for a determined service, which is usually provided using the IP

layer. The IP layer utilization lets the network operator supply multiple user’s demands

thanks to the statistical multiplexing. However, the IP layer adds some delay to the packets,

thus jeopardizing the proper service delivery. On the other hand, optical resources offer

an optimal service in terms of delay, but the chaotic establishment of light-paths yields to

their sub-optimal utilization. Chapter 3 defines the problem of transmitting the incoming

Label Switched Paths (LSP) into the IP or optical domain in terms of this Bayesian decision

theory for a single-node. Chapter 4 extends this model to end-to-end paths, redefining some

terms of the Bayesian decisor for such a multi-hop scenario. Chapter 5 further evaluates

the behavior of the algorithm in real backbone topologies.

In all cases the Bayesian decisor is evaluated in single-domain environments. Chapter 6

analyzes current protocols to operate in multi-domain scenarios and validates some end-to-

end delay monitoring algorithms for intra-domain scenarios. Once the operation protocols

and the monitoring are shown feasible, chapter 6 extends the Bayesian decisor to such a

multi-domain scenario.

Chapter 7 defines the third MTE proposal of this thesis “Multi-layer Flow-Aware Net-

working”. The Bayesian decisor solution operates with LSPs, which are requested to the

operator and they are allocated using the optimal resources. Flow-Aware Networking

(FAN) is a QoS architecture, which allows the implicit traffic classification in elastic and

streaming flows. Such implicit classification allows the Internet Service Provider (ISP)

to detect the type of service without any packet marking. Chapter 7 extends Flow-Aware

Networking (FAN) to operate in multi-layer networks. Thanks to this integration, it is pos-

sible to ask for extra optical resources when the IP layer can not deal with the incoming

traffic demands.

Chapter 8 concludes this thesis with the evaluation of the objectives proposed in this

chapter and the proposal of future research lines.





Chapter 2

Feasibility of the Multi-layer

integration in network operators

In this chapter, the dissertation is introduced and motivated not only from an academic

point of view, but also as a real problem for the network operators. Traditionally, the net-

work operators have traditionally divided its backbone network in two, the IP network and

the transport network. Network planning and engineering tasks are performed indepen-

dently in both domains. This chapter aims to describe the motivation behind Multi-layer

Traffic Engineering (MTE), demonstrate its feasibility and quantify its advantages in terms

of cost effectiveness. For such purpose, this chapter compares the soltuions to implement

the information exchange between the IP and the WDM layer and it justifies, by means

of a case study, how the addition of MTE algorithms has significant benefits for global

networking.

The remaining of the chapter is organized as follows: section 2.1 presents the evolution

of the backbone networks, how and why they are migrating its legacy multi-protocol net-

works to IP over Wavelength Division Multiplexing (WDM) networks. Section 2.2 defines

the architecture of Next Generation Transport Networks and it considers several solutions

to control and manage such multi-layer IP over WDM architecture. Section 2.3 defines

the Multi-layer Traffic Engineering problem, whereafter section 2.4 gives a brief overview

of the proposed Multi-layer Traffic Engineering solutions by the scientific community. A

case study is discussed in section 2.5 showing the trade-off problem of resources utilization

and network performance. Finally, section 2.6 summarizes the main ideas of the MTE

problems.

5
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2.1 Evolution of IP and transport networks

Synchronous Digital Hierarchy (SDH) is the standard used for fiber-optic transmission

systems in current backbone networks. SDH is an electronic circuit switched technology

that uses Time Division Multiplexing (TDM). The main advantages of SDH with respect

to previous technologies are: (1) interfaces with optical fiber; (2) transmission rates up

to 40 Gbps; (3) operational support; (4) fast restoration (50 ms); and (5) grooming of

multiple technologies [2]. Originally, the network operators used Frame Relay (FR) and

the Asynchronous Transfer Mode (ATM) technologies for offering services to companies,

but these two are being replaced by IP at the time of writing. The Synchronous Optical

Network (SONET)/SDH technology has its origins in the Public Switch Telephony Network

(PSTN), where reliability was a crucial issue. However, SONET/SDH adds some problems

in data transmission: Shortest-Past algorithm are not always used; circuit reservation

is static; and protection mechanisms force the operator to reserve fiber for protection.

Figure 2.1 depicts the legacy multi-protocol stack for backbone networks and evolutionary

solutions of such stack. This multi-protocol stack allows the division of functionalities:

IP layer acts as the universal communication protocol, which permits the interconnection

of any kind of equipment worldwide. ATM protocol is used as an access technology to

aggregate end-user traffic coming from DSL connections. Finally, SDH performs the rest

of important tasks such as signal monitoring, provisioning, grooming and restoration.

WDM

SONET

ATM

IP

Figure 2.1: Backbone Technologies Evolution

The main drawback of this multi-protocol stack is the functional overlap between lay-

ers. When a layer detects a failure, all layers activate their restoration mechanisms leading

to incoherent state in some cases. The addition of each layer header, not only includes
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non-negligible delay but also degrades the network utilization. Moreover, the cost of main-

taining four technologies is huge, since every layer requires the specific maintenance of each

its equipments. Finally, this architecture presents scalability problems, mainly due to the

increase of cut-through traffic, which needs to be processed at the IP layer.

Wavelength Division Multiplexing (WDM) appears as a promising approach to use the

vast amount of fiber bandwidth, since it multiplies the fiber transmission capacity. Accord-

ing to [3]: “A single strand of fiber offers a total bandwidth of 25 000 GHz”. Such amount

of bandwidth is incredibly higher than the potential bandwidth of any other transmission

media. WDM transmission have been studied since 1977 [4]. Latest optical transmission

testbeds show that it is feasible to reach 25.5 Tbps of bandwidth capacity [5]. First optical

equipments were static and they required manual intervention to change its configuration.

SDH equipment lets the operator to establish or release connection between its nodes dy-

namically. Consequently, a great research effort has been done in optical networking to

make them reconfigurable by the companies and the scientific community. This effort has

led to the creation of Reconfigurable Optical Add Drop Multiplexers (ROADM), which

not only are capable of extracting or inserting lambdas but also changing the extracted or

inserted lambda. For further reading about this topics, the authors in [6] describe the main

optical switching technologies and [3] explains the principal optical network architectures.

Once the optical equipment is able to dynamically change its configuration, protocols

are needed to automatically perform this task. This automatic provision of light-paths

is possible thanks to Generalised Multi-Protocol Label Switching (GMPLS) [7] and the

Automatic Switched Optical Network (ASON) [8]. Section 2.2 introduces some of these

GMPLS and ASON concepts.

At the beginning of this section, five advantages of SDH technologies were outlined.

However, with the evolution in optical equipment, functionalities (1) “interfaces with op-

tical fiber” and (2) “transmission of 40 Gbps” are fulfilled just within the optical equip-

ment. Moreover, ASON includes in its framework the management plane (Section 2.2) ,

whose functionalities overlap the (3) “operational support” provided by SDH. Although

the protection of IP traffic is not as crucial as that of the telephone lines, Fast Reroute [9]

mechanisms allow IP traffic (4) “fast restoration (times 50 ms)”. Finally, (5) “grooming

functionality” is directly done by the IP layer, merging the flows belonging to different

sources and/or destinations. Moreover, IP over WDM is a cost-effective solution compared

with SDH technologies [10]. According to these ideas, the transmission of IP traffic reliably

over a fiber optical network, also called “IP over WDM network”, has a great potential to



8 Chapter 2. Feasibility of the Multi-layer integration in network operators

become the architecture of the future backbone networks.

2.2 Multi-layer networking in the Next Generation

Transport Networks

Next Generation Transport Networks (NGTN) comprise a control, a management and

a data plane [11]. The data plane is used for the transmission of information packets,

while the management plane deals with global operations, including accounting, security

evaluation, monitoring reports, etc. The control plane is in charge of the decentralized

management issues such as the exchange of routing information, monitoring of link state

and the set up and tear down of connections. Additionally, such control plane manages the

Service Level Agreements (SLA) and monitors the QoS offered to connections. Figure 2.2

shows the network reference that summarizes the main functionalities of each plane.
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Figure 2.2: Next Generation Transport Network network reference

The International Telecommunication Union (ITU) has defined the Automatic Switched

Optical Network (ASON) [8] a standard for the management of NGTN. Such standard is

based on the definition of an architecture and its requirements to deal with optical networks.

Figure 2.3 shows the main aspects of the ASON architecture. ASON does not define

how the function should be implemented, but just the interface between the equipments.

From the ASON’s point of view, there are four kinds of entities: optical nodes, Optical

Connection Controllers (OCC), Element or Network Management (EM/NM) and client
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equipment. The equipments in the data plane are the optical nodes, which are control

by OCC entities which are located in the control plane. The EM/NM entities lie in the

management plane. The client equipment is connected to the optical network via the

control and the data planes.

Transport Network

Control Plane

CCI: Connection Control Interface

EM/NM: Element/Network Management

NMI: Network Management Interface

NMI-A: NMI for the ASON control plane

NMI-T: NMI for the Transport Network

Client

equipment

Management 

plane

EM/NM

Optical 

node

OCC

Data plane

NNI: Network to Network Interface

OCC: Optical Connection Controller

PI: Physical Interface

UNI: User to Network Interface

PI

PI

UNI NMI-A

NMI-T

NNI

Figure 2.3: ASON architecture

Once the entities are defined, the interfaces between them are also defined. Optical

nodes are connected through Physical Interfaces (PI). OCCs are capable of managing the

optical node through the Connection Control Interface (CCI). If OCCs want to exchange

information among them, they have to use the Network-Network Interface (NNI). Note

that this interface exchanges only control plane information. The interconnection between

the control and the management plane entities is done through the Network Management

Interface for the ASON Control Plane (NMI-A), while the connection with the data plane

uses a Network Management Interface for the Transport Network (NMI-T). Finally, the

User Network Interface (UNI) is the interface between the client equipment and the optical

network.

Figure 2.2 shows the connections between the IP and optical layers. They are both

connected through the control plane to share control information and, obviously, through

the data plane to transmit information. A transponder connects the IP and the optical

layer in the data plane, where the information of the IP traffic in the electronic domain is

converted to an optical signal [3]. There is a proposal [2] to fully integrate the optical and

the IP equipment on the same box. However, there are advantages and drawbacks of such
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a full integration of the optical and electronic equipment, which are discussed throughout

the next section.

2.2.1 Control Plane Interconnection

In the previous section ASON has introduced. Some of the interfaces that ASON defines

are related with the control plane. However, while the ITU defines ASON, the Internet

Engineering Task Force (IETF) has defined the Generalised Multi-Protocol Label Switch-

ing (GMPLS) [7]. This parallel standardization process is called “The battle of the optical

control plane” [12]. The authors in [12] clearly explain the work carried out in the stan-

dardization process, a comparison between the proposals and its feasible implementation

in real networks. Next, we briefly outline the general ideas of GMPLS. The authors in [13]

provide more information about recent optical networking standardization activities for

optical networks, including MPLS.

GMPLS extends the ideas of Multi-Protocol Label Switching (MPLS) [14] to the optical

domain, which allows the utilization of existing protocols for IP layers in the optical domain.

GMPLS requires an extension to the protocols, which leads to new protocol standards.

GMPLS is not a protocol but a framework that includes the following protocols:

• Two signaling protocols, which allow the reservation of resources for service pro-

visioning: Resource Reservation Protocol-Traffic Engineering (RSVP-TE) [15] and

Constraint-based Label Distribution Protocol (CR-LDP) [16].

• Two internal routing protocols: Open Shortest Path First-Traffic Engineering

(OSPF-TE) [17] and Intermediate System to Intermediate System (IS-IS) [18].

• A discovering and monitoring protocol: Link Management Protocol (LMP) [19].

The GMPLS proposal is carried out by IETF, looking for “de facto” standards which

fit within the required functionalities of optical networks. In light of this, the last step is

to provide inter-layer flexibility by adding a control layer between the IP router and the

optical switch, leading to multi-layer capable routers [20], where, on demand, traffic can

be sent either over the IP or the optical layer (through an already existing light-path or

a newly created one). Note that this approach is evolutionary since the IP routers are

already deployed in the network, and new demands are absorbed by the optical layer. This

is a key issue for current network operators which have already deployed IP equipment and

they strive for Return of Investment (ROI).
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It is worth noticing that once this new light-path is established, a new connection is

discovered at the IP layer, updating the information of its own routing protocols. On the

other hand, optical and IP equipment could share routing information so that they do not

have to run the same protocol twice. This issue is related with the integration (or not) of

the control plane and it is treated in the next pages.

Integrated Control Plane

Full integration of the control plane is the only solution to optimize global resources usage

and to reduce network management complexity, since this model takes into account the

information available at all layers. The definition of an integrated control plane is done

by the IETF in [21], where the peer model from the GMPLS architecture is proposed. In

the peer model each node has a unique vision of the whole multi-layer network. There

is only one control plane for all equipments in the domain, so the information is shared

among all them (see Figure 2.4). The optical and IP/MPLS equipment are interconnected

at the control plane level by means of signaling and routing adjacencies, existing only one

integrated instance of routing and signaling protocols. The implementation of the control

plane using this model offers two options:

• Both layers are integrated in a single node, with a control module running a single

instance of the common control plane. In this case, the existence of a network with

dual-layer integrated technologies is supposed, and generally from a single vendor.

• There are different network elements with different switching capabilities and dif-

ferent control modules, but participating in the same control plane instance, and

therefore with peering relationships to each other. In this case, the support for dif-

ferent vendors at each layer would depend on the full support of the standards by

each of them.

A unified control plane has also several drawbacks, the main one is that its computa-

tion requirements increase. Since a common control plane has to control more elements

than a single-layer control plane, this implies bigger databases and a less scalable solution

in general. Second, route calculation algorithms and traffic engineering mechanisms are

significantly more complex, because they have to take into account not only the informa-

tion at the IP layer but also the optical layer. This way, complexity of integrated routing

calculation increases quadratically with the network size, which can cause a slower route

calculation as the network grows.
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IP router

OXC
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Premise

Equipment

IP/OXC 

controler

Figure 2.4: Control architecture with an integrated model

If the routing computation time is in the order of seconds, a normal operation scenario

can tolerate such delays for connection establishment. However, this time is crucial in

a scenario with failures. A single failure can trigger restoration mechanisms of a large

number of connections, which may complicate the on-the-fly restoration in the integrated

control plane model. This problem could be alleviated with pre-calculated backup paths,

but the complexity of the system is increased along with the cost of the equipment if we

are looking for an efficient and scalable solution. This issue makes become necessary to

evaluate the maintenance cost of a complex control plane against two simplified control

planes.

To sum up, the peer model achieves a more efficient multi-layer operation and a better

resource usage with less operational effort. The coordinated action among the different

layers is guaranteed, especially in the case of failure. In short, the integrated control plane

is more powerful although it requires a very careful design and operation to avoid higher

computation times in its routing and recovery algorithms.

Separated Control Planes

The main drawback of an integrated control plane is the increment of the computation

time. Consequently, the main advantage of two separated control planes is that a sin-

gle layer control plane is lightweight and thus simpler than an integrated control plane.

Moreover, maintaining separated control instances allows a faster control plane with bet-

ter performance in all its activities. The implementation of a simpler algorithm with less
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nodes and restrictions allows a more scalable solution. However, since this solution does

not use global network information path computation may lead to sub-optimal routing

from a multi-layer traffic engineering point of view.

The photonic network would implement its own control plane, including traffic en-

gineering and distributed restoration. This model fits with the proposal of the IETF’s

definition of an “Overlay Model” [21], where there are two separated control instances one

for each layer. (see Figure 2.5). Both domains have different switching capabilities and

they can implement different protocols and algorithms. The interconnection between the

control planes is done via the UNI interface [22].

Optical Layer

IP layer

IP router

OXC

Customer 

Premise

Equipment

IP router 

controler

UNI 

Interface

OXC

controler

Figure 2.5: Control architecture with separated control planes

In light of this an external manager is required to further carry out multi-layer traffic

engineering. Such external manager is in charge of collecting the information from both

layers, evaluating it and signaling both layers with the most appropriate configuration. This

interaction can be seen as the management of the optical resources to provide a virtual

topology to the upper layer. This centralized solution reduces the instability problem, but

it does not scale neither it is robust.

The main drawback of the multi-protocol stack (Section 2.1) is that some functionalities

overlap among the layers. The same situation appears here when both layers do not share

state information. Global resource optimization is complicated, since the network operation

and management can be performed by different business or organizational units. When

coordination is not properly done, instabilities of the system may appear. This problem
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is enhanced when there is a failure recovery process. IP and optical layer can trigger their

own mechanisms to restore connections carrying out contradictory actions or reducing the

efficient use of the resources. When the overlay routing process is done the information

is separated, so a greater blocking probability is achieved. Resource optimization occurs

just at the client layer, which adapts to the virtual configuration provided by the server

layer. On the other hand the server layer has to adapt to the client’s requirements. If the

client layer knows that the server layer can change its configuration, it may ask for changes

on-demand trying to adapt the configuration of both domains. This interaction benefits

from new traffic situations due to network planning, congestion, failures, etc.

To put this all in a nutshell, the two main alternatives to implement this coordination

are:

• Joint management system: both layers remains separate, but there is a joint

entity in the management plane, which is in charge of implementing multi-layer

traffic engineering algorithms. If both layers do not share the management plane,

an external multi-layer traffic engineering agent, which is capable of triggering and

indirectly coordinating both control planes, should be placed in the network.

• Virtual topology on demand: The network elements from different layers are co-

located and they interface through a UNI interface with a “weak” interaction. The

multi-layer traffic engineering capabilities are limited, but on-demand requests allow

the client layer to change the virtual topology.

Intermediate Solutions: Augmented or Segmented Control Planes

The augmented model is a combination of the peer and overlay models [21]. Some of

the edge equipment are peers in the same domain, while other nodes just use the UNI

interface to interact with the service layer. The amount of information is shared following

an agreement between both layers. This model has appeared as a compromise solution

between the first two models.

There is a fourth option proposed by Cisco [23] which is known as Segmented GMPLS

(S-GMPLS). The integrated model does not separate the administrative domains of the

IP and the optical layer. This is a problem in the deployment of multi-vendor solutions,

since this requires not only the interoperability of the functionalities, but also many other

aspects. Moreover, the peer model assumes that the transport nodes implement the whole
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GMPLS protocol stack, which would not be mandatory if network operator uses a central-

ized routing algorithm.

To cope with these limitations of the integrated model, Cisco proposes an integration

of control based on a stepped migration. The goal is to get some benefits without having

to implement the whole GMPLS model. Figure 2.6 compares the peer model and the S-

GMPLS, showing the reach of the optical domain control in each case. In the S-GMPLS

model, only border routers receive information from optical devices and other routers.

The rest of the optical devices or IP routers only have information of the topology. Cisco’s

proposal is similar to the augmented model solution.

GMPLS control 

domain

Peer GMPLS Model (IETF) S-GMPLS Model

Figure 2.6: Comparison between the Peer and the Segmented GMPLS models as a function
of the control plane area of influence

Conclusions concerning the control plane

Once the main approaches for the control plane has been introduced, it is easy to see that

the decision of choosing one control plane depends on the network operator infrastructure

and goals. Table 2.1 summarizes the main advantages and drawbacks of both the integrated

and separated control planes.

Control plane Integrated Separated

Multi-layer traffic engineering Complete Limited
Complexity High Low
Performance Relatively slow Fast
Stability Average High
Architecture Distributed Either
Restoration Integrated Possible instability
Online restoration Slow Fast

Table 2.1: Comparison between the integrated and separated control planes
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2.2.2 Data Plane Integration

Multi-layer networking implies not only the integration of the both layers’ control planes,

but also the cooperation of the equipment in the data plane. In this light, traditional IP

vendors, such as Cisco [2] or Juniper, defend the integration of DWDM transponders in

IP routers. This equipment unification reduces the amount of components in the network

and the optical transponders cost.

Usually the interface between any kind of equipment and DWDM equipment is done

using a short range laser operating on the second window. This is known also as “grey”

light. This kind of interfaces are incorporated to the SDH or Ethernet interfaces that an

IP router has. The DWDM equipment is in charge of taking such second window signal,

converting it to the electronic domains and transmitting it over the third window. This

output light is also known as “colored”. This colored light is multiplexed over a fiber link.

Figure 2.7(a) depicts this configuration of independent transponders. This connection

model uses three interfaces with their cost. Figure 2.7(b) shows the interconnection model

if the long distance wavelength is done in the router. The O/E/O conversion is avoided

and the number of interfaces is reduced to one, and, consequently the equipment cost is

reduced.

 

IP Router

ROADM

Grey Interface

2nd window

Transponder (O/E/O conversion)

Colored interface

3rd window

(a) Independent

 

IP Router with 

integrated 
transponder

ROADM

Colored interface

3rd window3rd window

(b) Integrated

Figure 2.7: Transponder configuration

The main problem of such an approach is that it may imply interoperability problems

with different IP or optical equipment. There are many vendors which use their proprietary

solution for the physical layer, enhancing the properties of the currently standardized

protocols. Therefore, when standard DWDM interfaces are used with such proprietary
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solutions some interoperability problems may appear. To conclude, the integration of

transponders in the IP routers can help to improve multi-layer networking, but may also

lead to serious interoperability issues.

2.3 Multi-layer Traffic Engineering

“Internet traffic engineering is defined as that aspect of Internet network engineering deal-

ing with the issue of performance evaluation and performance optimization of operational

IP networks” [24]. According to this definition, traffic engineering are techniques that help

the network operator to obtain a better network utilization with subsequent performance

improvement. Usually the target of traffic engineering is to avoid congestion by control-

ling how the traffic is routed. Figure 2.8 illustrates a schema with the main blocks in a

Multi-layer Traffic Engineering (MTE) problem. These include five blocks:

• Traffic demands: These are the information that customers need the network trans-

port. There are many features that determine a given traffic demand. A fixed matrix

with end-to-end peak rates can be the input to the problem, but more complicated

processes may be defined, for instance, with random traffic changes.

• Network Equipment: This is all kind of physical devices used in the process of

transporting the information, including routers, ROADMs and the cables or fibers

that connect them and their software. Operators invest on infrastructure and MTE

tools help to this network capacity task, but once the equipment is deployed on the

network, MTE algorithms must deal with the resources available only.

• Objective: This is a crucial aspect of every engineering problem. It is very important

to properly define what aspects the MTE problem must either to solve or improve.

Congestion is usually the target of many TE problems but, in multi-layer networks,

it is mandatory to define the objective in both layers.

• MTE module: this module is a software that is able to get the operator require-

ments, traffic information and network status, and provide an optimum or feasible

solution based on this information.

• Network configuration: this is the solution to the previous problem and it is

signaled to the network equipment, so it can apply the proper changes.
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Traffic Demands

Network Equipment

MTE

Module
Objective

Network 
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Figure 2.8: Multi-layer Traffic Engineering Problems

The previous definition is also valid for Single-layer TE (STE). Multi-layer TE adds

more flexibility to the network, at the expense of increasing the problem’s complexity.

Multi-layer capable nodes can establish end-to-end connections (light-paths) between any

two nodes in the network on-demand. Thus, traffic can be groomed and sent over a

direct light-path, either by-passing the intermediate nodes or following the hop-by-hop

connections. Such traffic offloading is depicted in Figure 2.9.
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Router

Traffic

 cut -through

Traffic

Figure 2.9: Cut-through and hop-by-hop traffic

An important remark concerning traffic offloading in the optical domain is that it

requires a reconfigurable optical technology. In the past, the first optical networks were

static, such that network managers had to go to the location where the optical equipment

was connected and then change the connection. This solution is not suitable for multi-

layer networking. At present optical devices can remotely and automatically change its

configuration and a control plane is defined, thus the technology has became mature enough

to establish by-pass connections that do traffic offloading at the optical layer, as Figure 2.10
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illustrates.
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Figure 2.10: Traffic offloading over the optical transport network

While in pure IP networks, all TE mechanisms are exclusively done at the IP layer,

in IP over WDM architectures these can be carried out either at the IP/MPLS or optical

layer.

According to the previous definition of the MTE problem, there are many types of MTE

problems. Every block has its own restrictions or features that makes a given MTE problem

different. A taxonomy of Traffic Engineering Systems is done in [24], let us summarize the

most important ideas:

• Time-dependent vs State-dependent vs Event-dependent. Time-dependent

algorithms use historic information of the system in order to apply their policies.

State-dependent based algorithms use the state of the network to make the decisions.

Usually, this state information can not be obtained with the historical data. Event-

dependent algorithms use learning models to find an optimal solution.

• Offline vs Online. Offline algorithms are used when there are no real-time re-

quirements, while online algorithms are triggered periodically or when an anomaly

occurs.

• Centralized vs Distributed. Centralized solutions have all the information in a

unique entity, which usually makes it easy to find the optimum solution. However,

these do not scale and lack robustness.

• Local vs Global Information. A TE is local when it does not require information

from the whole network but a portion. Global algorithms needs information from the

network, which can be a problem because of the delay in monitoring and measurement

systems.
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• Descriptive vs Prescriptive. Descriptive solutions just evaluate the possible op-

tions to carry out, while prescriptive algorithms recommend an option among them.

• Closed Loop vs Open Loop. Closed Loop algorithms are those which not only

make a decision but also use feed-back information to improve such a decision. Open

loop algorithms do not use this feed-back information.

• Tactical vs Strategic. Tactical algorithms try to solve a certain problem, while

Strategic algorithms make a systematic evaluation of the system to keep it in a proper

state in the medium or long term.

Whenever there is a possibility of improving the network performance in a multi-layer

network, there is a MTE problem. To solve such a problem, the MTE algorithm requires

information concerning traffic demands and available network equipment and resources.

Once the problem is clear the MTE module must be designed paying attention to the

alternatives shown in the previous classification. This will provide a new network config-

uration if there is a feasible solution or a recommendation to upgrade the infrastructure

and satisfy the objectives.

2.4 Proposed Multi-layer Traffic Engineering Solutions

Multi-layer Traffic Engineering is a topic where the scientific community has paid a lot of

attention. A usual term for MTE problems is “grooming”. Grooming is “essentially a net-

work design problem of resource allocation” [25], where there are traffic demands to be allo-

cated in a network topology and the grooming process determines, based on its objectives,

the network configuration and traffic allocation. Let us remark that this schema is similar

to the one previously presented in Figure 2.8. The first research works done in the area

are focused on grooming SONET/SDH connections on ring topologies [26, 27, 28]. Then,

this problem was studied in WDM mesh networks with SONET/SDH circuits [29, 30].

This SONET/SDH networks are bidirectional so their demands are symmetric. Moreover,

the granularity of such problems is fixed to the standard SDH/SONET circuits capacity.

These works are usually focused on defining an optimization problem where an objective

function, such as a cost function, is either minimized or maximized. For further reading,

reference [25] is a excellent book which covers the problem of traffic grooming.

When the client layer of the optical domain is not a SDH network, but an IP/MPLS

network, the traffic demands model (Figure 2.8) changes and so does the problem itself.
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For instance, the traffic does not have to be bidirectional but unidirectional. An example of

such traffic profile is web-browsing, where a user just sends a request and a whole web-page

is downloaded with all its content (images, videos, etc.). This asymmetric nature of the IP

traffic yields to dynamic grooming problems [31, 20, 32, 33]. An example of how a model

can help in the problem solution is shown in [31, 34]. The authors in [31] assume that

the traffic demands are scheduled, so the demand arrival time and the duration for such

demands are known in advance. This scheduled traffic model is deterministic because all

the demands are known in advance, but, on the other hand, is dynamic because it changes

with the evolution of the traffic load in the network over time. In the short term (seconds),

the authors in [34] assumed that there is a set of scheduled lightpaths and also random

demands. These random demands are scheduled after the fixed demands are allocated.

The authors in [20] apply the idea of by-passing the IP traffic through the optical

network based on a monitoring system, which detects which links are exceeding a given

minimum capacity threshold (Cmin). When these links are detected, they are by-passed.

This work also deploys a three-node test-bed to illustrate the feasibility of such ideas from

the technical point of view. Authors in [35, 36] show the feasibility of such type of MTE

algorithms not only with the path establishment but also the reversion to the IP layer

when the end-to-end connection is not yet required. However, these mechanisms do not

look for a global optimization objective, but just avoid the congestion at the IP layer. The

authors in [32] use a cost function that penalizes the low loaded IP links with a medium

cost and high loaded links (more than 60% of the link capacity) with a high cost. The

links at medium load levels (from 20% to 60%) get a lower cost. Using this function, they

look for the global optimal configuration that mimizes the cost, yielding to the optimal set

of connections between the IP and the optical layer.

From an architectural point of view, the by-pass decisor can be centralized as proposed

in [20, 37] or distributed as pointed out in [38, 39]. A third option to carry out such MTE

mechanisms is not to include the MTE entity inside the optical network, but in the edges

nodes. The authors in [40] differentiate between edge and core routers, and the information

exchange is just done among the edge routers which are, consequently, in charge of making

such MTE decisions. This approach uses the optical layer as a connectivity service layer.

As previously discussed in Section 2.2.1, the best solution depends on many factors, but

the feasibility of the control plane interaction with MTE algorithms is possible.
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2.5 Case studies

2.5.1 Definition of basic MTE algorithms

Let us consider a network topology T = [V ; L] consisting of a vertex set V and an arc

set L (see [41]). It is assumed that each vertex represents a multi-layer capable router.

Each arc (x, y) ∈ L has associated a non-negative real number l(x, y), which refers to its

load. Let us define D as the demand matrix, where each value associated to the position

(i, j) denotes the traffic demand from node i to node j, d(i, j) i, j ∈ V . The objective

of this MTE problem is to by-pass all connections in the optical domain which exceed a

given capacity threshold (Cmin). This threshold can be chosen based on QoS parameters

or economic cost, such that if exceeded this means that the cost of the optical offloading is

lower than the IP transmission. Figure 2.11 summarizes the ideas of this MTE problem.

The output of this problem are the remaining IP load and the by-passes matrix Bp, where

bp(i, j) is the amount of traffic offloaded in the optical domain from node i to node j.

Demand Matrix (D)

Multi-layer routers 

Topology (T)

MTE

Module

Objective:

Offload paths 

over Cmin

By-pass

connections (Bp)

Figure 2.11: Blocks Definition Offloading Problem

This MTE algorithm first maps the IP traffic over the logical topology provided by

the optical layer using a given routing algorithm. Once the load in each link is known (L

matrix), the algorithm runs through the links of each node, finding n consecutive links

where l(i, j) > Cmin. Let us call this set of consecutive links as candidate paths set

CP for optical by-passing. Note that the shared bandwidth among the links l1, . . . , ln

is BCP = min(l1 − Cmin, . . . , ln − Cmin). Once the CPs are found, the algorithm has

to decide the order to extract them. We propose two cases: “Single Threshold Largest

By-Pass” and “Single Threshold Longest By-Pass”.
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The “Single Threshold Largest By-Pass” algorithm sorts the candidates path by its

bandwidth (BCP ) and, if there are paths with the same bandwidth, by length. On the

other hand, “Single Threshold Longest By-Pass” algorithm firstly orders them by length

and, secondly, by bandwidth. Once the list is sorted, path candidates are extracted.

Algorithm 1 Single Threshold Longest By-Pass Algorithm

L ← Map Demand WDM Layer(D, T, Routing)
for all V as v do

(CPv, BCPv) ← Cand Paths(v, Cmin)
CP ← CP ∪ CPv

BCP ← BCP ∪BCPv

end for
for i = maxlength(CP ) to 2 do

for all CP (length == i) as cp do
if Bcp > Cmin then

L ← update load(cp)
(CP,BCP ) ← update cand list(L)

end if
end for

end for

This case study compares these MTE algorithms with the IP over WDM solution.

When the IP over WDM technology is used, no information exchange is done between the

layers, so the IP layer just chooses a routing algorithm and sends its traffic based on this

protocol. The other extreme solution is to create a full mesh topology between all nodes

in the network. This means that for each end-to-end demand, a lightpath is established

between the source and the destination. Consequently, a network with N nodes would

require N(N − 1)/2 ligthpaths, which is 378 ligthpaths for NOBEL’s network 2.12(a) and

105 ligthpaths for the NSFNET 2.12(b). Obviously, this solution is feasible only when the

end-to-end network load is too high, but it is out of the scope of this study.

2.5.2 Assumptions

This case study is done using two well-known backbone network topologies: the NOBEL

reference network (Figure 2.12(a)) [42] and the NSFNET network (Figure 2.12(b)). The

NOBEL reference network has 28 nodes, which are connected by 84 links. This yields an

average nodal degree of 3 and the average end-to-end distance in number of hops of 3.4311.

On the other hand, the NSFNET network has 15 nodes, 46 links, its average nodal degree



24 Chapter 2. Feasibility of the Multi-layer integration in network operators

is 3.0667 and the average end-to-end distance in number of hops is 2.0889.

(a) NOBEL reference network (b) NSFNET network

Figure 2.12: Backbone network topologies

In order to study network performance, a random traffic matrix is computed with

a uniform distribution [0, 1]. Once the matrix distribution is computed, its values are

scaled such that the amount of traffic between every end-to-end nodes is multiplied by an

increasing factor in order to simulate different traffic loads.

2.5.3 Performance of the proposed algorithms

The objective of this algorithm is to detect those links that exceed a bandwidth threshold

(Cmin) in order to by-pass them using the optical layer. Figure 2.5.3 shows the amount of

traffic in each link in a pure IP over WDM architecture. The ECMP routing algorithm

is used to send the traffic over the IP layer. Essentially, Equal Cost Multi-Path (ECMP)

is the same algorithm as Shortest Path (SP), but instead of providing a single shortest

path, ECMP provides a set of paths with minimum distance, thus enabling load balancing

at the IP level. Once the traffic is allocated over the IP over WDM topology, one of the

previously defined algorithms on section 2.5.1 is applied over such overloaded topology. For

instance, the link from 8 to 9 is overloaded in the IP over WDM allocation (Figure 2.5.3),

while the MTE solution (Figure 2.5.3) alleviates such congestion situation. It is important

to remark that not all IP links are off-loaded through the optical layer. The reason is that

if the amount of traffic between two sibling nodes is higher than Cmin no by-pass can be

created. At least there must be two consecutive overloaded links to by-pass any IP router.
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Moreover, these two consecutive links must have shared routes in order to define a by-pass

traversing both links with a shared amount of traffic higher than Cmin.

Figure 2.13: Load of the NOBEL reference network with ECMP routing algorithm

Figure 2.15(a) and 2.15(b) illustrates the amount of overloaded links in the IP over

WDM architecture and when the MTE algorithms are applied. Let us remark, that not

only SP routing, but also ECMP is depicted. The X axis shows an increasing traffic rate

until all links of the IP layer are congested. The NSFNET network has 46 links and

when there is an average rate between the end-to-end nodes of 1.2 Gbps, the IP layer

is completely congested. The number of links of the NOBEL’s network is 84 links. Full

congestion of the IP over WDM topology is reached when there is an average ratio of 1
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Figure 2.14: Load of the NOBEL reference network with ECMP routing algorithm and
MTE algorithm (Longest)
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Gbps between destinations. This congestion arrives sooner than in the NSFNET network,

because the number of nodes is larger and, consequently, the total traffic in the network.

The overload in the IP over WDM topology differs when the routing algorithm changes.

ECMP routing should split the traffic among the links and reduce the network congestion,

but this has the opposite effect. However, the amount of links congested when the network

load increases is similar in both cases.
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Figure 2.15: Number of Overloaded links (BW > Cmin) in each topology

Once the performance of the IP over WDM architecture is outlined, the performance

of MTE algorithms needs to be analyzed. The performance improvement of the Largest

algorithm in the NSFNET network is negligible. The same number of IP links remain

overloaded, with or without this algorithm (see Figure 2.15(a)). This behavior occurs not

only with ECMP algorithm, but also with SP. However, its behavior in the NOBEL’s

network is much better, Largest reduces the overloaded links in a 40% in some cases.

The results of the “Longest” algorithm are better than those of the Largest algorithm. It

works properly in both topologies with both routing algorithms. Figure 2.16(a) shows the

amount of by-passes established for the NSFNET and Figure 2.16(b) depicts the ones for

NOBEL’s topology. The number of by-passes established with the Longest algorithm is

much larger than the number of the Largest algorithm creates. This behavior is related

with the algorithm itself. The Longest algorithm established the longest candidates by-

passes at the beginning and then it continues with the shorter ones. On the other hand, the

Largest algorithm creates the by-passes with the greatest amount of traffic at the beginning,

thus, reducing the amount of candidate paths that exceed the minimum bandwidth (Cmin).
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This reaches a more fragmented network configuration, yielding to a more overloaded IP

topology, when the average distance in hops is lower. Let us remind that the average

distance in number of hops is 2.0889 in the NSFNET and 3.4311 in NOBEL reference

network. This is the reason why the performance of the Largest algorithm is better in the

NOBEL’s network than in the NSFNET network.
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Figure 2.16: Number of created By-passes

Finally, let us focus on the amount of off-loaded traffic. Figures 2.17(a) and 2.17(b)

show the percentage of the traffic that is off-loaded to the optical layer. At low loads,

there is no off-loading at all, since the amount of traffic is high enough to be groomed

through the end-to-end ligthpaths. As the system becomes overloaded, this percentage of

traffic is higher, consequently, reducing the amount of traffic at the IP layer and absorbing

the traffic increment just by the WDM layer. The better performance of the “Longest”

algorithm is because it is able to send more saturated paths to the optical network, yielding

to a higher percentage of extracted traffic in comparison with the Largest algorithm.

2.5.4 Impact on IP Equipment

The previous section analyzed the behavior of the MTE algorithms, but this section is

focused on the impact of such algorithms on the IP equipment required in each solution.

This section just studies the number of IP Network Interface Cards (NIC) because it is the

most expensive device in IP over WDM networks. This information is well-known, but cost

models such as the one carried out in NOBEL project [42], which is used in [36], or the cost
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Figure 2.17: Percentage of off-loaded traffic over the total traffic

model to validate the OIS architecture [43, 44] enhance this assumption. Figures 2.18(a)

and 2.18(b) show the amount of IP cards required for each solution.
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Figure 2.18: Number of IP cards required for the IP over WDM solution and MTE algo-
rithms

In light of the results, the MTE algorithms require a similar number of IP cards at low

load levels, while they reduce the amount of cards required at high load situations. Such

difference is enhanced by the fact that the cost of IP cards is about tens times the cost

of other devices. The previous section showed that Largest algorithm does not achieve a

great performance in some cases, but its equipment consumption is lower than Longest

with the algorithm. This is related to the number of optical by-passes created 2.5.3.
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2.6 Multi-layer Traffic Engineering Conclusions

The aim of this chapter was to show that Multi-layer Traffic Engineering algorithms were

feasible and they constitute a real improvement for real network operators. The evolution

of backbone networks has led to an IP over WDM architecture that allows network oper-

ators to reduce the complexity and the cost (CAPEX and OPEX). This new architecture

opens new technical problems such as the operational and functional performance of such

networks.

Such open issues in IP over WDM networks are outlined throughout this chapter.

First, there is an explanation on the evolution of the optical equipment, which permits

the dynamic configuration of the optical layers. This functionality brings the need for

protocols that perform such an operation automatically. The development of GMPLS and

ASON allows this automation, but it opens the problem of the optimal architecture of the

control plane. The main configurations for the control plane are presented, including not

only the proposals of the standardization organisms, but also some from vendors. There

is no close solution for the control plane problem, but this architectural proposal allow us

to conclude that from the control plane point of view, MTE mechanism are feasible. The

integration of equipment in the data plane is also introduced, but yielding again an open

solution.

Finally, the main studies in the MTE field are presented with the addition of a case

study, where two MTE algorithms are validated and compared in two well-known network

topologies. This case study is just a first step, but it shows that the integration of the

information in both layers can help the operator to achieve a better network configuration.

The configurations achieved in this study are less congested and require a fewer amount of

IP resources. Moreover, no optimization problem is proposed, but “Longest” and Largest

algorithms are just heuristic proposals. In light of the results, we can see that a better net-

work performance is inversely proportional to the number of resources used. The Longest

algorithm achieves a lower network congestion, while the Largest algorithm uses a less

amount of optical by-passes.



Chapter 3

Bayesian decisor of a multi-layer

capable router

This chapter defines a set of rules to transmit a Label Switched Path (LSP) either in the IP

layer or using a by-pass connection for a single multi-layer capable router. The motivation

of this work is presented and the function to construct this Bayesian decisor are explained.

We show that this multilayer mechanism trades of the delay perceived by the customers

and the utilization of the optical or electronic resources. A set of experiments is carried

out to show that the behavior of the decisor fits with the design purposes.

This chapter is organized as follows. Firstly, section 3.1 shows the motivation of the

work and the assumptions of the model. Then, section 3.2 covers the mathematical foun-

dations for set of rules with a Bayesian decisor. Section 3.3 provides a set of experiments

and numerical examples to show how to reach an optimal decision. Section 3.4 studies the

behavior of the Bayesian decisor in a dynamic environment, with its analytical definition

and experiments. Finally, section 3.5 outlines a summary of the results obtained and future

work.

3.1 Motivation and model assumptions

Core networks are typically equipped with both electronic and optical resources. This

means that incoming traffic can be routed in either the optical or electrical domain. Es-

sentially, electronic routing has the well-known advantages of statistical multiplexing and

granularity, but is a hard-computational process for high-speed networks and it further

introduces queuing delay to packets. On the other hand, data packets switched in the

31
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optical domain only experience propagation delay. However, optical resources provide a

granularity which is too coarse for typical Internet streams, even if they come from the

multiplex of many users. The feasibility of such multi-layer architecture is explained in

chapter 2. With the aim of dealing with optical and electronic resources, some router

architectures are defined [20, 45]. Figure 3.1 illustrates a multi-layer architecture which is

dealing with lambdas and SDH tributaries and it can transmit IP traffic or any other kind

of traffic source. Such multi-layer router can by-pass the traffic at SDH, lambda, waveband

or fiber levels.
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Figure 3.1: Multi-layer capable router scenario

Let us assume that Generalised Multi-Protocol Label Switching (GMPLS) framework

is used in this multi-layer router. Figure 3.2 depicts the control plane units in the multi-

layer capable router. An exchange of information between both layers os requiered, to be

performed by an external entity called “Multi-layer TE Module”, which is located in the

management plane, as explained in section 2.2.1. If the network operator uses the peer

model, this function of collecting the information is done in the node itself as Figure 3.2

displays. The incoming Label Switched Paths (LSPs) traverse the multi-layer capable

router and the “Multi-layer TE Module” has to decide whether to perform optical or

electronic switching. If an incoming Label Switched Path (LSP) is routed in the electronic

domain, it suffers a queuing delay and a hop-by-hop O/E/O conversion (with subsequent

delay), otherwise the router provides an optical by-pass. On the one hand, the availability

of buffering in the electronic domain allows for a larger utilization in presence of bursty
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traffic. In the optical domain it is unfeasible to multiplex several LSPs onto the same

wavelength, except in the ingress node, and the optical bandwidth has a negative impact

on utilization.
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Figure 3.2: Decision make in a multi-layer capable router

Traditionally, network resources utilization and QoS provisioning are studied as sepa-

rate problems. For instance, the authors in [32] ask for optical connections to the WDM

layer using a cost function, which penalized the high and low loaded links. Consequently,

the network resource utilization is balanced. In [46], the authors propose an ILP optimiza-

tion algorithm to minimize the load in the electronic domain using cut-through lightpaths,

subject to the network equipment restrictions. Nevertheless, no QoS evaluation, in terms

of end-to-end delay, is performed. On the other hand, the authors in [47, 48] propose

QoS schemes for IP-over-optical multilayer networks based on the DiffServ concept. They

propose to divide traffic into Class of Service (CoS) and map them into end-to-end optical

lightpaths or hop-by-hop connections. However, these proposals do not take into account

the cost associated to the use of the electronic or the optical resources.

As section 2.6 outlines, resource utilization and network performance are usually op-

posite targets. The more resources are used (Longest algorithm), the best performance is

achieved. A Bayesian decisor formulation trades-off between the resources utilization and

the QoS experienced by the traffic flows. The only formulation similar to our approach is

found in [49], where an IP over WDM framework is defined but with little insight in real
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network scenarios.

In the following two aspects of our model are introduced: the utility functions and the

traffic model. A utility function measures the relative satisfaction perceived by a customer

when a service is provided. Section 3.1.1 introduces the definition of such functions, which

help us solve this decision problem. On the other hand, we assume a traffic model for

our analysis. Section 3.1.2 defines the traffic model used, its behaviour is studied and an

experiment shows that the analytical equation and the simulation fit.

3.1.1 On the use of Utility functions

Utility functions are widely used in many fields, from economy to mobile networks, but not

in optical networks. Quality of Service (QoS) is somehow related to a utility function. The

more performance, the higher utility for users. One of the first definitions of the utility

function of Internet Services is performed in [50]. It defines the performance of the network

based on “the efficacy or total network utility”, called V , which is defined as follows:

V ≡
∑

i

Ui(si) (3.1)

where Ui(·) is the utility function associated to a given service si. The most extended

service is the Internet, it is the so-called “best-effort” service. Such kind of applications

(like web browsing, email, FTP, etc.) do not require strict delay requirements, but if the

lower the delay perceived the better the service utility. The same happens when sending

an email or transferring a group of files using FTP. However, the average delay is not

always a useful (or at least, representative) metric in the evaluation of the Quality of

Service experienced by certain applications, especially when quantifying the relative QoS

experienced by real-time applications. Let us consider two other utility functions used in

the literature for “hard-real time” and “elastic applications” [50, 51].

“Hard real-time” applications are those which tolerate a delay of up to a certain value,

say Tmax, but their performance degrades very significantly when the delay they experi-

ence exceed such value (Figure 3.3(b)). Examples of these are: online gaming, back-up

services and grid applications. The parameter Tmax denotes the tolerated delay threshold

for each particular application. The ITU-T recommendation Y.1541 [52] and the 3GPP

recommendation S.R0035 [53] define service classes based on thresholds.

Other services consider a more flexible QoS function, since the service is degraded little

by little (Figure 3.3(a)). These “elastic” services consider zero delay as the maximum



3.1. Motivation and model assumptions 35

Tmax

U(x)

1

(a) Elastic

Tmax1 Tmax2

U(x)

1

(b) Hard real-time

Figure 3.3: Utility functions

possible utility, but the utility slowly reduces with increasing delay. For instance, the

ITU-T recommendation G.107 defines the “E model” [54], which explains in detail the

voice service degradation as perceived by humans. When the delay is increased in a voice

conversation, the utility perceived by the user decays with the delay, but it is useful until a

Tmax delay is reached. Once this Tmax delay is exceeded the conversation becomes inaudible.

3.1.2 Traffic model

Traffic characterization is one of the most important problems and one of the most chal-

lenging research issues in computer networks and communications. If the traffic process

could be predicted, a lot of open problems would find solution (quality of service, rout-

ing optimization, network dimensioning, etc). The state of the art greatly improved after

the publication of [55], which found self-similarity and long range dependence in network

traces. These features provided a new point of view to study the traffic behaviour.

The authors in [55] analysed Ethernet traces and found the so-called long-range de-

pendence and self-similarity. In this study, the authors analyse traces from the range of

seconds to months providing very robust results. These experiments were repeated by

other authors (like in [56]), validating the results in [55].

Fractional Brownian Motion Definition

One of the models to study the long-range dependence characteristics is the Fractional

Brownian Motion (FBM). Here, this model will be defined to characterize the incoming

traffic to a system ([56]). Let At denote the number of bits arrived to the system in an

interval [0, t). The process At is defined for t ∈ (−∞,∞). Let us define the traffic in a time
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interval [s, t) as A(s, t) = At − As. We assume that the process increments are stationary

and that the process is square integrable. The process is called short range dependent

if for any s < t ≤ u < v, the correlation between A(αs, αt) and A(αu, αv) converges to

zero, when α approaches to infinity. Otherwise, it is said to be long-range dependent.

Traditional models used in telecommunications were short range dependent, but after the

results in [55] this assumption changed. Let us define v(t) = V ar(At), as the variance

function of the At process. The variance for long-range dependent processes follows the

expression:

V arAαt = (αt)p = αpV ar(At), t ∈ (−∞,∞) (3.2)

where p is a factor strictly between 1 and 2. This implies that Aαt and αp/2At has the

same correlation structure.

A process is strictly self-similar with Hurst parameter (H), if for any α > 0, the

process Yt and αHYt have the same finite-dimentional distribution. The simplest second

order model is the Gaussian one. Zt is a normalized FBM, if the following properties are

fulfilled [56]:

1. Zt has stationary increments.

2. Z0 = 0, and EZt = 0 for all t.

3. EZ2
t = |t|2H for all t.

4. Zt has continuous paths.

5. Zt is Gaussian.

The fractional Brownian traffic model is defined as follows:

At = mt +
√

amZt, t ∈ (−∞,∞) (3.3)

where Zt is a normalized FBM. The process is completely characterized by the mean (m),

variance coefficient (a = σ2/m) and Hurst parameter (H ∈ [1/2, 1)).

Performance of a FBM model in fluid queue

Once the FBM process has been defined, we can analyse its performance in a fluid based

queue. The occupancy of a fluid queue model is defined as follows:
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Figure 3.4: Fluid queue model

Qt+1 = max {Qt + (At+1 − At)− C ∗ δ, 0} , t ∈ (−∞,∞) (3.4)

where C is the queue capacity and δ is the increment in seconds from t to t+1. Figure 3.4

represents the fluid queue model used.

If a FBM trace is injected to a fluid based queue, the survival function of its occupation

is as follows ([56]):

P (X > x) ∼ e(x
r
)s

, x ≥ 0 (3.5)

s = 2− 2H

r =
1

C

(
2K(H)2am

(C −m)2H

) 1
2−2H

where K = HH(1 − H)(1−H) and m, a and H are the parameters of the incoming traffic

to the queue defined as a FBM. Our model does not consider the queue occupation, but

the queueing delay that is related with queue occupation: d = x/C, where d is the delay

in fluid queue. Just for notation purposes, x variable is used as the queuing delay in the

following sections.

Simulation example

In order to validate the traffic model, the experiment carried by the authors in [56] using

the Bellcore trace was repeated. Table 3.1 shows the estimated parameters for the Bellcore

trace. The estimation of the Hurst parameter is still an open issue. In [57], there is a

throughout explanation of the challenges in the estimating of the Hurst parameter.

The δ parameter measures the minimal timescale of the fluid model (eq. 3.4). The

Bellcore trace information is the arrival packet time and the packet size. To transform this

information to a fluid model (bits per time unit), it is necessary to give a value to δ. For
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Parameter m a H
Bellcore (1024s) 2279 Kbps 262.8 Kbps 0.78

Table 3.1: Estimated Parameters Bellcore trace

example, figure 3.5 shows the trace bitrate (At+1 − At) using a δ of half a second.
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Figure 3.5: Variation of the bitrate (b/s, averaged over intervals of 0.5 s) in the Bellcore
trace

After aggregating the traffic to timescales from 2−1 to 2−8 seconds, we simulated their

behaviour into the model in eq. 3.4. With these simulations, the occupancy was obtained

and its survival function was computed. Besides, using eq. 3.6 the analytical survival func-

tion was calculated. Figure 3.6 shows the survival function of all aggregation timescales

and the analytical one. The analytical expression fits the results in the body of the dis-

tribution, so the well-known results of [56] are validated and so is the use of this traffic

model for simulations. The analytical survival function cuts the simulations, but only in

the function tail. The reason is that most of the samples are between 0 and 100 Kb and

bigger values are strange events.
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3.2 Analysis

3.2.1 Problem statement

As previously stated, the aim is to define a mathematically rigorous set of rules that helps

such multi-layer capable core routers decide whether to switch a given LSP in the optical

domain or in the electronic domain.

At a given time, a multi-layer router handles a number of LSPs. Typically, due to QoS

constraints, optical switching is preferred due to the lack of queuing delay. In principle,

many LSPs can be multiplexed in the electronic domain, whereas the lightpath bandwidth

may be underutilized if LSPs are switched in the optical domain. This can be seen as

a capacity planning problem. Given a set of input LSPs, the question is to derive the

number of LSPs that should be switched in the electronic domain and the amount of LSPs

to be switched in the optical domain (Figure 3.7), on attempts to maximize utility. It is

preferred to switch in the electronic domain because the availability of buffering in core

nodes allows for a higher utilization, and the remaining optical bandwidth can be used for

newly arriving LSPs.

Thus, the router must trade-off these two parameters: queuing delay versus the cost

associated to the utilization of optical switching, and needs to have a set of rules predefined

to make a decision on how many LSPs should be switched in the optical domain and how

many in the electronic domain.

To do so, let N refer to the number of LSPs handled at a given random time by the
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Figure 3.7: Multi-layer decision problem

multi-layer router, and let L(de, x) refer to the loss function. The loss function L(de, x)

denotes the cost or loss of switching e LSPs in the electronic domain (thus, N − e LSPs

in the optical domain) with subsequent queuing delay experienced by the packets of the

electronically switched LSPs, which is denoted by x (for simplicity, the optically switched

LSPs have been assumed to experience zero delay). The term de denotes the “decision”

of routing e LSPs out of a total of N in the electronic domain, and is defined for some

decision space Ω = {d1, . . . , dN}. In this light, L(de, x) is given by:

L(de, x) = (Ce(e) + Co(N − e))− U(x), e = 1, . . . , N, x > 0 (3.6)

where Ce(e) and Co(N − e) refer to the cost associated to routing e LSPs in the electronic

domain and N − e in the optical domain respectively; and U(x) refers to the utility as-

sociated to a queuing delay of x units of time, experienced by the electronically switched

LSPs.

Following [58], the Bayes risk, which is essentially the expectation of the loss function

with respect to x, equals:

R(de) = ExL(de, x) = (Ce(e) + Co(N − e))− ExU(x), e = 1, . . . , N (3.7)

The goal is to obtain the optimal decision d∗N such that the Bayes risk R(d∗N) is mini-

mum. In other words:

Find d∗N such that R(d∗N) = min
de,e=1,...,N

R(de)

Following, section 3.2.2 computes the contribution of the utility functions(ExU(x))

to the risk function. This contribution is based on the QoS experienced (in terms of
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queuing delay) by the electronically switched packets. Section 3.2.3 introduces a metric

for quantifying the relative cost of optical switching with respect to electronic switching.

3.2.2 The utility function U(x)

As previously stated, the utility function U(x) is defined over the random variable x,

which represents the queuing delay experienced by the packets of electronically switched

LSPs. The queuing delay shall be assumed to be Weibull distributed, since this has been

shown to accurately capture the queuing delay behavior of a router with self-similar input

traffic [56, 59, 60]. Consequently, we assume the model introduced in section 3.1.2. Eq. 3.6

is the survival function of a Weibull distribution. However, for notation purposes, let us

compute the delay probability density function:

p(x) =
s

rs
(Cx)s−1 exp{−

(
Cx

r

)s

}, x ≥ 0 (3.8)

s = 2− 2H

r =
1

C

(
2K(H)2ame

(C −me)2H

) 1
2−2H

where C is the lightpath capacity, m is the average input traffic and a is a variance

coefficient such that am = σ2 (with σ2 being the input traffic variance) and H is the Hurst

parameter.

Once p(x) has been defined, the next step is to define a measure of the “utility” asso-

ciated to routing LSPs in the electronic domain.

Delay based utility

In its simplest way, we can easily evaluate the utility based on the observed delay, that

is, Umean(x) = −x. The utility function is thus opposite to the queuing delay x, since the

more utility occurs for smaller delays. Thus, computing the Bayes risk defined in eq. 3.7

yields:

Ex[Umean(x)] = Ex[−x] = −
∫ ∞

0

xp(x)dx (3.9)

which equals the average queuing delay experienced by the electronically switched packets.

Such value takes the following analytical expression:



42 Chapter 3. Bayesian decisor of a multi-layer capable router

Ex[Umean(x)] = −rΓ

(
1 +

1

s

)

= − 1

C

(
2K(H)2ame

(C −me)2H

) 1
2−2H

Γ

(
3− 2H

2− 2H

)
(3.10)

Hard real-time utility

Hard real-time services require that the delay is under a given threshold (Tmax) in order

to achieve utility. If the delay is greater than Tmax, they do not receive any utility at

all. Consequently, hard real-time utility can be modeled by a step function, and takes the

expression:

Ustep(x) =

{
1, if x < Tmax

0, otherwise
(3.11)

The Bayes risk requires to compute the average utility:

Ex[Ustep(x)] =

∫ Tmax

0

p(x)dx = 1−
∫ ∞

Tmax

p(x)dx = 1− P (x > Tmax) (3.12)

which, according to eq, 3.9, leads to:

Ex[Ustep(x)] = 1− e(Cx
r

)s

(3.13)

= 1− exp

(
− (C −me)2H

2K(H)2ame
(Cx)2−2H

)
, x > 0 (3.14)

Elastic utility

As previously defined in section 3.1.1, the elastic utility gradually decays, till it exceeds a

given threshold (Tmax) and no utility is achieved over such value. The exponential function

has been used to describe the degradation of elastic services [51]. Thus, the elastic utility

function is modeled as:

Uexp(x) = λe−λx, x > 0 (3.15)

where λ refers to decay ratio of the exponential function. Following the definition of Tmax

above, the value of λ has been chosen such that 90% of the utility lies before Tmax. That

is:
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λ =
1

Tmax log(1− 0.9)
(3.16)

Finally, the average elastic utility follows:

Ex[Uexp(x)] =

∫ ∞

0

λe−λxp(x)dx (3.17)

which has no analytical form. However, we can use the Taylor expansion to approximate

it, since:

E[f(x)] ≈
∫ ∞

0

p(x)

(
f(E[x]) + f ′(E[x])(x− E[x]) +

1

2
f ′′(E[x])(x− E[x])2

)
dx

= f(E[x]) +
1

2
f ′′(E[x])σ2

x (3.18)

Thus, :

Ex[Uexp(x)] ≈ Uexp(Ex[x]) +
1

2
U ′′

exp(Ex[x])σ2
x

≈ λe−λEx[x] +
1

2
λ3e−λEx[x]σ2

x (3.19)

where Ex[x] is given by eq. 3.10, and the variance σ2
x can be easily derived from eq. 3.9:

σ2
x = r2

[
Γ

(
1 +

2

k

)
− Γ2

(
1 +

1

k

)]

=
1

C2

(
2K(H)2ame

(C −me)2H

)2/(2−2H) [
Γ

(
2−H

1−H

)
+ Γ2

(
3− 2H

2− 2H

)]
(3.20)

3.2.3 The utilization cost of electronic and optical switching

As previously stated, the values of Ce(e) and Co(N − e) in eq. 3.6 represent the cost

associated to switching e LSPs in the electronic domain and N − e in the optical domain.

As previously stated, optical resources should be penalized more than the electronic ones

in order to maximize link utilization.

For simplicity purposes, we have considered a linear cost approach, at which electronic

switching is penalized as Ce(e) = Ke for some K > 0, and the cost of optical switching is

Co(N − e) = RcostK(N − e). The value of Rcost (generally Rcost > 1) denotes the relative
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optical-electronic cost, that is, the ratio at which the optical cost increases with respect to

the electronic cost.

3.3 Experiments and results

3.3.1 Scenario definition

Following, a few numerical examples applied to real case scenarios are shown. The aim

is to show practical cases at which the implemented algorithm, at a given core multi-

layer switch, decides the number of optically switched LSPs that should be transmitted

according to three sets of parameters: (1) QoS parameters, essentially the Tmax value

introduced above; (2) the relative cost Rcost which provides a measure of the utilization

cost of switching LSPs in the optical domain with respect to the electronic switching;

and, (3) the self-similar characteristics of the incoming flows, represented by the Hurst

parameter H. Furthermore, the impact of the LSPs mean and variance modification are

studied.

The simulation scenario assumes a 2.5 Gbps core network, which carries a number of

N = 60 standard VC-3 LSPs (typically 34.358 Mbps each). The values of m, σ and H,

which represent the characteristics of the traffic flows, i.e. average traffic load, variability

and Hurst parameter, have been chosen as H = 0.6 (according to [61]) and m and σ such

that σ
m

= 0.3.

Finally, the value of K has been chosen as K = 1
N

, in order to get the electrical cost

normalized, i.e. within the range [0, 1].

3.3.2 Basic decisor behaviour

The Bayesian decisor can choose between sending e LSPs using the electronic layer and

by-passing the rest of them (N − e) using the optical resources. Since the current amount

of LSPs for our case study is 60, e = 1, . . . , 60. Figure 3.8 illustrates a case example of

the risk function when Umean function is used and Rcost = 2. The increasing dashed line

is the utility function, the linear dashed line is the cost function and the addition is the

risk function (solid line). Let us remark that cost and utility functions are normalized

between in the range [0, 1] for this experiment. X axis of the Figure 3.8 shows the possible

values of e. If the router would choose e = 1, its utility is high (absolute value), but also

the associated cost to this choice is high, since most of the traffic would be sent using the
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optical domain (N − e = 59 LSPs). On the other hand, if the decisor would send 60 LSPs

in the electronic domain (x-axis), no utility is achieved, since the queue occupation is very

high (more than 80%). However, the utilization cost is zero, because just the IP resources

are used.
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Figure 3.8: Risk function example with N = 60, Umean and Rcost = 2

As the cost function monotonically decreases while the utility function monotonically

increases, there is a minimum point which is the optimal decision. For this example d∗60

is 44 LSPs. By minimizing the risk function, the router trades of between queueing delay

versus the cost associated to optical switching.

3.3.3 Study of threshold Tmax

This experiment shows the influence of the choice of Tmax in the decision to be made by the

multi-layer router with relative optical-electronic cost set to Rcost = 2. Figure 3.9 shows

this case for several values of Tmax assuming the step or hard real-time utility function

(left) and the exponential utility function (right). The values of Tmax have been chosen to

cover a wide range from 1 ms to 100 ms. Clearly, the number of optically switched LSPs

should increase with decreasing values of Tmax, since high QoS constraints require small

delays in the packet transmission (thus larger number of optically switched LSPs to reduce

latency).
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Figure 3.9: Bayes risk curves and optimal decisions (minimum values of risk) for sev-
eral Tmax values assuming hard real-time utility (left) and elastic utility (right) functions.
Dashed line = Utility.

Typically, most of the end-to-end delay suffered by applications occur in the access

network, and it is widely accepted that the core network should be designed to introduce

delay of no more than 1−10% of the total end-to-end delay. For hard real-time applications,

which may demand a maximum end-to-end of 100 ms, the core delay is thus in the range of

1− 10 ms. This would require a total number of electronically switched LSPs of d∗60 = d43

(see ¤) and d∗60 = d55 (see ◦) respectively of a total of N = 60 LSPs. For the same

delay constraints, elastic applications impose a number of electronically switched LSPs of

d∗60 = d34 (see ¤) and d∗60 = d44 (see ◦) respectively.

3.3.4 Analysis with different Rcost values

This experiment shows the impact of Rcost, which refers to the relative cost of optical

switching with respect to electronic switching, in the final decision d∗, to be taken by the

multi-layer router. Figure 3.10 left shows where the optimal decision lies (minimum cost)

for different Rcost values considering the case of linear utility function. As shown in the

right, the more expensive optical switching is (large values of Rcost), the less number of

LSPs is switched optically. In other words, for high Rcost values, only a small portion of
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LSPs is switched in the optical domain. This becomes clear for Rcost = 4, at which the

first optical LSPs occurs after i = 40 electronically switched LSPs. Figure 3.11 shows the

evolution of the optimal number of electronically switched LSPs i with respect to N when

for the exponential utility function. Its behavior is quite similar to the Umean function with

differences in the function slope.

0 20 40 60
−2.5

−2

−1.5

−1

−0.5

0

0.5

1

Electrical LSPs

R
is

k

U
mean

R
cost

=1.2

R
cost

=2

R
cost

=3

R
cost

=4

0 10 20 30 40 50
0

5

10

15

20

25

30

35

40

45

Total LSPs

LS
P

s 
in

 th
e 

op
tic

al
 d

om
ai

n

R
cost

=1.2

R
cost

=2

R
cost

=3

R
cost

=4

Figure 3.10: Variation of relative cost (Rcost) for Umean

Figure 3.12 shows the evolution of the optimal number of electronically switched LSPs

i with respect to N for the hard real-time utility function. Essentially, the functions Umean

and Uexp, as defined in section 3.2.2, show a smooth decrease with respect to delay, whereas

Ustep has an abrupt utility transition at the value Tmax. Such abrupt transition is further

translated to the optimal decision, as shown in the figure.

To sum up, when optical switching becomes too expensive, the Rcost is critical in the

optimal decision, thus canceling any influence of the QoS parameter Tmax. In this light,

the network operator has a means to decide where the optimal decision lies, trading off the

Rcost parameter and the QoS values.

3.3.5 Influence of the Hurst parameter H

The previous two numerical examples have assumed a value of H = 0.6, as observed in

real backbone traces [61]. However, other scenarios may show different values of H and it
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Figure 3.11: Variation of relative cost (Rcost) for Uexp
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Figure 3.13: Hurst parameter variation

is interesting to study its impact on the bayesian decisor. In this light, Figure 3.13 shows

the influence (left) or no-influence (right) of such parameter H in the optimal decision. In

spite of the fact that long-range dependence degrades queuing performance generally, at

high-delay values, the delay variability is smaller for high values of H (see [56], Figure 3.13).

Thus, the characteristics of the incoming traffic have a higher or lower impact on the

bayesian decisor, depending on the QoS parameters. When Tmax ≥ 10 ms, there is little

influence of H (fig 3.13 right), but for Tmax = 1 ms and smaller, the value of H is key since

it moves the decision in a wide range of optimal values: from d29 in the case of H = 0.5 to

d57 for H = 0.9 (fig 3.13 left).

The level curves shown in Figure 3.14 show such behavior for the three utility functions

(Tmax = 10 ms). Each level curve corresponds to a different utility.

Figure 3.14 middle (case of exponential utility function) and left (case of mean utility

function) shows an influence with the H value. However, Figure 3.14 right (case of step

utility function) should read as no influence with the Hurst parameter (i.e. parallel level

curves = optimal decision independent of H value). It is important to remark that such

independence behavior with parameter H does not occur if Tmax = 1ms is chosen.
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Figure 3.14: Hurst parameter variation (risk level curves)

3.3.6 Impact of the mean and variance of the LSPs

Typically, a network operator agrees a Service Level Agreement with its customers, but it

may well happen that less channel capacity is used or that the traffic variation changes.

Accordingly, this experiment studies the decisor behavior when the LSPs’ mean and vari-

ance (values m and σ2) vary, for different utility functions, which are shown in Figure 3.15

and 3.16 respectively. In the former, the original LSPs mean value is m = 34.358 Mbps

(VC-3), depicted with 4. This value has been modified in the range from −10% (30.92

Mbps, depicted as ¤) to +1% (34.7 Mbps, as /). This range aims to simulate the case

of LSPs transmitting at a much lower ratio (−10% to +1%), but rarely exceed 1% of

its nominal rate. As shown, there is little influence in the final decision d∗60, especially

in the case for the step utility function. Clearly, the change in the LSPs’ transmission

rate has an impact on the optimal decision, but nevertheless this impact is much smaller

than the impact of other system parameters: Tmax (Figure 3.9), Rcost (Figure 3.10) and H

(Figure 3.13).

Finally, for changes in parameter σ2 (rate variance), the impact is negligible, as shown

in fig. 3.16.
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Figure 3.15: Mean LSPs variation
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Figure 3.16: Variance LSPs variation
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3.4 Dynamic behavior of the risk process

3.4.1 Analysis

This section studies the dynamic behavior of the risk process in a multi-layer router.

Let us consider that LSPs arrive following a Poisson process (rate λ) with exponentially

distributed duration (mean 1/η). The cost process can be formulated as a Continuous-

Time Markov Chain. More specifically, let {X(t), t > 0} denote the chain that gives the

total number of LSPs under service by a multi-layer router at time t, out of which i LSPs

are switched in the electronic domain and X(t)−i are being switched in the optical domain.

And let Nmax denote the maximum number of LSPs supported by the multi-layer router

simultaneously.

For simplicity, let us consider discrete-time transitions between states of the chain,

which we denote by {X(n), n = 0, 1, . . .}. Then, the transition probabilities pjk are given

by:

pj,j+1 =
λ

λ + jη

pj,j−1 =
jη

λ + jη
(3.21)

for j = 1, . . . , Nmax − 1 and p01 = pNmax(Nmax−1) = 1, while pjk = 0 for all other values

of (j, k). We analyze the process {Vj(n), n = 0, 1, 2, . . . ; j = 0, 1, . . . , Nmax} which refers

to the accumulated cost in n steps of the chain X(n), assuming it departed from state j.

Let rjk denote the cost associated to the transition from state j to state k. Let us define

rjk = L(d∗k, x), which corresponds to the decision policy of choosing the optimal decision

according to eq. 3.6 for a total number of k LSPs. Accordingly, it follows that:

Vj(n) =
n∑

k=1

pjk (rjk + Vk(n− 1))

j = 1, 2, . . . , Nmax − 1; n = 1, 2, . . . ; (3.22)

and Vj(0) = 0, V0(1) = L(d∗1, x), V(Nmax)(1) = L(d∗Nmax−1, x), which follows directly from

the one-step Chapman-Kolmogorov equations. Note that the accumulated cost in n steps

from state j is equal to the cost of the one-step transition to state k plus the accumulated
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cost from such state k in n− 1 steps. Now, we use eq. 3.21 to obtain:

Vj(n) = pj(j+1)(rj(j+1) + Vj+1(n− 1)) + pj(j−1)(rj(j−1) + Vj−1(n− 1))

j = 1, 2, . . . , Nmax − 1; n = 1, 2, . . . ; (3.23)

V0(n) = r01 + V1(n− 1); n = 1, 2, . . . ; (3.24)

VNmax(n) = rNmax(Nmax−1) + VNmax−1(n− 1); n = 1, 2, . . . ; (3.25)

and Vj(0) = 0. Finally, expanding the transition probabilities brings the final recursion

formula:

Vj(n) =
λ

λ + jη
(rj(j+1) + Vj+1(n− 1)) +

jη

λ + jη
(rj(j−1) + Vj−1(n− 1))

j = 1, 2, . . . , Nmax − 1; n = 1, 2, . . . ; (3.26)

and Vj(0) = 0. It is worth noticing that the expression for V0(n) and VNmax(n) remain the

same. Taking expectations in both sides of the equation gives:

Vj(n) =
λ

λ + jη
(R(d∗j+1) + Vj+1(n− 1)) +

jη

λ + jη
(R(d∗j−1) + Vj−1(n− 1))

j = 1, 2, . . . , Nmax − 1; n = 1, 2, . . . ; (3.27)

V0(n) = R(d∗1) + V1(n− 1); n = 1, 2, . . . (3.28)

VNmax(n) = R(d∗Nmax−1) + VNmax−1(n− 1); n = 1, 2, . . . ; (3.29)

and Vj(0) = 0 where R(·) is given by eq. 3.7 and Vj(n) = E(Vj(n)).

Now, we explicitly calculate the first steps of the recursion formula (n = 0, 1), and

provide results for a generic n = 1, 2, ..., 10 in section 3.4.2. For n = 0, as defined above:

Vj(0) = 0 j = 0, 1, . . . , Nmax (3.30)
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Figure 3.17: Risk versus optimal number of electronic LSPs for a total number of LSPs in
the range 30− 60

For n = 1, using the result for n = 0, it yields:

Vj(1) =
λ

λ + jη
R(d∗j+1) +

jη

λ + jη
R(d∗j−1) j = 1, . . . Nmax − 1 (3.31)

and V0(1) = R(d∗1), V(Nmax)(1) = R(d∗Nmax−1). Eq. 3.27 provides the dynamic behavior of

the Bayes risk, as we move n steps forward from any state j.

3.4.2 Numerical example

Fig. 3.17 shows the risk curves of a multi-layer router as a function of the total number of

LSPs switched. Actually, each curve represents a different (increasing) number of LSPs.

The optimal decisions are represented with symbol ¤. In the figure, a total number of

j = 30 LSPs gives an optimal decision of d∗30 = d17 electronically switched LSPs. As

shown, as the number of LSP arrivals increases, the optimal number of electronically

switched LSPs i also increases, thus reducing the risk. For j = 60, the optimal number

of LSPs switched in the electronic domain is d∗60 = d44. Interestingly, in some cases, the

optimal number of electronically switched LSPs remains the same regardless of a small

increment in the number of incoming LSPs j (several squares along the same vertical line).
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The accumulated risk function Vj(n) as defined in the section above was analytically

solved for n = 0 and n = 1 only. Fig. 3.18 shows the time evolution of Vj(n) for a time

horizon from n = 1 to n = 10, given different initial states (j ∈ {30, 50, 70}). The ρ = λ
η

value for the experiment was 50%, although the variation of this parameter was tested and

it was not outstanding. Vj(n) is a monotonically decreasing function, since as previous risk

curves have shown (for instance Fig. 3.17), the risk of the optimal decision (d∗j) is negative.

Besides, as the decisor works with the loss function (eq. 3.6), it is reasonable that the

function decreases. If the decisor had been defined with a profit function, Vj(n) would

have been a monotonically increasing function. In other words, a negative loss function

implies that there is a (positive) revenue for the operator. The initial state for Vj(n)

determines the evolution of the accumulative risk function and its slope is determined by

this point. Furthermore, it is worth noticing that there is a quasi-linear behavior for all

curves.
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Figure 3.18: Evolution of Vj(n) from different states



56 Chapter 3. Bayesian decisor of a multi-layer capable router

3.5 Conclusions

The main contribution of this chapter is that first, it presents a novel methodology, based on

the Bayesian decision theory, that helps multi-layer capable routers to make the decision of

either optical or electronic switching of incoming LSPs. Such decision is based on technical

aspects such as QoS constraints and long-range dependence characteristics of the incoming

traffic, but also considers the cost differences of optical and electrical switching. This

way permits high flexibility to the network operator to trade off both QoS and resource

utilization aspects.

Moreover, the Bayesian decision theory framework is of low complexity, and can easily

adapt to changing conditions: QoS guarantees, traffic profiles, resource utilization and

network operator preferences.

Finally, this first approach of the algorithm can be implemented in a per node basis by

using local and independent parameters (e.g delay thresholds and optical-electronic cost) in

each node. However, the local parameters are not enough in the provisioning of end-to-end

services.



Chapter 4

End to end service provisioning in

Multi-layer networks

This chapter provides an extension of the Bayesian decisor model to an end-to-end sce-

nario. This model is based on chapter 3 framework, so this chapter demonstrates that

the compromise between the utility perceived by the customers in terms of delay and the

utilization costs of the optical and electronic resources is kept in this multi-hop scenario.

The mathematical formulation of such Bayesian decisor is formulated for this new scenario

and its behavior is further analyzed for different configurations. Our findings show that

the algorithm is capable of adapting decisions according to traffic characteristics, while

utilizing only the optical resources when it is required.

This chapter is organized as follows: Section 4.1 presents the multi-hop scenario whereby

the Bayesian decision algorithm is to be applied. This section also introduces the risk func-

tion as it is defined in Bayesian decision theory, and computes its individual components:

cost and utility (QoS perceived) to find the optimal decision. Section 4.2 shows the be-

havior of the algorithm in such a multi-hop scenario and shows how to adjust the model

parameters to trade off QoS and cost. Finally, Section 4.3 concludes this chapter.

4.1 Problem statement: Multi-hop scenario

Let us assume the multi-hop scenario proposed in Figure 4.1, with M+1 multi-layer capable

nodes. In this scenario, each node j (with j = 1, . . . ,M) is offered a number of Nj Label

Switch Paths (LSPs) sent to the destination node. Each node j decides the number ej

of LSPs that are electronically switched to the destination node, thus remaining oj LSPs

57



58 Chapter 4. End to end service provisioning in Multi-layer networks

e1 e2 eM-1

N2N1

...

eM-2

NM-1

NM+eM-1

Destination

node

N1-e1 N2+e1-e2 NM+eM-1-eM No decision is done in 

the last hop.

NM

Figure 4.1: Multi-hop scenario under study

to be transmitted all-optically. The electronic transmission of LSPs implies traversing

all intermediate nodes, thus suffering O/E and E/O conversions and electronic buffering

(hence delay) at each of them. Optical switching implies the creation of an end-to-end

(e2e) lightpath (from the source to the destination node) with no O/E conversion or delay

experienced. Clearly, optical switching provides better QoS experienced by the LSPs (no

delay at intermediate nodes), but requires extra resource consumption (the creation of

new lightpaths per e2e optical switching). These two aspects of multi-layer switching (QoS

perceived and extra Cost of using resources) must be traded off by the Bayesian decisor to

find the optimum number of optically- and electronically-switched LSPs.

For notation purposes, let node 1 offer N1 LSPs to the multi-layer Bayesian decisor.

This decides to switch e1 LSPs electronically (thus offered to node 2), and o1 = N1 − e1

LSPs optically (Figure 4.1). Node 2 therefore must decide the number e2 of electronically

switched LSPs among the total N2+e1 offered, thus leaving o2 = N2+e1−e2 LSPs to go all-

optically to the destination node. Following this reasoning, node j is offered Nj +ej−1 total

LSPs and, among them, ej and oj = Nj + ej−1− ej are transmitted through the electronic

(hop-by-hop switching) and optical domains (direct lightpath) respectively. Let us remark

that an e2e ligthpath in the M -th node uses the same resources than a hop-by-hop service,

hence the last hop makes no decision (thus eM = NM + eM−1).

The next section defines the Risk function, which is based on the cost of using optical

and electronic resources and the e2e delay experienced by the electronically switched LSPs.

4.1.1 Risk function definition

Let ~e = {e1, e2, . . . , eM−1} denote the decision vector which gives the number of LSPs

transmitted over the IP (electronic) layer at each hop j. The queueing delay experienced
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by electronically-switched LSPs or flows at hop j (that is, delay from node j to node j +1)

xj depends on the load offered ej. Thus, the e2e delay experienced by a given LSP offered

at node j is xe2e
j =

∑M
i=j xi since it must traverse the subsequent nodes until destination

(with their respective delays). A loss function is stated as:

L(~e, xe2e) = KcCT (~e)−Ku

M∑
j=1

U(xe2e
j ) (4.1)

where CT (~e) and U(xe2e
j ) refer to the utilization cost and utility function associated to

the decision vector ~e. Both quantities are weighted by constants Kc and Ku. With these

parameters, we define the Bayesian Risk function, like we did in section 3.2.1:

R(~e, xe2e) = ExL(~e, xe2e)

= KcCT (~e)−Ku

M∑
j=1

Ex

[
U(xe2e

j )
]

xe2e ≥ 0 (4.2)

Clearly, the goal is to find the optimum decision vector ~e∗ that minimises the Bayesian

Risk given by eq. 4.2. Note that this is a discrete optimization problem in M−1 dimensions,

which yields the optimal decision vector ~e∗ = (d∗N1
, d∗N2+i1

, . . . , d∗NM+iM−1
).

Since the decision vector ~e∗ gives the number of LSPs switched in each domain (optical

and electronic), the Bayesian Risk finds a trade-off between the utility perceived by the

traffic sent through the electronic domain and the cost related with the utilization of

the optical and electronic resources. The following explains how to compute CT (~e) and

Ex

[
U(xe2e

j )
]

in a multi-hop scenario.

4.1.2 Cost of using resources

This function accounts the cost Ce of using hop-by-hop connections (electronic switching)

and the cost Co of using end-to-end ligthpaths (optical switching) which, for a decision

vector ~e, is given by:

CT (~e) = Ce(~e) + RcostCo(~e) (4.3)
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where Rcost is the relative cost of using the optical and electronic resources. In other words,

an optical lightpath is Rcost times more expensive than the same connection in the electronic

layer. Note that Rcost is not a monetary cost but a metric that helps network operators

decide how valuable their optical resources are with respect to the already deployed IP

layer.

Cost computation has been chosen to follow the next design premises:

1. LSPs should be switched in the electronic domain while their utility perceived is

correct, hence the cost of using electronic resources is cheaper than that of using

optical resources, for the same amount of traffic (routers are already deployed).

2. If an optical bypass is to be set up, the longer it is, the better (less cost), that is, the

cost of long connections should be lower than short optical by-pass connections.

Thanks to this cost model, only the necessary e2e optical connections are created, and this

occurs when the IP layer do not provide the necessary utility to the traffic.

Following these premises, we define the cost of transmitting an LSP optically per hop

as k+1
k

, where k is the length of the optical by-pass (that is, a lightpath created from node

j to the destination node is of length k = M + 1 − j). Note that this series is strictly

decreasing since k+1
k

> L+1
l

, ∀k < L, giving a cheaper cost per hop the longer the lightpath

is, thus promoting the creation of long e2e by-pass optical connections in the network. It

is worth noticing that, in the scenario proposed in Figure 4.1, the longest (and cheapest)

lightpath possible is of cost M+1
M

, and it is the cheapest one since M+1
M

< k+1
k

, ∀k < M . In

conclusion, the optical cost of sending e LSPs through k hops is k+1
k
× k× e = (k + 1)× e.

The definition of the electronic and optical cost functions are as follows:

Ce(~e) =
M∑

j=1

2ej (4.4)

Co(~e) =

(
(M + 1)(N1 − e1) +

M−1∑
j=2

(M − j + 2)(Nj − ej + ej−1)

)
(4.5)

According to the previous definitions (eq. 4.3, optical resources are Rcost times more

expensive than electronic in the case of one-hop switching. The one-hop electronic cost is 2

(k = 1), and (M+1)
M

is the cheapest optical cost per hop in this scenario, since the maximum

optical path length is M . According to this, Rcost must satisfy Rcost > 2·M
M+1

to ensure that
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the cheapest optical lightpath is more expensive than its electronic counterpart. Otherwise,

if optical resource utilization is very cheap and they add no delay to the packets, there is

no reason to send the traffic using the IP layer.

Figure 4.2(a) shows a multi-hop scenario with three hops (M = 3). In such scenario

there are three possible end-to-end paths from node 1 to the destination node. If a LSP is

sent through the hop-by-hop connection, the associated cost is due to the electronic cost,

since no utilization of the optical resources is done. Its cost would be 2 ×M . If the end-

to-end connection is used, the cost is just optical cost and it is (M +1)×Rcost = 4×Rcost.

Concerning the hybrid case, the cost is one hop electronic and two hops in the optical

domain, so its cost is 2 + M × Rcost = 2 + 3 × Rcost. Figure 4.2(b) depicts the cost of

sending one LSP using the hop-by-hop connection, the end-to-end lightpath or a hybrid

connection, when Rcost = {1, 1.5, 2, 2.5, 3}. According to the previous designed rule, Rcost

should be greater than 2·M
M+1

, in this case 1.5. This is the reason why the cost per LSP of

a hop-by-hop connection is more expensive when Rcost = 1 or equal when Rcost = 1.5 than

the end-to-end path. When Rcost > 1.5, the cost per LSP is cheaper in the electronic than

in the optical domain. The cost of the hybrid connection is intermediate, since the first

hop is done in the IP layer and the rest in the optical domain. Let us remark that the

cost is not the only value to make the decision. The LSPs sent through the IP layer suffer

a delay, which increase their risk. Therefore, although the cost is lower the traffic can be

routed in the optical domain.

Destination

nodeNode 1 Node 2 Node 3

e2e 
Hybrid 
Hop-by-hop 

(a) Multi-hop scenario with three hops (M = 3)
and possible end-to-end paths
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Figure 4.2: Rcost designed rule example
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Once the definition of the cost function is stated, replacing eq. 4.4 and 4.4 in eq. 4.2,

risk function yields:

R(~e, xe2e) = Kc

[
M∑

j=1

2ej + Rcost

(
(M + 1)(N1 − e1) +

M−1∑
j=2

(M − j + 2)(Nj − ej + ej−1)

)]

−Ku [Ex {U(xe2e)}] , xe2e ≥ 0 (4.6)

4.1.3 Utility functions definition

The utility function applied to a decision vector ~e gives a metric for the delay experienced by

the electronically-switched LSPs, such that, the more delay experienced by them, the less

utility achieved. The electronically-switched LSPs are assumed to experience some degree

of delay, since they must traverse several hops with their respective electronic queues. On

the other hand, the delay experienced by the optically-switched LSPs is assumed negligible

compared to the electronic delay, since optical LSPs are provided a dedicated e2e path.

Such an electronic delay is calculated based on the load level of a queue fed with self-

similar traffic, as explained in section 3.1.2. Once the e2e electronic delay is obtained, the

utility function operates to derive a utility metric following one of these Class of Service

(CoS) utility models (see section 3.2.2: average delay, hard real-time and elastic utilities,

as follows:

Average delay-based utility (Umean)

This utility is defined as: Umean(xe2e
j ) = −xe2e

j which, after applying the expectation

operator Ex of eq. 4.2, provides a utility function based on the average e2e delay experienced

by the electronically-switched LSPs. This value is computed as:

Ex[Umean(x
e2e
k )] = Ex[−xe2e

k ] = −
M∑

j=k

Ex[xj]

= −
M∑

j=k

{
rΓ

(
1 +

1

s

)}
(4.7)

As we previously explained, this utility function can be used for best-effort services,

whereby great service interactivity provides high utility values, but this utility function does

not excessively penalize if such interactivity is low. In this multi-hop scenario, the Umean
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function estimates the utility based on the mean service delay. Finally, let us compute

the expression of the risk function. Ex[Umean(x)] computation is explained in 3.2.2 and its

expression is the following:

Ex[Umean(x)] = − 1

C

(
2K(H)2ame

(C −me)2H

)1/(2−2H)

Γ

(
3− 2H

2− 2H

)
(4.8)

Replacing Ex[Umean(x)] in eq. 4.6, the expression of the risk function for the Umean

utility is:

R(~e, xe2e) = Kc

[
M∑

j=1

2ej + Rcost

(
(M + 1)(N1 − e1) +

M−1∑
j=2

(M − j + 2)(Nj − ej + ej−1)

)]

−Ku

[
M∑

j=1

1

C

(
2K(H)2amej

(C −mej)2H

) 1
(2−2H)

Γ

(
3− 2H

2− 2H

)]
(4.9)

Hard real-time utility (Ustep)

Some applications tolerate very well a certain e2e delay value until a given delay threshold,

Ustep is defined to deal with such scenarios (section 3.2.2):

Ustep(x
e2e
j ) =

{
1, if xe2e

j < Tmax

0, otherwise
(4.10)

where the threshold Tmax depends on the service or application. After applying the expec-

tation operator Ex to Ustep, it yields:

Ex[Ustep(x
e2e
k )] = Ex[Ustep(

M∑

j=k

xj)] = P (xe2e
k < Tmax) (4.11)

The calculation of the e2e delay expectation requires the convolution of the queueing delay

pdf, which it is not possible to obtain analytically. However, we can approximate the e2e

delay (xe2e) by a Gaussian distribution, assuming that the per-hop delays are independent.

The moments of such a Gaussian pdf are computed by the Weibull delay assumption

(eq. 3.9):

P (xe2e
j < Tmax) ∼ N(

M∑
i=j

µi,

√√√√
M∑
i=j

σ2
i ) = N(µe2e

j , σe2e
j ) (4.12)
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Once the pdf of the sum of the variables is computed, it is possible to calculate the

percentile given by the threshold (Tmax). The risk function for the Ustep utility is:

R(~e, xe2e) = Kc

[
M∑

j=1

2ej + Rcost

(
(M + 1)(N1 − e1) +

M−1∑
j=2

(M − j + 2)(Nj − ej + ej−1)

)]

−Ku

M∑
j=1

P (xe2e
j < Tmax) (4.13)

Elastic utility (Uexp)

Other applications, such as voice transmission, experience slow service degradation with

increasing delay, until a threshold delay is reached. The elastic utility function fits with

the properties of this delay-sensitive applications:

Uexp(x
e2e
j ) = λe−λxe2e

j , xe2e
j ≥ 0 (4.14)

where λ refers to decay ratio of the exponential function. This utility function lies some-

where in between the previous two, whereby excessive delays are highly penalized, but not

that much as in the hard real-time utility case.

Finally, the value of λ is chosen such that α = 50% of the total utility lies before a

delay threshold Tmax:

λ =
1

Tmax log(1− α)
(4.15)

this value can be obviously adjusted for a given α.

Finally, after assuming the Gaussian approximation of eq. 4.12 for computing e2e delays,

the expected utility obtained in this case is given by:

Ex[Uexp(x
e2e
j )] = Ex[λe−λxe2e

j ] (4.16)

=

∫ ∞

−∞
λe−λxe2e

j N(µe2e
j , σe2e

j )dxe2e
j

This integral can be solved completing the square, achieving the following expression:

Exe2e [Uexp(x
e2e
j )] = λe

σ2 e2e
j λ2−2µe2e

j λ

2 (4.17)
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Figure 4.3: Risk Computation Example

Replacing in equation 4.2, the exponential risk function for the end-to-end path is:

R(~e, xe2e) = Kc

[
M∑

j=1

2ej + Rcost

(
(M + 1)(N1 − e1) +

M−1∑
j=2

(M − j + 2)(Nj − ej + ej−1)

)]

−Ku

M∑
j=1

λe
σ2 e2e

j λ2−2µe2e
j λ

2 (4.18)

4.1.4 Illustrative example

Figure 4.3 depicts an example in which there is a single demand (d1). Let us assume that

d1 is served using 3 different paths (p1, p2 and p3). The p1 risk contribution is due to the

delay in q1, q2 and q3 and the electronic cost. However, the p2 risk is due to the cost of

the optical resources. The risk added by p3 consists on electronic and optical cost and the

delay in q1. Let us remind that the electronic cost is compute in each hop and the optical

cost depends on the path length as it was defined in section 4.1.2.

4.2 Numerical results and discussion

Next, the Bayesian decisor is evaluated in the scenario depicted in Figure 4.1 with M = 3

hops. We assume the following parameter values: 2.5 Gbps of lightpath capacity fed with

standard VC-3 LSPs of 34.358 Mbps bitrate each. The number of incoming flows in the

last node is N3 = 0. The bandwidth standard deviation is chosen such that σ
m

= 30% and

the Hurst parameter selected is H = 0.6 (according to [61]). The Tmax value is set to 80ms

for Uexp and Tmax = 5ms for Ustep, since the QoS restrictions are more stringent in the

latter case. The value of Rcost = 2 by default. Kc and Ku are constants that define the

decision when the system operates at maximum network load (that is, Nmax = bC/mc).
Thanks to these constants it is possible to set the occupation of the optical and electrical
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link in the worst case. In our numerical experiments, for Nmax = bC/mc = 72 incoming

LSPs, the hop-by-hop electronic connection transmits 70% of the traffic, that is 50 LSPs.

This policy can be adjusted by the network operator as necessary.

4.2.1 Basic behavior of the algorithm

The level curves of the Risk function help us to see how the function changes with the

incoming traffic. Figure 4.4(a) (left) shows the Umean level curves for N1 = 72 and no cross

traffic at node 2 (N2 = 0). Since this is the normalization working point, the algorithm

decides to send 50 LSPs through the IP layer. Figure 4.4(a) (right) illustrates the decision

when node 2 injects some cross traffic, more specifically N2 = 10 LSPs. In this situation,

the decisor changes its behaviour by sending o1 = 35 LSPs through the optical layer from

node 1 to the destination node, which gives e1 = 72− 35 = 37 LSPs through the electronic

domain. These 37 LSPs are added to the N2 = 10 offered at node 2, which are transmitted

electronically to the destination node.

It is worth noting that, since node 2 is closer to the destination node than node 1, its

QoS restrictions are more permissive than if the same amount of traffic was offered at node

1.
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Figure 4.4: Level curves examples without cross-traffic (left) and with cross-traffic (right)

Figure 4.4(b) displays the decision of the Ustep function when there is no cross-traffic

(left) and when there are 10 incoming LSPs in the second node. This happened with Umean

function, the decisor reduces the amount of traffic in the electronic layer to minimize the
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risk function. The level curves of the Risk function for Uexp are not included for brevity

purposes, but the next experiments examine the behavior of the decision algorithm for

such utility function.

4.2.2 Decisor dynamics experiment

Once the basis of the multi-hop algorithm is settled, the next experiments show its behavior

when the traffic load is increasing. The experiments range from an empty network setup

(no traffic) to congestion. We assume that there is a single lambda available between the

first and the destination node. This is the reason why the maximum amount of LSPs is

Nmax in the optical paths.

Traffic increment in the first node without cross-traffic

The next experiment shows how the algorithm changes its decision when the first node

increases the amount of LSPs offered to the system and there is no cross-traffic (N2 = 0).

Figure 4.5(a) shows the number of flows sent through the electronic and optical domains

at each hop, for the average delay utility case (Umean). As shown, all traffic flows are

sent through the IP layer until the utility given to the flows is smaller than the cost of

establishing a new e2e connection, which occurs when N1 ≥ 50. At this point, a direct

lightpath (first lightpath) from the first node to the destination node is created, as shown

in the figure. After this, the network load keeps increasing (more LSPs offered at node 1)

and, after some time (when the delay experienced at the second hop is excessive), a second

lightpath at node 2 is created for incoming LSPs.

Figure 4.5(b) and 4.5(c) illustrates the same experiment but using the Ustep and Uexp

utility functions instead. The Uexp utility function behaves very similarly to Umean. How-

ever, when the Ustep is employed, the system forces all electronically-switched LSPs in the

second node to be switched over the second lightpath, once this is created. The step utility

is shown to be more QoS aware than both the exp and mean utility functions.

First node constant rate and second node load increment

This experiment evaluates the decision when the load offered to the first node is constant

(N1 = 10) and the second node sends a variable number N2 of LSPs. Figures 4.6(a) depicts

the amount of traffic sent using the electronic and optical layers in both hops. When the

second node gets saturated (QoS degraded), the first node decides to send its 10 LSPs using
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Figure 4.5: LSPs sent through the electronic and optical layers at nodes 1 and 2 when the
load in the first node increases

a direct e2e lightpath (first lightpath). It is worth noticing that a lightpath is created at

the first node, rather than at the second node. This behaviour occurs thanks to the cost

function, which favors the creation of long ligthpaths. However, since the traffic offered at

node two N2 keeps increasing, the bayesian decisor establishes a second e2e ligthpath at

the second node. As it is depicted in Figures 4.6(b) and 4.6(c) this behavior is common to

all utility functions.

4.2.3 Influence of the utilization cost (Rcost)

Table 4.1 shows the optimal decision for different values of Rcost and the three utility

functions. Remark that Rcost satisfies the condition: Rcost > 2∗M
M+1

= 3
2

(M = 3) to make

the cheapest (longest) lightpath more expensive than its electronic counterpart (further

information in section 4.1.2). The results show that the more expensive the optical re-

sources are (large values of Rcost), the fewer LSPs are routed using the optical domain, as

expected. When Umean and Uexp are used, the value of Rcost indeed decides the number of

LSPs switched through each domain. For example, with Uexp, e∗1 = 32 LSPs are switched

over the electronic layer for Rcost = 1.6, while for Rcost = 3, we have e∗1 = 58. On the other

hand, the results obtained for the Ustep function are different than for Umean and Uexp. In

this case, the decision does not vary significantly with respect to Rcost (Table 4.1), since

the decision is mostly determined by the QoS parameters.
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Figure 4.6: LSPs sent through the electronic and optical layer when the load in the second
node increases

N1 = 60, N2 = 0 N1 = 60, N2 = 10
Umean Ustep Uexp Umean Ustep Uexp

Rcost = 1.6
e∗1 33 50 32 17 41 16
e∗2 33 50 32 27 51 26

Rcost = 2
e∗1 50 50 50 37 42 37
e∗2 50 50 50 47 52 47

Rcost = 3
e∗1 58 51 58 54 49 54
e∗2 58 51 58 55 52 55

Table 4.1: Optimal decisions with the variation of the Rcost parameter
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Let us compare this results with the behavior of the decisor in a single-hop scenario.

Section 3.3.4 shows that the Rcost parameter fixes the working point in a single-hop scenario.

However, the QoS restrictions applied by Ustep function makes them more important than

the resources cost due to the nature of “hard-real time” applications. This behavior fits

better with the desired performance in a multi-hop scenario. However, section 3.3.4 shows

that the Rcost parameter has a lower influence on Ustep utility than on the Umean or Uexp

functions. We can say that this Rcost influence avoidance remains in the utility function

itself.

4.2.4 Study of delay QoS threshold (Tmax)

This section presents the decision results for changing Tmax for offered traffic N1 = 60 and

N2 = 10 fixed. As previously stated in Section 4.1.1, the QoS parameter (Tmax) is only

introduced for the elastic (Uexp) and hard-real time (Ustep) utility functions. Therefore,

Umean is not studied in this section.
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Figure 4.7: Variation of the Tmax parameter (Uexp)

Figure 4.7 illustrates the optimal decision for Uexp when Tmax varies from 48ms to

112ms, which is a 40% of variation from 80ms. In light of the results, we observe that

the network operator can tune the number of LSPs to be sent through the optical layer by

changing Tmax value. If flows are subject to coarser QoS constraints, the Bayesian decisor

sends more LSPs over the electronic layer.

For the Ustep function (Figure 4.8), the results are the following: for Tmax = 3ms is
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Figure 4.8: Variation of the Tmax parameter (Ustep)

~e = {37, 47}, for Tmax = 5ms is ~e = {42, 52} and for Tmax = 7ms is ~e = {45, 55}. The

variation from 3ms to 7ms is a 40% from 5ms to make a fair comparison. Table 4.1 showed

that Ustep is not very sensible to Rcost, but it is to Tmax (the QoS parameter). The reason

is that this parameter is related to the e2e QoS performance experienced by the LSPs.

4.2.5 Hurst parameter

Traffic self-similarity is a well-known property of the Internet traffic. However, depending

on the aggregation level and the network topology, the Hurst parameter changes [61].

Therefore, it is advisable to revise its impact on the multi-hop decisor. Table 4.2 shows the

influence of the H parameter in the optimal decision. As shown in the table, a substantial

increase of H always affects the optimal decision, but specially when Ustep is used. This is

expected since the value of H affects the variability of delay and the utility function Ustep

is more delay-sensitive than the other two.

N1 = 60, N2 = 0 N1 = 60, N2 = 10
Umean Ustep Uexp Umean Ustep Uexp

H = 0.55
e∗1 46 43 44 37 35 36
e∗2 46 43 44 47 45 46

H = 0.6
e∗1 50 50 50 42 42 42
e∗2 50 50 50 52 52 52

H = 0.65
e∗1 54 56 54 45 47 45
e∗2 54 56 54 55 57 55

Table 4.2: Optimal decisions with the Hurst variation
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4.2.6 On the influence of the path length in the decision

Previous experiments yield with a M = 3 hops scenario. The network delay varies when the

path length is increased, so the decisor sends less traffic at the IP layer when the number

of hops increase. This experiment sends N1 = 72 LSPs, while the remaining nodes do

not inject traffic. Figure 4.9(a) shows the variation of the decision when the path length

increase. It is plotted the amount of traffic sent with the hop-by-hop and the by-pass

connection. When M = 3, the amount of LSPs is the defined amount by normalization.

Section 4.2 defines the amount of LSPs sent using the hop-by-hop connection to 50 LSPs.
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Figure 4.9: Variation of the decision when the path length changes

Figure 4.9(b) and 4.9(c) depicts the results for Ustep and Uexp. The decision in the

normalization point remains at the same point. When the path length becomes longer, the

amount of traffic send using the electronic layer is reduced, while the remaining traffic is

transmitted via the by-pass connection. All utilities transfer almost the same amount of

traffic at the IP and optical layer when the number of hops is 12.



4.3. Conclusions 73

Figure 4.10(a) depicts the decision taken in each hop when the amount of traffic N1 is

increased in a M = 4 scenario. We can see that as there is no cross-traffic the decision

(ei , oi) is the same along the path. The amount of traffic is lower than 50 (normalization

point). The same experiment is shown in Figure 4.10(b) but with Ustep function. Uexp

results are not displayed here, but they are similar to Umean results.
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Figure 4.10: LSPs sent in each hop when the load in the first node increases (left) electronic
layer (ei) (right) optical layer (oi)

4.3 Conclusions

This chapter builds over the previous single-node model a functions definition to deal with

the utilization of the electronic and optical layers in a multi-hop scenario with multi-layer

capable routers. Essentially, this includes the definition of a multi-hop Bayesian decisor

which decides the amount of traffic routed through the optical and electronic domains,

and its behavior is explained. The experiments show that thanks to the Tmax and Rcost

parameters, the network operator is provided with a means to define QoS and Relative opti-

cal/electronic cost aware metrics, which can be further applied to define traffic engineering

mechanisms.

The path-oriented approach of this mechanism is an advantage, since it can yield into a

distribution path risk-aware algorithm. However, the first step is to evaluate the Bayesian

decisor in a full network topology, on attempts to define a full risk-oriented planning

mechanism.





Chapter 5

Evaluation of the Bayesian decisor in

real networks

This chapter studies the behavior of the Bayesian decisor in a full network topology. Pre-

vious chapters have shown the benefits of this model in a single-node (chapter 3) and a

multi-hop scenario (chapter 4). The next step is to carry out a deeper analysis of the per-

formance behavior of the Bayesian algorithm in a full network topology. The experiments

will reveal a similar compromise between QoS and resource utilization as in the previous

cases.

Once again, the Bayesian algorithm tries to find the minimum in a Bayesian Risk

function which gives the number of LSPs that goes through the optical and electronic

domains. This minimum is found in two ways, following a complete optimization approach

and a heuristic-based algorithm, which are both shown to output the same solution on

small, medium and large-size topologies. These experiments show the potential of the

Bayesian approach to deal with the problem of trading-off between the resources and the

QoS provisioning problem.

The remainder of this chapter is organized as follows: section 5.1 redefines the Bayesian

optimization problem for a full network topology. Then, section 5.2 proposes the two

approaches to solve the MTE problem. Section 5.3 compares both solutions and shows the

performance of the algorithm in full network topologies. Section 5.4 explains in detail the

behavior of the algorithm. Finally, section 5.5 concludes with remarks of the algorithm.

75
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5.1 Risk definition in the full network topology

The Bayesian decisor deals with the problem illustrated in Figure 5.1. As stated in sec-

tion 2.3, MTE problems are defined by five blocks: (1) traffic demand, (2) network equip-

ment, (3) objective, (4) MTE module and (5) network configuration. For our problem,

(1) we assume a static traffic matrix which is explained in detail for each experiment in

section 5.4. The network equipment are multi-layer capable routers (2), which minimize

the risk function (3) using the Bayesian decisor (4). Finally, the amount of traffic sent

through each connection is given, as well as the required light-paths between the nodes

(5).

Demand Matrix (D)

Multi-layer routers 

Topology (T)

Bayesian

Decisor

Objective:

minimize

R(e,xe2e)

Routing and by-

pass connections

Figure 5.1: Blocks Definition Bayesian Decisor Problem

Following this, section 5.1.1 describes how the network topology is defined and sec-

tion 5.1.2 expands the definition of the risk function to a full network.

5.1.1 Topology Definition

Let us consider a network topology T = [V ; L] consisting of a vertex set V and an arc set L

(see [41] or section 2.5.1). It is assumed that each vertex represents a multi-layer capable

router. Each arc (x, y) ∈ L has associated a non-negative real number c(x, y), which refers

to its capacity. Let us define D as the traffic demand matrix, where each value associated

to the position (i, j) is the traffic demand from node i to node j. Figure 5.2(a) illustrates a

network with five multi-layer capable routers. Each node is a multi-layer capable router, so

its logical topology has not only the IP but also the optical layer resources. Let us define
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the logical topology as T ′ = [V ′; L′]. Figure 5.2(b) shows the topology duplicated which is

used for the risk function computation.

n2

n3

n1 n4 n5

(a) Physical topology (T )
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Optical Equipment 

Electronic Equipment 
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duplicated for  

computation

5
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(b) Logical topology (T ′)

Figure 5.2: Five node network

Over such topology (T ′), we assume that a set of paths p = 1, 2, . . . , Pdp is defined.

The aim of this work is to give an open framework to solve the multi-layer switching

problem, but not to define which paths are the more suitable for computation. The network

administrator can define such set of paths based on administrative motivations, and a

routing algorithm can be run to give this information or all possible paths among the

nodes can be defined in the set p [62].

A portion of such paths are hop-by-hop connections and the rest of them uses end-to-

end ligthpaths, so some demands (D) are routed through end-to-end ligthpaths, while the

rest of them are sent using hop-by-hop electronic connections. Let us identify the optically

served demands as the matrix O and the electronically ones as E.

5.1.2 Redefining the Risk function

Section 4.1.1 defined the risk function (eq. 4.2) for the multi-hop scenario and the con-

tribution of the cost and utility functions. In the multi-hop scenario it is very clear the

relationship between the number of optically routed flows (~o) and the number of incoming

flows ~N and the electronically routed flows ~e (see Figure 4.1). However, in a whole network

this computation is not straightforward, because end-to-end paths may share a segment in

the network. Therefore, to clarify notation and avoid confusion the O matrix is included in

the risk function definition. The computation of the utility contribution in the full network

is performed on a per-path basis. Each path computes its utility which is added to the

global risk function. The reason for this is that the utility depends on the end-to-end delay

(xe2e
p ), so it is necessary to calculate the risk function in that path-oriented way. The risk
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function for the full network is defined as follows:

R(E, O) = KcCT (E, O)−Ku

D∑

d=1

Pd∑
p=1

Ex

[
U(xe2e

p )
]
, xe2e

p ≥ 0 (5.1)

Note that the delay in the electronic layer (xe2e
p ) just depends on the number of LSPs

in the electronic domain (E). It is possible that a given path traverses three nodes using

the IP layer and then establishes an optical by-pass to reach its destination. For instance,

Figure 5.2(a) shows the five-node network topology example. Let us assume that there is

only one demand (h1) from node 1 to node 5. To satisfy such a demand, several paths can

be defined: p1 = {n1, n2, n4, n5}, p2 = {n1, n6, n7, n9, n10, n5}, p3 = {n1, n2, n7, n9, n10, n5},
p4 = {n1, n3, n2, n4, n5}, p5 = {n1, n6, n8, n7, n9, n10, n5}, p6 = {n1, n3, n8, n7, n9, n10, n5}
and p7 = {n1, n3, n2, n7, n9, n10, n5}. Let us remind that the resources in the last hop

are the same using the IP and the optical domains. Therefore, a hypothetical path p8 =

{n1, n2, n4, n9, n10, n5} would use the same resources as p1, so it is p1. Figure 5.3 illustrates

some of these paths.
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Figure 5.3: Path definition example

Let us explain in detail the contribution of the paths to the risk function. The contri-

bution of p1 is due to the electronic delay observed in queues q1−2, q2−3, q3−4 and q4−5 and

the electronic cost. However, the risk of p2 is only due to the cost of the optical resources.

The risk added by the hybrid path p3 consists on electronic and optical cost and the delay

in q1−2. Let us remind that the electronic cost is computed on each hop but the optical

cost depends on the path length as it was defined in section 4.1.2.
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5.2 Problem solution

This section proposes two solutions to this problem. The first of them based on defining

the objective as the typical optimization problem that finds a solution using any of the

well-known methods in the literature: Steepest-descent, Newton-Raphson, etc. Due to

computation time and the optimization constraints that solvers add to the risk function,

an heuristic algorithms is also proposed.

5.2.1 Optimization Problem

Given a demand matrix D, we want to allocate such demands over a topology T ′ using the

set of paths p that minimizes the risk in the full network. This is a classical optimization

problem and is formulated in Algorithm 2.

All assumptions of the optimization problem in Algorithm 2 are straightforward, only

the upper limit to the number of flows needs to be clarified. Thanks to this restriction, it is

assumed that there is only one free wavelength in the optical domain for bypassing nodes.

It is possible to change such a restriction and allow all nodes to ask for as many wavelengths

as necessary. The aim of this restriction is to show the behavior of this algorithm when

resources are limited. Section 5.4 shows these results.

To solve this optimization problem we have used the “Active-set” algorithm of the

Matlab optimization toolbox, which allows to compute the minimum without finding an

analytical expression of the risk function gradient. Such a method is useful for convex

functions like the Umean function, but it is not suitable for the rest of utility functions.

Moreover, the computation time of the optimization in large networks is excessive.

5.2.2 Heuristic Algorithm

The heuristic algorithm allocates every traffic demand, as if they randomly arrived to the

system, sending them over the path that minimizes the risk among the total possible paths.

Once one LSP is allocated, the next incoming LSP is evaluated the same way: it is sent

lowest and the algorithm makes its decision accordingly using the path with the lower risk

and so on. Note that the demands find the network with the previous LSPs allocated.

The motivation of this solution is that this Bayesian decisor sends incoming LSPs based

on the resources occupation and it can dynamically change its decision depending on the

network state. The behavior is not changing randomly, so the differences between the

decisions gradually change when the traffic increases. These assumptions are verified with
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Algorithm 2 Optimization Problem

Indices:

• d = 1, 2, . . . , D demands

• p = 1, 2, . . . , Pdp paths

• l = 1, 2, . . . , L links

Constants:

• δldp = 1 if link l belongs to path p for the demand d; 0, otherwise

• R(·) risk function

• hd volume of demand d

• cl capacity of the link l

• Nmax maximum number of LSPs in a wavelength

Variables:

• fdp number of flows allocated to path p of demand d. Let us call f to the vector with
all flow allocations (f = [f1, f2, ..., fPdp

])

Objective:

• Find f ∗ such that R(f ∗) = min R(f)

Constraints:

• 0 ≥ fdp ≥ Nmax

• ∑
p fdp = hd

• ∑
d

∑
p δldpfdp ≤ cl
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the dynamic behavior experiments carried out in section 4.2.2. Therefore, if the system

allocates the traffic using the global network information, the minimum solution should be

found. Section 5.3.2 validates this assumption with a comparison between the optimization

and the heuristic solution . The pseudo-code is displayed in the Algorithm 3.

Algorithm 3 Heuristic Algorithm

while traffic to allocate > 0 do
d ← Generate random arrival
for i = 1 to p do

xi update load(pi)
Rpi = Compute System Risk(xi)

end for
for i = 1 to p do

p∗ ← min( ~Rp)
x∗ ← update decision(p∗)
if x∗ ≤ cl & Ax∗ < b then

x ← x∗

break
end if

end for
end while

5.3 Performance evaluation in a backbone topology

5.3.1 Scenario definition

This section presents some results concerning the behavior of the Bayesian decisor algo-

rithm in a multi-layer network. The simulation scenario assumes that each wavelength is

of 2.5 Gbps capacity, and that incoming LSPs are standard VC-3 LSPs (typically 34.358

Mbps each). Each node is connected by two wavelengths: one for hop-by-hop switching

and the second wavelength for the end-to-end connections. The Hurst parameter has been

chosen as H = 0.6 (according to [61]) and σ
m

= 0.3. The constants Kc and Ku define the de-

cision when the system operates at maximum network load (that is, when Nmax = bC/mc).
Thanks to these constants it is possible to set the occupation of the optical and electrical

link in the worst-case scenario. In our numerical experiments, for Nmax = bC/mc = 72

incoming LSPs, the hop-by-hop electronic connection transmits 70% of the total traffic,

that is 50 LSPs. This policy can be adjusted by the network operator as necessary.
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The K-shortest path algorithm is computed to provide the set of paths to serve the

demands, using the number of hops as metric, and with maximum number of shortest

paths K = 4. The set of all possible paths include hop-by-hop paths and end-to-end

optical connections. Figure 5.4 shows the topology of the 15-node NSFNET network.

Figure 5.4: 15-node NSFNET topology

5.3.2 Validation of the algorithms

Section 5.2 has defined the heuristic algorithm and the optimization problem. The op-

timization problem in a convex function (like the Umean function) assures that a global

minimum is found. Figure 5.5 shows an experiment which is solved using the heuristic

algorithm and the optimization algorithm. Let us assume only the nodes from 1 to 5 in

the NSFNET network (Figure 5.4). This set of nodes coincides with the five-node network

(Figure 5.2(a)). This experiment assumes that the traffic demand (h1) from node 1 to node

5 increases with time an amount of LSPs ranging from 10 to 200 LSPs. The decisor starts

sending the traffic using the IP resources (p1), because this cheapest path in terms of risk.

When the amount of traffic at the IP path (p1) reaches 50 LSPs, an end-to-end lightpath is

established (p2). This is the status point 1 displayed in Figure 5.5. Figure 5.6(a) shows the

paths used when the status point 1 is reached. At this point, there are 50 LSPs in the path

p1, while path p2 starts transmitting LSPs. Let us remind that the amount of 50 LSPs

is predetermined by the normalization constants. When the optical end-to-end lightpaths

(p2) is full (Nmax = 72 LSPs), the system arrives to the status point 2 (Figure 5.5). At this

point, a third path (p5) is established, when not only the IP but also the optical end-to-end

lightpath (p2) gets saturated. In this situation there are three paths being used to transmit

traffic from node 1 to the node 5, as depicted in Figure 5.6(b). These results coincide with

the results of the previous chapter 4.
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Figure 5.5: Decision when the traffic is increasing from node 1 to 5 (Umean)

In light of the above results, both optimization and heuristic approaches shows the

same behavior, so the heuristic algorithm finds the global minimum like the optimization

algorithm does. The following considers the heuristic algorithm in all the simulations to

show the results.

5.3.3 Performance with the resource utilization cost variation

(Rcost)

The following experiment evaluates the LSPs allocation in the NSFNET network (Fi-

gure 5.4) when varying the Rcost value. To carry out the experiment, we have assumed a

random uniform VC-3 demand matrix, which is scaled from [0,9] to [0,108].

Figure 5.7 shows the amount of paths used by the Umean utility when Rcost varies and

the traffic load is increased. As we can see (Figure 5.7 top-left) the amount of electronics

paths changes depending on the Rcost parameter used. Moreover, the amount of paths

remains similar while the traffic load increases. This means that the Bayesian decisor uses

the IP paths first whenever possible and only uses the optical lightpaths when the IP layer

is saturated. This behavior fits with the idea of first using the already deployed IP layer if
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Figure 5.6: Paths used when the traffic load increases

possible, since it is cheaper in terms of risk. The same paths are used given a Rcost value,

but they do not transport the same amount of traffic. Figure 5.7 (bottom-left) shows the

mean occupation of the IP layer links. The Umean function gradually fills in the paths.

At the beginning, when the traffic load is still low, the links occupation is low too, but,

progressively, this mean occupation becomes higher. On key feature of the Bayesian decisor

is that it does not saturate the IP layer. This remains at medium load levels, but they are

never set congested (it does provide QoS).

However, although the number of electronic end-to-end paths remains constant with the

traffic increment, the amount of optical by-passes increases with the traffic load (Figure 5.7

top-center). At the beginning, just a few optical end-to-end connections are used, but

when the IP layer becomes saturated and can not accept more LSPs, new lightpaths are

required to provide a proper service to the traffic demands. This behavior remains similar

compared with the previous results in simpler networks or in the multi-hop scenario. It

is worth noticing that the number of partly optical and electronic paths referred to as

hybrid paths is very small. These paths are used when the hop-by-hop and direct end-to-

end connections are saturated. Furthermore, as the traffic matrix is uniform the amount

of traffic between one-hop destinations saturates the links when the traffic becomes high.

Such reasons imply that its number is minimum. The occupation of the hybrid paths is not

displayed, since they used the lambdas of the electronic and the optical layer. Therefore,

neither its occupation is the occupation of the IP layer, nor the occupation of the by-pass.

Once the Umean function has been is analyzed, the performance of the Ustep case is

studied next. Its results are displayed in Figure 5.8. Like the Umean function, the amount

of paths used at the IP layer are constant when the traffic load increases. Moreover, the
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Figure 5.7: Number of paths used in each domain and their mean occupation when Rcost

varies (Umean)
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amount of electronic paths is almost constant when the Rcost parameter varies. The number

of IP layer connections for the Ustep case does not change as much as for the Umean case, only

about 20 LSPs, whereas the Umean case this difference was about 150 LSPs. The amount

changes, but just 20 paths, while the variation of number of paths with the Umean function

is 150 LSPs. This behavior fits again with the numerical results explained in chapter 4.

The Ustep function sets a given working point depending on the QoS rather than the other

parameters. Again the amount of optical paths increases with the traffic, but the amount

of LSPs remains similar for all Rcost values. The number of hybrid by-passes is higher in

the Ustep case. Section 4.2.2 showed that when there is cross-traffic in the network and the

Ustep function is used, the decisor sends the incoming LSPs through the IP layer until they

reach a congested node. At this node, the traffic is optically switched to the destination

node. This behavior fits with the increment of the number of hybrid connections.
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varies (Ustep)
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Concerning the path load, the occupation at the IP layer clearly remains constant in

all cases in order to provide the desired QoS (see Figure 5.8 bottom). On the other hand,

the optical links’ occupation increases when the amount of traffic becomes greater, since

the traffic is transmitted optically, since the IP layer is congested. Again the occupation

does not depend on the Rcost parameter for this utility function.

The results for the Uexp function are shown in Figure 5.9. Its behavior is similar to

the Umean function, but the difference between Rcost = 1.6 and 2 are smaller. Both cases

use the same amount of LSPs at the electronic domain. The number of optical and hybrid

connections show the same behavior than at the Umean case. The main difference between

both utility functions is the link occupation. While the Umean function takes into account

the mean delay, the objective of the Uexp function is to provide a QoS to every service,

thus filling the links more gradually.

0 50 100
0

50

100

150

200

N
um

be
r 

of
 E

le
ct

ro
ni

c 
pa

th
s

Maximum number of e2e LSPs
0 50 100

0

50

100

150

200

250

300

N
um

be
r 

of
 b

y−
pa

ss
es

Maximum number of e2e LSPs
0 50 100

0

10

20

30

40

50
N

um
be

r 
of

 h
yb

rid
 p

at
hs

Maximum number of e2e LSPs

0 50 100
0

20

40

60

80

M
ea

n 
oc

cu
pa

tio
n 

of
 th

e 
IP

 li
nk

s

Maximum number of e2e LSPs
0 50 100

0

20

40

60

80

M
ea

n 
oc

cu
pa

tio
n 

of
 b

y−
pa

ss
es

Maximum number of e2e LSPs

 

 

Nmax

Rcost=1.6
Rcost=2
Rcost=3
Rcost=4

Figure 5.9: Number of paths used in each domain and their mean occupation when Rcost

varies (Uexp)
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Let us review the path length in the three cases. Table 5.1 summarizes the mean length

of the paths in each domain for all simulations. The mean is just shown, because there

is almost no variation of the average path length with the traffic load increment. We

may notice that the electronic paths are shorter than the optical or hybrid paths. This

is because the one-hop demands can just send the traffic in the electronic domain, there

is no choice of by-passing intermediate nodes. For instance, when Rcost is 1.6, only the

one-hop demands are established at the electronic domain, while the others demands use

the optical domain.

Electronic paths Optical paths Hybrid paths
Umean Ustep Uexp Umean Ustep Uexp Umean Ustep Uexp

Rcost = 1.6 1.0152 2.4570 1.7021 2.7620 2.7701 2.7479 − 3.3487 4.0238
Rcost = 2 1.2816 2.4973 1.7043 2.7324 2.7661 2.7362 3.4286 3.3247 4.0408
Rcost = 3 1.9278 2.5556 2.0630 2.7226 2.7724 2.7206 3.1972 3.3994 3.2214
Rcost = 4 2.1184 2.5865 2.2470 2.7287 2.8160 2.7227 3.1689 3.4820 3.1868

Table 5.1: Path length with the variation of the Rcost parameter

When the Rcost parameter is 1.6, the electronic paths becomes shorter than when its

value is 3. The reason is that the optical resources cost is cheaper, thus enhancing their

utilization. Moreover, when Rcost = 1.6, the design rule of Rcost > 2·M
M+1

is not fulfilled

for all path lengths, becoming the end-to-end ligthpaths cheaper than the hop-by-hop

connections. The length of the optical resources does not change with the Rcost variation.

The optical paths length is fix by the network topology, but the end-to-end connections

are used at lower or higher rates depending on the Rcost parameter. As previous results

depicted, the utilization of the electronic layer is higher for the Ustep case and, consequently,

the average length of the electronic paths is higher than at the Umean or Uexp cases. The

length of the hybrid paths highly varies with the traffic load, but it is caused because of

the low amount of hybrid connections. If the utilization of new hybrid paths highly impact

on the average length.

5.3.4 Performance with the QoS parameters variation (Tmax)

The following experiment shows the results when the Tmax parameter changes. Figure 5.10

illustrates the results for the Ustep function. The amount of traffic sent using the IP layer

changes based on the QoS requirements. When the delay is assured, the Ustep function

finds the optimal working point, but when these requirements are not fulfill new end-to-
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end ligthpaths are established offloading the IP layer traffic. The amount of electronic

paths used is around 270 in all simulations and the mean link occupation does not vary

when the traffic load increases. When the QoS requirements are more demanding, the path

occupation is lower (see Figure 5.10 bottom-left). Table 5.2 shows the path length in each

experiment, but the average path length does not change for the Ustep case.
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Figure 5.10: Number of paths used in each domain and their mean occupation when Tmax

varies (Ustep)

The Uexp function highly changes the amount of used paths when the QoS features

changes. When Tmax = 0.8s, more than one hundreds paths are used at the IP layer, but

when Tmax = 16ms such amount is just around 60. Table 5.2 shows that the electronic path

length is similar for the 16, 48 and 80ms cases. This behavior is similar to the Ustep case,

where the optimal paths are used and no new ones are established. The 16, 48 and 80ms

cases differs on the mean occupation of the electronic paths (see Figure 5.11 bottom-left).

When the QoS constraints are relax, the system increases the number of electronic paths
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and its occupation (see Figure 5.11 top and bottom-left).
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Figure 5.11: Number of paths used in each domain and their mean occupation when Tmax

varies (Uexp)

The amount of optical connections highly changes when there is a low load situation,

but when the network becomes saturated, the same amount of optical connections are

used. However, the mean occupation of them is the same when the Tmax parameter varies,

except for the 800ms case, where the occupation is lower. The average optical length is

similar for all cases (see Table 5.2).
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Electronic paths Optical paths Hybrid paths
Ustep Uexp Ustep Uexp Ustep Uexp

Tmax − 80% 2.4255 1.7147 2.7853 2.8208 3.2383 3.9722
Tmax − 40% 2.4855 1.7147 2.7757 2.7679 3.2939 3.9722
Tmax 2.5049 1.7182 2.7753 2.6922 3.3021 3.9921
Tmax + 40% 2.5197 1.9184 2.7642 2.6699 3.3249 3.4444
Tmax + 80% 2.5286 2.1498 2.7633 2.6574 3.3459 3.2652
Tmax × 10 2.5666 2.4680 2.7534 2.7246 3.4086 3.4444

Table 5.2: Path length with the variation of the Tmax parameter

5.4 Detailed explanation of the Bayesian decisor be-

havior

In the previous section, we validated the performance of the Bayesian decisor algorithm

in a full network. Previous experiments have given a general idea of how the algorithm

uses the network. Now, a detailed explanation of the algorithm is done, showing its ca-

pabilities to carry out Multi-layer Traffic Engineering. The Bayesian decisor is based on

some parameters related with the resources cost (Rcost), QoS constraints (Tmax) and the

features of the incoming traffic (mean rate, self-similarity, ...). The decisor is designed to

change its decision based on the variation of such input parameters. The traffic features

can change during a given period of time or the QoS restrictions could be changed for

a certain premium customer. This section evaluates the impact of such variations in the

decisor.
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Figure 5.12: Eight Network Topology

Figure 5.12 shows the “Eight” network which is used for the following experiments, in

order to show the performance in multi-path situations. The LSPs parameters are set to

the default values defined at the beginning of section 5.3.1.
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5.4.1 Utilization cost parameter variation (Rcost)

The Rcost parameter is the relative cost of the optical service in comparison with the

electronic ones. The cost of N LSPs routed using a hop-by-hop connection is Kc×k×2×N ,

while if they are switched as an end-to-end connection, this cost is Kc×Rcost×k+1×N . Let

us remind that Rcost > 2·M
M+1

, where M is the maximum number of hops in the network. The

longest path on the Eight network is M = 3 (Figure 5.12), so Rcost > 1.5. Consequently,

Figure 5.13 shows the decisor behavior when Rcost is set to 1.6, 2 and 3 and the traffic from

node 1 to 6 is increasing from 10 to 200 LSPs.
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Figure 5.13: Decisor elections when Rcost parameter varies (Umean)

The number of LSPs using hop-by-hop connections (p1 and p7) increases when the

optical resources are more expensive (Figure 5.13 right). There is a third hop-by-hop path

which is used p4. This path uses the third shortest path from node 1 to 6 (1-3-4-6). When

there is no traffic in the network the link between node 3 and 4 is unused. Consequently,

the utility is high, thus reducing the total risk. Figure 5.14(a) depicts when each path

starts to transmit traffic (with the name of the path pi), when there is a step increment

(2) and when the path no longer increment its traffic (×). The solid lines are the electronic

connections, while the dashed lines are for the optical connections. Figure 5.14(a) shows

that at the beginning, the three shortest paths share the demands from node 1 to 6. The

first path that stops transmitting more connections is p4, whose route is overlapped by p1
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and p7 routes. When p4 does not accept any more traffic, the end-to-end connections (p2

and p5) are used for Rcost = 1.6. Nevertheless, when Rcost is greater, p2 and p5 paths are

not used until p1 and p7 are loaded. In light of the results, we can see that when the optical

resources cost is lower the lightpaths are used sooner and there are more lightpath requests.

When Rcost = 1.6, an extra by-pass path is used (p8). Moreover, when Rcost = 1.6, the

demands are burstly added to the optical paths. We can see that the paths p5 and p8 are

not linearly filled, but with steps. Figure 5.14(a) indicates this situation with 2 symbol.

The results for the Uexp function are not displayed, because they are similar to the ones of

the Umean case, avoiding the step increments at the optical paths.
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Figure 5.14: Paths time-line when Rcost parameter varies

Figure 5.15 illustrates the results for the Ustep function. The behavior of the shortest

paths is different than in the Umean case. The decisor first just sends the traffic in p1, when

this path is full, it uses the third shortest path p7. Again p7 is used just to transmit and

small amount of traffic, since 1-3 and 5-6 links are heavily loaded by p1 and p4. and finally

p2 and p4. For the Umean case the electronic paths are filled linearly. However, for the Ustep

case the electronic path p1 accepts traffic until 43 LSPs are transmitted and, then, p4 is
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used. However, when the LSPs routed through p7 reaches that amount of p1, they start

to share the incoming demands. This behavior is clearly seen in Figure 5.14(a) thanks to

the 2 symbol in the path p1. Concerning the optical paths, when the IP layer reaches

congestion levels, p2 is established. When it can not accept more demands, p5 is used as

a second lightpath. The positions where the electronic and optical paths are created for

the Ustep case are very similar for all Rcost values (Figure 5.14(a)). In light of the results,

the Ustep function is not so dependent on the variation of Rcost. The reason again is that

the QoS constraints reduces the cost impact. The decision changes but only in some LSPs

(Figure 5.15).
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Figure 5.15: Decisor elections when Rcost parameter varies (Ustep)

5.4.2 QoS parameter variation (Tmax)

The Tmax threshold determines the QoS expected by the elastic and real-time services. Hard

real-time services achieve no utility when they exceed the Tmax value, while exponential

utility decay (λ) is defined so the 50% of the utility is achieved before the threshold

(section 4.1.3). When timing constraints are tighter, the decisor requires more optical

resources to serve the LSPs. Consequently, if the load was kept in the electronic domain,

the utility achieved by the LSPs would be nill. This logical behavior is achieved by the

decisor in Figure 5.16 and Figure 5.18. These figures show the decision changes when Tmax
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threshold is varied a 40% up and down for the Ustep and Uexp functions. The Umean function

does not have any QoS restriction, so it is not studied in this section.
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Figure 5.16: Decisor elections when Tmax parameter varies (Ustep)

In light of the results, we can see that as the QoS constraints are critical for the

Ustep function: the LSPs receive utility or not. Therefore, depending on the QoS values

a maximum number of LSPs in a link will give utility to such LSPs. If this number is

exceeded no utility is received. Consequently, the number of LSPs in the primary path

(p1 and p4) is constant. For the first threshold (Tmax = 3ms), 41 LSPs is the optimal

number of circuits in the electronic layer, while the higher one (7ms) sets this value to 51

LSPs. Again the paths are used at similar load levels in all simulations (Figure 5.17(a)).

Depending on the QoS parameter, the electronic layer becomes useless sooner or later and,

consequently, the hop-by-hop paths (p1, p4 and p7) stops accepting traffic.

The Uexp function is more flexible and the Tmax parameter variation changes the decision.

Instead of a variation of 10 LSPs in p1 and p4, the decision for the Uexp case differs on 20

LSPs from the minimum (Tmax = 48ms) to the maximum (112ms). This means that the

utility perceived by the flows is not so QoS dependent. The behavior showed by Figure 5.18

is similar to the decision made in the Ustep case (see Figure 5.13). However, the impact of

Tmax threshold is higher for the Uexp case. According to the results in Figure 5.17(b), we

can see that the starting utilization point of the first optical path (p2) varies from 50 to

100, depending on the QoS parameters.
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Figure 5.17: Paths time-line when Tmax parameter varies

Finally, let us remark that this behavior is in accordance with the results of the sec-

tion 5.3.4. The Ustep function provides an optimal working point for the incoming traffic

and it can not vary the optimal decision because of the binary nature. On the other hand,

the Uexp function allows to vary the decision based on the QoS parameters.

5.5 Conclusions

This chapter validates the results of the Bayesian decisor in a complete network. The

problem is defined as an optimization problem and also with an heuristic algorithm. Both

methods are compared providing us a mechanism to solve the optimal flow allocation

in risk terms. Firstly, the algorithm is studied in a complete network, showing global

performance results. We have assessed that the algorithm does not change its properties

when the system is more complex, but it is able to dynamically share the optical and

electronic resources.

The main conclusion is that thanks to the decisor parameters, the operator can tune the
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Figure 5.18: Decisor elections when Tmax parameter varies (Uexp)

network utilization, in order to provide an adequate QoS to the customers. The different

utility functions can help the operator to deal with multiple services.





Chapter 6

Analysis of the Bayesian decisor in a

multi-domain scenario

This chapter studies the extension of the Bayesian decisor to multi-domain networks. The

interaction between multiple domains is possible thanks to the definition of ASON and

GMPLS and the Path Computation Element (PCE) architecture. Such advances allow

the establishment of end-to-end optical and electronic connections. Previous chapters

dealt with the total network delay information, but when different operators connect their

networks, global information may not be available to all domains. Consequently, the delay

model assumed in the previous chapters must be changed. This chapter reviews some end-

to-end delay monitoring algorithms found in the literature and show applicability to single-

domain scenarios. Once the signaling between domains and the monitoring algorithms are

validated, we show that using the Bayesian decisor methodology it is possible to adapt our

Multi-layer Traffic Engineering (MTE) problem for multi-domain environments.

The remainder of this chapter is as follows: section 6.1 introduces the signaling ap-

proaches for information exchange in multi-domain networks. Section 6.2 gives an overview

of the delay monitoring algorithms and it evaluates their performance for characterizing

the end-to-end delay. Section 6.3 redefines the Bayesian decisor for a multi-domain sce-

nario and shows a few numerical cases. Finally, section 6.4 outlines the main contributions

of this chapter.
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6.1 Control plane information exchanged in multi-

domain networks

The deployment of intelligent Next Generation Transport Networks (NGTN) opens a new

problem: how such intelligent networks have to exchange information among the neighbor

network domains administrated by other operators. Each operator’s network is known as

an Autonomous System (AS). Such AS’s or domains can be defined not only based on

ownership reasons, but also based on geographical or administrative reasons. Figure 6.1

depicts a multi-domain scenario with four AS’s. Every AS has border routers that are

connected via inter-domain links with other domains. However, not every router must be

connected with other domains, but it can be an interior router that it is just connected to

routers in its own domain (see AS 3 and 4 in Figure 6.1). Operator A is an example of

multiple AS’s administrated by the same operator.

Operator C

AS 1

AS 2

AS 3

AS 4

E-NNI

I-NNI
Operator A

Operator B

Figure 6.1: Multi-domain Scenario: Autonomous Systems description

According to ASON’s nomenclature [8], the inter-domain interface is called External

Network-Network Interface (E-NNI), while the intra-domain interface is called Internal

Network-Network Interface (I-NNI). In order to manage the connections among the do-

mains, it is essential to exchange information in the Network-Network Interface (NNI)

interfaces. There are two main functionalities that must be supported by NNI interfaces:

routing and signaling. The following sections give an overview of the main solutions for

routing and signaling in multi-domain networks. Let us remark that research projects, like

DRAGON [63], define architectures to deal with control plane issues in multi-domain en-

vironments and they have carried out test-beds in multi-domain and multi-layer networks.
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6.1.1 Routing in multi-domain networks

Intra-domain routing and signaling is provided by GMPLS framework [7] (see section 2.2.1).

Inter-domain information exchange is more complicated since there are competing oper-

ators which may decide not to exchange complete information concerning its resources

and network state for security and privacy reasons. However, some control information is

required, so the domains can find where the rest of the network destinations are located.

The Border Gateway Protocol (BGP) is the most common protocol for this inter-routing

issues [64]. Usually, BGP is not the intra-domain routing protocol, but OSPF or IS-IS.

Consequently, such intra-domain protocols collect the information of the domain and they

send it to the border routers, which exchange this information using BGP. Figure 6.2 de-

picts how the IP addresses may be configured in multi-domain networks. Depending on

the technologies of the domains, the IP address set is shared or separated.

AS 1 AS 2

AS 3AS 4

IP address space A

IP address space B

(a) Multiple IP address space

AS 1 AS 2

AS 3AS 4

Common IP 

Address space

(b) Common IP address space

Figure 6.2: IP address space in multi-domain networks

Figure 6.2(a) illustrates two separated IP address domains, where AS 1 shares its IP

address set with AS 2 and AS 3 and AS 4 share their own IP address space. If AS 3

and AS 4 are optical networks that just provide connectivity to upper client domains (AS

1 and AS 2), this separation of IP domains is useful to decrease the IP space address

size and complexity. This view also fits with the overlay model of ASON. On the other
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hand, Figure 6.2(b) shows a share IP address among all domains. Traffic Engineering (TE)

information for BGP is supported in recent RFCs [65, 66]. Such extensions were rejected

in the past by the IETF, because of scalability issues, but this problem has been partially

solved by BGP [67].

6.1.2 Signaling in multi-domain networks

ASON allows multiple domains to support multiple services (packets, TDM, circuits) and

multiple vendors. Moreover, it is not mandatory to know the signaling protocols of all

domains, but just to support E-NNI interfaces. Consequently, a multi-session procedure

travel through multiple E-NNI (and UNI) interfaces in each domain to establish a given

connection domain per domain. If the end-to-end domains support RSVP-TE [15], a single

RSVP session can be established among all interfaces. Figure 6.3 depicts the interaction

between the domains when GMPLS is supported by all domains, or when there are different

intra-domains signaling protocols. The authors in [67] carry out a test-bed to show the

interoperability between the domains of ASON and GMPLS in six different locations.

There are open issues in such topic, but this test-bed show that multi-domain operation

is a reality. The authors in [68] not only achieve the interconnection between domains but

also between layers.

AS 1 AS 2

UNI E-NNII-NNI I-NNI UNI

E-NNIUNI UNI

I-NNI
GMPLS

domains

Multiple

signalling 

protocols

Figure 6.3: End-to-end signaling in multi-domain networks

A second standard for multi-domain signaling is Path Computation Element (PCE) [69].

The PCE architecture delocalizes the path computation from the source router to the PCE

that computes the path for the source router. A PCE can collaborate with other PCEs

to improve the path computation without exchanging TE information between domains,

thus solving the privacy issues. Figure 6.4 depicts the path establishment process in a

PCE based architecture. The Path Computation Client (PCC) makes a request to the

PCE for a new path establishment. Such PCC entities are network equipment like routers.
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A PCE sends information to its neighbor PCE and so on. The message format of these

requests and answers is defined in the PCE Communication Protocol (PCECP) [69]. The

authors in [70] propose a service plane over the PCE architecture to support the automatic

establishment of services and the definition of a business model for such architecture.

AS 3AS 1 AS 2

PCE PCE
Router does 

not compute 

the path

PCE

Path request

Answer

Figure 6.4: Path establishment in a PCE based architecture

There are two main approaches to the path establishment in multi-domain networks:

per-domain and PCE-based [71]. Per-domain establishment calculates the paths in limited

visibility environments, although if the systems support GMPLS signaling, an end-to-end

computation is possible (see Figure 6.3). On the other hand PCE path computation is

done by the each PCE in every domain, allowing an increased visibility [72].

6.1.3 Advances on multi-domain/multi-layer architectures

Multi-domain/multi-layer architectures are still a new research topic. According to the

authors in [72]: “Despite standards progress, the overall area of multi-domain (multilayer)

optical networking has not seen significant research focus”. Nevertheless, the research

community is improving some adjacent problems such as the information exchange in

multi-layer (see chapter 2) and multi-domain networks. Let us remark that when we talk

about multi-layer networks in this work, we are focus on IP over WDM architectures.

Some works have studied the routing mechanisms for optical networks, see for instance

in [73, 74], which use a hierarchical approach to solve the multi-domain routing problem.

The former work [73] is focused on the multi-domain routing in ASON networks, while the

latter [74] analyzes the multi-domain routing in optical networks with a more detailed node

description. Both approaches are based on node abstraction, so the information of a set

of nodes is reduced and managed by the superior level in the hierarchy. This abstraction

mechanism improves the scalability of the ASON architecture [73].

The first work in the multi-domain/multi-layer networks was done in [75]. The authors
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proposed a GMPLS compatible inter-domain routing algorithm for multi-layer and multi-

domain networks. They assume all possible inter and intra-domain paths and they compare

the performance of their algorithm with the case where only either electronic or optical

connections are available. They use two metrics in the routing process which are: Bit Error

Rate (BER) and number of hops. A hybrid metric, which is based on blocking probability

terms, is also applied. They find that the multi-layer algorithm improves the performance

achieved by single-layer algorithms. A approach based on a multi-segment framework is

proposed in [76]. The authors define a multi-segment optical framework to solve the end-

to-end provisioning of optical networks. They address the problem of multi-granularity

(or multi-layer) transforming the topology information in one graph per type of service.

Once these graphs are defined, they are interconnected with the multi-segment network

representation. Although the approach is a multi-segment description they propose three

routing algorithms: end-to-end (E2E), Concatenated Shortest path Routing (CSR) and

hierarchical routing. E2E routing can be used if the control plane of the domains is

compatible. This is similar to the GMPLS end-to-end approach introduced in section 6.1.2.

The CSR routing process is done “segment-by-segment”. Hierarchical routing is done

following a SP algorithm in each hierarchical domain. Previous works [75, 76] are based

on SONET/WDM networks. The authors in [77] study the convergence of the Ethernet

switches and the OXCs to support Ethernet over WDM. They propose a node architecture,

which is interconnected using GMPLS and that can operate in ASON networks.

Not only the routing but also the management of such multi-domain/multi-layer frame-

work needs to be studied. The authors in [78] introduce a web-service architecture for

provisioning end-to-end optical connections. They add a service layer to the management

system to allow such functionality. This idea of a service layer is also used by the authors

in [70], but the latter is not centered in optical networks, but in the PCE path establish-

ment. Web services are used also in the DRAGON [63] project to propose an architecture

to deal with multi-service, multi-layer and multi-domain hybrid networks [79].

To sum up, let us remark that multi-domain/multi-layer networks is still a new research

area where some issues are still open ([80, 67, 72]). However, the research community

has done progress in this area which make feasible the establishment of both LSPs and

optical lightpaths through multiple domains. PCE approach is proposed as a feasible

architecture for problems where there is limited visibility, which is typically the case in

multi-domain/multi-layer networks [81].
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6.2 Algorithms to characterize end-to-end delay

QoS measurements is a very active research field. There are several works focused on

finding an optimal architecture to monitor the traffic inside a given network. However, such

acquisition process needs a structured methodology [82]. Most of the efforts have been done

in the IP, TCP and UDP protocols. There are two standardization organisms involved in

the definition of QoS measurements metrics: the International Telecommunication Union

(ITU) and the IETF IP Performance Metrics (IPPM) Working Group.

As chapter 3 defines, this work uses delay as the main QoS metric. One-Way Delay

(OWD) is defined in [83] as the time elapsed since a packet leaves the source and it

reaches the destination. Such metric and definition fits with the delay that we are using

in our model. The ITU similarly defines IP Packet Transfer Delay (IPTD). Such packet

monitoring process requires the timestamping of the packets at different Measurement

Point (MP). In order to precisely acquire the real delay, it is mandatory to synchronize the

measurement points. Measurement points are not located in the same location, so they

use different clocks, which have small time variations that modifies the real network delay.

Synchronization is not a straightforward process if the time scales are below micro seconds.

There are two methods for time synchronization: software and hardware methods. Software

synchronization is done using protocols like Network Time Protocol (NTP). The precision

of these protocols is lower than hardware synchronization, but they are accurate enough

for some applications. Hardware synchronization is usually done via Global Positioning

System (GPS). When the information arrives to the monitoring equipment the timestamp

is stored directly. There are mixed hardware software methods like Precision Time Protocol

(PTP).

There are two main types of monitoring [84]: active and passive. Active monitoring

estimates the network performance injecting synthetic traffic on it. On the other hand,

passive measurements just collect information of the traffic that it is inside the network.

Figure 6.5(a) depicts an example of an active measurement scenario, where there are two

Active Measurement Point (AMP). AMP 1 injects traffic with a timestamp to the network

and AMP 2 collects such packets and computes the OWD from AMP 1 to AMP 2. Fi-

gure 6.5(b) shows a passive measurement scenario. Passive Measurement Point (PMP) 1

collects information of packets that are traversing the network and PMP 2 does the same

action. An information exchange is required to match the information collected in both

monitoring points. The entity that receives this information (PMP 2 in Figure 6.5(b)) has

to process the log of the remote monitoring points.
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Traffic
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Figure 6.5: Measurement scenarios

The monitoring process is carried out to achieve some aggregate measurements of the

network delay. It is not feasible to store the delay of all packets in a network and process

them on real-time. The aim of monitoring protocols is to provide network administrator

aggregated statistics of the traffic traversing the network. The most common measurements

are the first moments: mean and variance. Besides, in order to avoid large delays in the

network, percentiles are estimated to monitor how many times a given delay threshold

is exceeded. If a more detail information of the delays is required, delays histograms

can also be computed. They are known as One-Way Delay Distribution (OWDD) or IP

Delay Variation Distribution (IPDVD). Such histograms provide a graphical hint of the

probability density function of the delay.

Next sections evaluates four approaches to characterize end-to-end delay: mean delay

estimation, percentile estimation, Fast-Fourier transform method [1] and the Weibull mix-

ture model [60]. The latter two algorithms provide a detailed description of the delay, since

they provide an estimation of the probability density function of the delay.
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Figure 6.6: Network scenario - NSFNet T1 Backbone

6.2.1 Scenario definition

To validate the algorithms mentioned in this section, we use the scenario shown in Fi-

gure 6.7. Let us assume that NSFNet is a server domain, and that a delay estimation from

Palo Alto’s node to CERN’s node is demanded by a client domain attached to the server

domain. The path comprises five hops, using the shortest path criterion, as it can be seen

in Figure 6.6.

In the above scenario, an end-to-end traffic flow (λ) is mixed with cross traffic (λx) at

each hop, coming from other nodes in the network. The amount of cross traffic is assumed

to be 90% of the link traffic. In what follows, a high load (70%) and low load (10%)

network scenarios are analyzed.�
x
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Figure 6.7: A path with an end-to-end flow and cross traffic

Let us further assume that the service time (µs) for a packet is either deterministic

or Gaussian. By service time we mean the transmission time and the processing time in

the router that includes the routing table search. If the processing time is low and the

packet sizes are constant then the service time can be deemed as deterministic. On the

other hand, if the routing table is large enough, one may approximate the search time by

a Gaussian random variable, by virtue of the central limit theorem applied to a random

number of lookups in a table.

The packet arrival process is assumed to be Poisson. Besides, a real trace has been
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included in the simulator to validate the end-to-end results with real traffic. The trace has

been taken from an OC-48 link in the US and it can be found in [85]. The interarrival time

and packet length histogram can be found in Figure 6.8.
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Figure 6.8: Histograms of the CAIDA trace interarrival times and packet lengths.

The incoming traffic interarrivals in the real traffic fix the demands rate and the mean

packet length. To simulate the nodes in Figure 6.7, we derive Clink as:

ρ =
λ

µs

=
λ + λx

8E(B)
Clink

⇒ Clink =
(λ + λx)ρ

8E(B)
(6.1)

where λ is the trace interarrival mean time, λx is the interarrival mean time for the cross-

traffic, E(B) is the trace mean packet length and ρ is the desired queue occupation. Fi-

gure 6.9 illustrates the simulated nodes structure.

Clink�
s

� ��
x�

x

Figure 6.9: Structure of the simulated nodes

In the next section, we consider the following scenarios: M/D/1 (Poisson arrivals and

deterministic service time), M/G/1 (Poisson arrivals and Gaussian service time). On the

other hand, the real trace scenarios will be denoted G/D/1 and G/G/1, for the deter-
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ministic and Gaussian service times respectively. In all the scenarios considered, the cross

arrival process is Poisson.

6.2.2 Mean delay estimation

Mean delay estimation is the easiest way to achieve an end-to-end delay estimation. To this

end, each router in the path keeps a counter that is updated with the delay experienced

by each packet traversing it. Actually, let D̂n−1 refer to the estimated mean delay by the

time the (n− 1)− th packet leaves the router. Then, D̂n can be calculated as follows:

D̂n =

∑n
i=1 di

n
=

∑n−1
i=1 di + dn

n
=

(n− 1)

n

(
D̂n−1 +

dn

(n− 1)

)
=

D̂n−1 × (n− 1) + dn

n
(6.2)

Where di stands for the delay experienced by packet number i. The mean end-to-end

delay estimation can be computed as the sum of the individual mean delays at each of the

routers in the path, namely

D̂e2e =
K∑

i=1

D̂i (6.3)

Note that the above expression holds regardless of any possible correlations in the

estimated mean delays, since the expectation is a linear operator.

Algorithm validation Table 3 shows the mean delay estimated (D̂e2e) using eqs. 6.2

and 6.3 at each node and the real mean delay (De2e) as seen by the simulated end-to-

end flow only, for different scenarios. The relative error between the real mean and the

estimated one is also provided. The aim is to analyze to which extent the mean per-flow

end-to-end delay, i.e. computed from the packets belonging to a specific end-to-end flow,

differs from the overall end-to-end mean delay estimation, considering all the packets that

go across the routers.

As we can see in Table 6.1, the mean estimation seems to be a very good estimation

in all cases, but in the M/D/1 and M/G/1 scenarios the estimation is worst than in the

real trace estimation. However, the error is around 1% in the worse case. Figure 6.10(a)

shows the relative error variation when the network load changes. According to it, we can

see that the error increases when the network load increases too. Nevertheless, in the real

trace case this pattern is not observed. A drop in the relative error is noticed when the
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Scenario Network load D̂e2e (t.u.) De2e (t.u.) Relative Error

M/D/1
10% 1.531986 1.526863 0.34%
70% 21.964775 21.72866 1.09%

M/G/1
10% 1.545197 1.541724 0.23%
70% 21.960957 21.698799 1.21%

G/D/1
10% 1.532441 1.531941 0.03%
70% 22.014622 22.20438 0.85%

G/G/1
10% 1.545197 1.548682 0.22%
70% 22.049511 22.24325 0.87%

Table 6.1: Mean delay estimation

network load is 50-60%. An important conclusion is that the relative error is larger in the

simulations with poissonian traffic than in the ones with real traffic.

The slight difference between the end-to-end delay can be due to the implicit sampling

in the stochastic process that describes the end-to-end delay at packet departures at every

hop. As the load increases, the sampling rate decreases for the same flow, and the relative

error increases consequently.
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Figure 6.10: Relative Error of the mean estimation

The number of hops in this scenario was five, but it is important to analyze the per-

formance of the mean delay estimation when this number varies. When the number of

nodes increases the relative error also increases (Figure 6.10(b)), and this constitutes a

limitation for the mean delay estimation. As in the previous experiment, the performance

for Poissonian traffic is worse than for the real trace.

The mean delay estimation approach is a poor QoS parameter because the network
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operator is not aware of the delay distribution. Therefore, it becomes a gross performance

parameter. Alternatively, the following sections present delay estimators which provide

further detail about the delay distribution.

6.2.3 Percentile estimation

The mean delay provides no information about delays away from the mean which may be

suffered by the end-to-end flow. Precisely, the delay percentile provides the probability that

the end-to-end delay falls below a certain threshhold. Each router in the path is in charge

of estimating a certain delay percentile, which is sent back to the network edges in order

to estimate the desired end-to-end delay percentile. Let us define Di as the experienced

delay in the ith node, let De2e be the e2e packet delay, and let us consider a path with K

intermediate routers. Then, we can reason out as following:

D1 ≤ dQoS

K
∩D2 ≤ dQoS

K
∩ . . . ∩DK ≤ dQoS

K
⇒ De2e ≤ dQoS (6.4)

On the other hand, let P (Di > dQoS) refer to the probability of exceeding dQoS in the

i − th node. Consequently, P (De2e > dQoS), the probability of exceeding dQoS end-to-end

can be lower bounded as follows:

P (D1 ≤ dQoS

K
)× P (D2 ≤ dQoS

K
× . . .× P (DK ≤ dQoS

K
) ≤ P (De2e ≤ dQoS) (6.5)

P (De2e ≤ dQoS) ≥
K∏

i=1

P (Di ≤ dQoS

K
) (6.6)

To compute the percentile probability on a hop-by-hop basis it is only required to

calculate the sum:

∑n
i=1 Ij(Di >

dQoS

K
)

n
(6.7)

where Ij(x) is the indicator function that is equal to one whenever the event x is true and 0

otherwise. On the other hand, n indicates the number of packets with which the percentile

probability calculation is performed. Therefore, the router is required to keep track of two

counters only, one for the indicator function and another one for the number of packets

that went across the router.
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Algorithm validation In this section we analyze the performance of the proposed per-

centile estimation. Actually, note that
∏K

i=1 P (Di ≤ dQoS) is only a lower bound, and,

thus, we wish to analyze how close this bound is to the real value. Table 6.2 shows the

percentile estimation for an M/D/1 scenario with a network load of 10%. The results

are really good because the delay at each hop is close to a constant. In this scenario the

percentile estimation error is almost neglilible.

Delay threshold (t.u.) 1.00 10.00 100.00

Node 0 0 0.99997 0.99997
Node 1 0 0.99995 0.99995
Node 2 0 0.99999 0.99999
Node 3 0 0.99994 0.99994
Node 4 0 0.99998 0.99998
Estimated 0 0.9999 0.9999
End-to-end 0 0.99999 0.99999

Table 6.2: M/D/1 (ρ = 10%) Percentile estimation

However, when the delay threshold is near the pdf median, the percentile estimation

is not as accurate. Table 6.3 shows the results for a G/G/1 scenario. For the 10 units of

time threshold, the lower bound is not close to the real end-to-end P (D < dQoS). On the

other hand, we note that the larger the number of hops the less accurate the lower bound

becomes.

Delay threhold (t.u.) 1.00 10.00 100.00

Node 0 0 0.60903 0.99998
Node 1 0 0.60856 0.99998
Node 2 0 0.60396 0.99999
Node 3 0 0.60524 0.99999
Node 4 0 0.60563 0.99999
Estimated 0 0.08205 0.99993
End-to-end 0 0.43713 0.99998

Table 6.3: G/G/1 (ρ = 50%) Percentile estimation

Similar results have been achieved with the other networks scenarios, at all network

loads. In those scenarios with not very variable end-to-end delay, the percentile estimation

works perfectly but in that case, the mean delay also provides an accurate estimation

and it is easier to compute. For the other scenarios, the percentile estimation is a very
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rough estimation, so we need more sophisticated algorithms to obtain a reliable end-to-end

estimation delay.

6.2.4 Fourier transform based algorithm

The end-to-end delay is a random variable that can be denoted by De2e. Let K denote

the number of hops from source to destination. The per-packet delay in the i-th node is a

random variable Di, with probability density function (pdf) fDi(t), t ≥ 0, and i = 1, . . . , K.

The total packet delay is equal to the sum of random variables . Thus, the pdf of De2e

results from the convolution of individual pdfs:

fDe2e = fDi × . . .× fDK

To compute the above convolution it is easier to resort to the frequency domain by

means of the Fast Fourier Transform (FFT). It is well known that the FFT of a convolution

is the product of the FFTs of the functions involved in the convolution. Even though this is

more elaborate than the estimation of the mean or percentile, the characterization accuracy

is greatly improved. The algorithm proceeds with the following steps as explained in [1]:

1. Estimation: the individual delay pdf fDi(t), i = 1, . . . , K, is estimated using mea-

surements at each node.

2. Sampling: each pdf is sampled to obtain a good approximation. If the pdf is band-

width limited, the Nyquist criterion can be applied to obtain the sampling rate.

3. Discrete Fourier Transform (DFT) calculation: the DFT of the sampled pdf is cal-

culated, using N coefficients.

4. Low-Pass filtering: as not all coefficients have the same importance, the less signifi-

cant ones are cut off.

5. Sending information to the other nodes: the previously computed coefficients are

transmitted to the other network nodes.

6. Convolution: The DFT of the convolution is obtained using the DFT coefficients and

it is inverted to obtain the end-to-end delay.

These steps are schematically shown in Figure 6.11. Such procedure is to be followed

by all the nodes in the path from source to destination.
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Figure 6.11: LOT algorithm steps to compute coefficients (by courtesy of [1])

The end-to-end delay distribution can be obtained by inverting the end-to-end FFT,

which is equal to the product of the corresponding FFTs at the individual routers.

Algorithm validation The main objective of this algorithm is to achieve an approxi-

mation of the delay pdf at each node. Figure 17 shows the estimated pdf versus the real

pdf. Both pdfs slightly differ due to the limited number of coefficients that was used to

reconstruct the pdf from the FFT. However, the pdf is well estimated using this method

and relatively good results can be achieved using only the most significant coefficients.

Determining how many FFT coefficients are necessary to properly estimate the end-

to-end delay is crucial for the algorithm. To this end, a chi-square test was used with

a significance level of 1%. Figure 6.13(a) shows the average number of FFT coefficients

that make the reconstructed pdf pass the chi-square goodness-of-fit test to the real pdf.

The magnitude in the x-axis is the path load. At high loads, when more accuracy is

required, the number of FFT coefficients decrease. Thus, the FFT algorithm shows very

good scalability and robustness features.

If the service time is non-deterministic, the delay pdf becomes smoother and the high

frequency component is less significant. Therefore, we note an improvement in the number

of coefficients, as shown in Figure 6.13(b). While 256 coefficients were required for the
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Figure 6.12: Histogram and pdf estimated by Fourier method
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Figure 6.13: FFT coefficients required to pass the chi-square test (significance level 1%)
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M/D/1 system in most cases, we can now operate with only 86 coefficients in the worst

case. Thus, the end-to-end delay can be computed using this method with not so much

signaling load impact.

6.2.5 Weibull mixture algorithm

The Weibull mixture model was introduced in [60] as an algorithm to calculate the end-

to-end delay using real data donated by RIPE NCC. This algorithm assumes that the

end-to-end delay can be described as a finite sum of Weibull distributions (mixture). The

Weibull pdf is given by:

p(x|r, s) =
sxs−1

rs
e−x/r, x ≥ 0, r, s > 0 (6.8)

The parameters r and s constitute the scale and shape parameters for the distribution.

The parameter r is related to the distribution peak and s is related to the tail behavior.

Since one Weibull distribution is not enough for accurately estimating the end-to-end delay

pdf, a mixture is employed. The mixture makes use of M Weibull pdfs to compute the e2e

delay, each of the M Weibull pdfs are scaled using weights (qj).

p(x|q, r, s) =
M∑

j=1

qjp(x|r, s) (6.9)

where
∑M

j=1 qj = 1.

The e2e delay is characterized by the set of parameters (q,r,s), making a grand total of

3∗M characterizing parameters. To obtain such parameters, the expectation maximization

algorithm is employed, as explained in [86].

Algorithm validation This model is well validated in [60] since the dataset used con-

sisted of 70000 one-way delay measurements, from 35 monitored points around the world,

donated by the RIPE NCC institution. The clock accuracy is of a few hundreds nanosec-

onds so the dataset provided very accurate measurements. The main problem of this al-

gorithm it that it finds severe difficulties for estimating nearly constant delay pdfs. Thus,

it can not be used neither for the M/D/1 nor for the G/D/1 scenario. Nevertheless,

from [60], we observe that the delay profile for a real network is closer to the Gaussian

scenarios. Therefore, we will show the results for the M/G/1 and G/G/1 scenario only.

Figure 6.14 shows the estimated pdf using the Weibull mixture algorithm. We observe that
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the estimated pdf fits the real one remarkably.
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Figure 6.14: Histogram and pdf estimated by the mixtures of Weibull distributions method

As a conclusion, we note that the Weibull mixtures algorithm provides very good ac-

curacy, with very little impact on the signaling load.

6.2.6 Performance comparison of the algorithms

We consider delay as the primary metric for QoS in this work. Previous sections validate

the performance of some algorithms to monitor the traffic in a single domain. This algo-

rithms allow us to monitor the information of an end-to-end path, thus allowing the delay

characterization of a given path. Let us summarize the main advantages and drawbacks of

each method:

• Moments: Mean: This is by far the simplest estimate that we may consider. How-

ever, it only provides information about the network stationarity. If the utilization
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factor is smaller than 100% the observed delay will be bounded, and the mean will

remain within a range of a given stationary value. Variance: The variance provides

information about the delay variability and it serves to fully describe the end-to-end

delay for two-moment distributions, e.g. a Gaussian distribution. If the number

of hops is large enough then the end-to-end delay converges in distribution to the

Gaussian law. A mean and variance characterization may suffice for a variety of

applications. As section 6.3 shows, these parameters are enough for the definition of

the Bayesian decisor in a multi-domain scenario.

• Delay percentiles: The delay percentile P (D > x) being D the end-to-end delay

and x a given value provides a tight upper bound for the end-to-end delay which can

be used for delay-sensitive applications. However, note that D = D1 + . . .+Dn, with

Di being the delay at router i, i = 1, . . . , N . Hence, the end-to-end delay percentile

cannot be obtained from the individual end-to-end percentiles. Nevertheless, a lower

bound can be obtained by considering that P (D > x) > P (Di > x), i = 1, . . . , N .

• FFT coefficients of the probability density function: The Fourier transform of

the pdf may be approximated by the FFT of a discretized pdf (normalized histogram).

Then, the end-to-end delay pdf may be estimated by performing the product of the

individual FFT coefficients and then inverting the FFT.

• Weibull mixture algorithm: The Weibull mixture algorithm provides an approxi-

mation of the discretized pdf (like FFT algorithm) just with three parameters (q,r,s)

for each Weibull used in the model.

Table 6.4 summarizes the pros and cons of each delay estimator.

6.3 Risk function definition for multi-domain networks

6.3.1 Problem statement

In multilayer networks, a network operator provides Label Switched Paths (LSPs) that

could be routed either through the IP (electronic domain) or the optical domain depending

on the traffic QoS requirements and on resource utilization factors. In this scenario, a

multilayer algorithm chooses the proper network layer for a connection, depending on

the maximum delay required by the client and the expected delay for this connection

at the optical and electronic domains. Complementary to the multilayer analysis in the
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Delay Size (bytes) Complexity Accuracy
estimator

Moments Very small (32 bytes) Very low (several It is only accurate
counters to be updated if the traffic is
upon packet arrivals) sufficiently regular

(small variation)
Delay Small (several 32-bytes, Medium (the router is Medium (it is only
Percentiles words depending on the required to calculate a a lower bound to

number of percentiles delay histogram) the actual delay)
to be submitted)

FFT Fair (as large as 512 High (the router is High (it provides
coefficients 32-bytes words, it may required to calculate a the end-to-end

be too large to be delay histogram and, delay histogram)
supported by current then, perform the FFT
signaling systems) calculation)

Weibull Small (three 32-bytes, High (the router High (it provides
mixture words for each Weibull computes the histogram the end-to-end
algorithm used in the model and then the EM algorithm delay histogram)

Table 6.4: Comparison of each algorithm’s size, complexity and accuracy

previous chapters, we now focus on how to operate in multi-domain scenarios. The main

difference between a single domain or a multi-domain scenario is that there is no full

infomation about the topology of the domain, but just partial visibility privded by border

routers [71]. Consequently, the information about the delay in each domain is not detailed,

but it is widely accepted that aggregated information is exchanged between the network

providers [87]. Previous work on IP networks like [88, 89, 90] validate that it is possible

to aggregate the network topology and exchange QoS information among nodes. In the

section 6.2.4, some algorithms are validated to monitor the traffic in a single domain.

These algorithms allow us to get the information into a single domain (Figure 6.15). An

entity in the control plane takes the information of each node and the end-to-end delay

can be computed using any of the previously validated algorithms. There is some research

concerning the scalability of the exchange information mechanisms like in [91, 92], but

these issues are out of the scope of this work.

Such QoS information can be exchanged between the domains, so it is possible to decide

whether to route an LSP over the optical or the electronic domain. Figure 6.16 depicts

the same scenario than in Figure 6.1, but with the vision that a node in AS 3 has of the

network. As our model is based on delay, the border routers announce the delay to reach
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Figure 6.15: Monitoring information in a single-domain

the other border routers in its domain. Consequently, the border routers may know the

end-to-end delay of the paths that connects every router in the network.

Operator C
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AS 2

AS 3

AS 4

Operator A

Operator B

Figure 6.16: View of a node in the AS 3 of the overall network

In the chapter 4, we define the Bayesian risk in terms of utility and cost. The com-

putation of the utility and the cost values yields to a risk function which is minimized to

find the optimal decision. The cost function was defined in section 4.1.2 with the following

design premises:

1. IP equipment is already deployed by the operators networks, so it is the first option

to send the incoming traffic.

2. When IP layer does not provide the desire utility to the flows, a new e2e lightpath is

established.



6.3. Risk function definition for multi-domain networks 121

3. The longer the light-path is, the more congestion is reduced in the IP layer.

Such design premises are kept in a multi-domain scenario, where the operators in each

domain want to use the currently deployed IP equipment, while providing the required

QoS to their customers. Consequently, the cost function must not be changed for the

multi-domain scenario.

On the other hand, the utility is based on the delay in each hop. In this multi-domain

scenario, where there is not full exchange information, the neighbor domains do not know

how many hops there is between the border routers in the network. Therefore, the delay

model for the utility function must be changed. Previous algorithms (section 6.2.4) show

that it is possible to monitor the mean and the variance of the delay in a given path (see

section 6.2.6). Using this information it is possible to use the expression of the utility

functions defined in section 4.1.3. Let us show the expression of the utility functions:

Ex[Umean(x
e2e
k )] = Ex[−xe2e

k ] = −
M∑

j=k

Ex[xj] (6.10)

Ex[Ustep(x
e2e
k )] = Ex[Ustep(

M∑

j=k

xj)] = P (xe2e
k < Tmax) (6.11)

P (xe2e
k < Tmax) ∼ N(µe2e

k , σe2e
k )

Ex[Uexp(x
e2e
k )] = λe

σ2 e2e
k λ2−2µe2e

k λ

2 (6.12)

In light of the above equations, it is clear that if the mean delay is computed by

monitoring entities in each single domain and this information is exchanged between the

domains it is possible to know all the required information to extend the Bayesian decisor

to a multi-domain scenario.

6.3.2 Numerical results

Figure 6.17 shows the reference model for the multi-domain scenario. Such scenario has

three domains, which have two demands N1 and N2 LSPs. The first N1 LSPs traverse

the domains A, B and C, while the N2 LSPs just traverse the domains B and C. The

intra-domain paths, which connects every border router, has five hops and their structure

is depicted in Figure 6.7. Let us assume that the amount of cross-traffic in each domain

is 90% and the traffic scenario for each domain is M/G/1 (see section 6.2.1). Note that
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altough every domain knows its own topology, just the domains end-to-end mean delay

(µi) and variance (σi) is used by the Bayesian decisor.

We assume that all domains have the same Rcost parameter set to 2. The bandwidth

of the LSPs is 5% of the queue occupation (ρ) and Nmax = 7. The value of Tmax for the

Uexp is 60 u.t. The Ku and Kc values are set to fill the 50% of the IP layer when there is

a demand of 7 LSPs.

N1 LSPs

N2 LSPs

Domain B

Domain A

Domain C

µ1,
�

1

µ2,
�

2

µ3,
�

3

Figure 6.17: Multi-domain reference scenario

Traffic increment in the first domain

This experiment evaluates how the decisor changes the amount of traffic when the amount

of incoming traffic in the first domain is increased from 0 to 24 LSPs. Figure 6.18(a) depicts

the amount of LSPs that are switched in the IP and WDM layer when the Umean function

is used. In light of the results, we can see that while there is enough QoS at the IP layer,

the decisor sends the incoming LSPs over the electronic domain, until the QoS is degraded

that much that a new lightpath is set up from the first border router in the first domain

to the third domain. These results validate the Bayesian decisor, since the behavior is

similar to the multi-hop scenario, but the utility functions have been changed to deal with

multi-domain environments. Figure 6.18(b) shows the results with Ustep function. The

results are the same for both utility functions and Uexp shows the same behavior.

Traffic increment in the second domain

The following experiment shows which decision is made when the second domain increase

its amount of offered traffic. In this case, N1 = 7 and N2 varies from 0 to 24. The amount

of LSPs at the IP layer in the first domain (e1) decreases, since as the amount of traffic

in the second domain is larger, the utility perceived at the IP layer is not enough for the

services. Figure 6.19(a) shows these results. When the Uexp function is used the results
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Figure 6.18: Number of LSPs routed in the electronic and optical layer when the first node
increases its traffic
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are similar (Figure 6.19(c)), but the decision in the second node e2 allows one LSP more

than Umean. Ustep results are similar. Again the results here show that the extension of the

algorithm to other scenarios is possible and that the design requirements are kept in the

multi-domain scenario.

6.4 Conclusions

This chapter extends the concepts of the Bayesian decisor to multi-domain scenarios. There

are still open issues that the research community is evaluating such as the scalability of

the information exchange between multiple domains, but the state of the art says that it is

possible to establish optical or electronic connections in multi-domain scenarios with either

GMPLS or the PCE architecture. The information provided by each domain comprises

intra-domain delay, which can be used by the Bayesian decisor to decide if a new lightpath

needs to be created.

In multi-domain scenarios case, the Bayesian decisor operates as in the multi-hop cases

with the difference that now each node’s delay function comprises the delay introduced by

all nodes of that particular domain. This multi-domain scenario could be more complicated

and instead of having just a single-path between the domains, it could have multiple paths.

This problem would be similar to the problem covered by chapter 5.
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Figure 6.19: Number of LSPs routed in the electronic and optical layer when the second
node increases its traffic





Chapter 7

A Multi-layer solution for Internet

Service Providers

This chapter proposes Multi-layer FAN (MFAN) as an evolutionary solution to support

Flow-Aware Networking (FAN) in Multi-layer environments. Current network operators

are interested in providing their IP layer with QoS solutions, such as Diffserv or FAN.

However, such approaches provide QoS at the IP layer only, and it is necessary to combine

them with Multi-layer Traffic Engineering on attempts to make QoS mechanisms aware

of the underlying WDM switching technology. Our proposal uses the FAN’s monitoring

parameters to detect which flows are more suitable to be transmitted over the optical

lightpaths or over the hop-by-hop connections. Three different policies are introduced to

decide on which criteria an IP flow arrival is extracted from the standard FAN architecture

to be forwarded onto a transparent lightpath to its destination. The performance of the

three proposed policies are discussed in terms of goodput and of queueing delay.

This chapter is organized as follows. Section 7.1 motivates the problem statement and

section 7.2 provides an overview of the two main QoS proposals: IntServ and Diffserv.

Section 7.3 introduces the concept of Flow-Aware Networking. Section 7.4 describes the

MFAN architecture and the three policies to manage the switching of IP flows of an IP

flows from the electronic layer to the optical layer. Section 7.5 outlines the benefits and

drawbacks of MFAN from simulation. Finally, Section 7.6 concludes this work and proposes

a few new perspectives.
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7.1 Motivation

The provisioning of Quality of Service (QoS) to applications implemented at the end-nodes

is one of the key issues in the engineering of the Next-Generation Internet. Recent studies

indicates that multimedia applications are becoming more and more popular, not only

Internet Protocol Television (IPTV) [93], but also VoIP [94]. Given their delay and band-

width restrictions a best-effort packet switched network is not suitable to such applications.

Besides network resource overprovisioning, two main approaches for QoS support on IP

networks have been proposed in the literature: IntServ and DiffServ. The former is well-

known for its lack of scalability due to the soft state of the virtual circuits on which this

technique relies on [95]. The latter requires a signaling channel and a control plane based

on complex algorithms to address packet marking and metering. Such mechanisms lead

to an expensive approach for QoS provisioning. In this context, a new approach, called

Flow-Aware Networking (FAN) [96, 97, 98, 99], has appeared as a promising technology to

manage congestion control in IP networks and to provide QoS to applications.

Essentially, FAN operates at the packet level and implicitly distinguishes between two

different types of flows: streaming (or priority) flows, and elastic (or non-priority) flows.

Streaming flows typically refer to voice or video applications (UDP), whereas elastic flows

often regard to TCP sessions. The FAN architecture is designed to meet two main objec-

tives: (1) minimize loss and queueing delay suffered by the streaming flows in the routers;

and (2) provide a minimum fair rate to the elastic flows. When FAN cannot satisfy these

minimum requirements, it rejects new incoming flows. By using such an admission control

policy, FAN keeps into service the already admitted flows, thus assuring a minimal QoS

under overloaded conditions.

In a first approach, FAN was conceived to operate at the IP level without any informa-

tion about the underlying layers. With the current technology trends, network operators

are gradually migrating to an IP over WDM paradigm, mainly to benefit from the larger

transmission capacity offered by optical fibers. Previous work on traffic engineering in

multi-layer networks [100, 20, 101, 102] concludes that both the IP and the WDM layers

should interact and exchange their information to provide a better QoS. This is the reason

why we propose an adaptation of the FAN concept to IP/WDM architectures, and by

extension to multi-layer capable routers including optical and electronic switching [20].

Some studies have extended Diffserv concepts to multi-layer scenarios [103, 48, 104,

105]. The authors in [103] propose an architecture for a multi-layer capable router, which

includes Diffserv in its IP cards. For instance, the authors in [48] propose a scheme with
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three CoS that are based on Diffserv. They use SLA to assure a QoS value to each

CoS. Essentially, each SLA specifies four QoS parameters: delay, jitter, packet loss and

bandwidth. Depending on the flow’s CoS the algorithm use different connection models:

Optical-LSP, “Virtual circuit connection” and datagram forwarding. The first connection

model is a full optical connection. If the QoS requirements are fulfilled, a “Virtual circuit

connection” is sent using already created routes, otherwise a new connection is established.

Finally, “best-effort” traffic is accommodated on the already available resources. The

authors in [105] have provided a new architecture to support Diffserv and MTE in Internet

Protocol (IP) over WDM networks.

We define the concept of Multi-layer FAN (MFAN) as a router architecture which

is capable of handling optical resources provided by WDM technology within the FAN

approach. When a new data flow arrives at a MFAN node, this node first tries to serve

this flow’s packets at the IP layer. If the IP layer is congested, the flow is transferred to the

optical layer whereas this layer benefits from available resources. Figure 7.1 illustrates the

architecture of the considered IP/WDM network. The IP packets are routed and forwarded

via hop-by-hop lightpaths from source to destination or they can be transmitted through

the optical domain use end-to-end lightpaths.

Sources

2

1

1

1

e2e 

ligthpath

OEO

conversion

Destinations

Figure 7.1: End-to-end transparent lightpaths and hop-by-hop opaque lightpaths.

Several policies can be defined to decide which flows are more suitable to be transmitted

though the optical layer or via the IP layer. The authors in [48] use Diffserv classification

to map the CoS over the kind of connection. If no packet marking is done, it is required to

detect features of the incoming flows in order to make such decision. Flow classification is a

extensively studied topic [106]. The authors in [104, 107] find flow features to decide which

flows should be sent to the optical layer. A first approach is the detection of “elephants” and

their transmission through the optical layer [107]. A second approach is to use Diffserv’s

classification and the flow bandwidth, to decide whether it is transmitted via an Optical
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Circuit Switching (OCS) connection or using Optical Burst Switching (OBS). Our approach

is to use the implicit classification of FAN and its monitoring parameters to make such

decision. This approach does not increase the system complexity and it does not require

packet marking.

7.2 Quality of Service at the IP layer

Current packet switched network treat all packets the same way without any preference.

They do not provide a better performance to the packets from real-time applications or

streaming ones. This behaviour is called “Best Effort”, since the network gives the best

possible service to all packets. New applications have appeared in the past years (P2P,

grid, VoIP, etc.), which need some service guaranties. In this scenario and with the aim to

reduce Operational Expenditure (OPEX), operators are merging all their legacy networks

(telephony, ATM,...) to a single IP network, which should be able to provide all different

services offered by previous ones, but suc an all-IP-based network needs to support QoS

provisioning.

Quality of Service (QoS) is a network skill to offer different network performance to

the different applications over the network. QoS is defined in terms of four parameters:

bandwidth, delay, jitter and packet loss probability.

QoS is directly related to the network architecture and network congestion. QoS allows

to offer new services to the network, because it can support high bandwidth dedicated

services, reduce packet loss probability, avoid and manage network congestion and organize

traffic.

Two main approaches has been proposed to provide QoS:

• Integrated Services (Intserv): this architecture provides an individual treatment

to each network flow. This approach clearly does not scale to the global Internet,

because the number of flows in the Internet is huge and treating them individually

is an unmanageable problem.

• Differentiated Services (Diffserv): this architecture treats the traffic based on

data aggregation, providing the data in the same group with the same QoS. This

architecture solves the scalability problem of IntServ. DiffServ does not assure ab-

solute QoS guaranties, but relative treatment preference between classes. DiffServ

requires complicated traffic engineering to be efficient. Pricing is part of the contract
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and depends on the traffic volume emitted per class and the class itself. The absence

of a direct link between cost and price complicates the pricing, so necessary for the

ROI.

Although IntServ was proposed in 1994 by the IETF [108] and DiffServ was defined

in 1998 ([109],[110]) none of them has yet been deployed by operators, because of the

main problems previously cited (scalability and cost). Therefore, new proposals for QoS

have appeared. A new QoS architecture was proposed in [96] and it is called Flow-Aware

Networking (FAN).

In the following sections, an extended overview of Intserv and Diffserv is provided.

Section 7.3 explains in detail FAN architecture.

7.2.1 Integrated Services

The Integrated Services architecture [108] provides QoS based on the flow concept, in a

way that mimics QoS enforcement in the telecommunications network. A data flow is a

continuous traffic stream created by one user and all its packets require the same QoS.

Therefore, the minimum QoS unit in Intserv is the flow.

A key point in Intserv is the flow definition. Flows can be identified using the source

and destination address, the source and destination ports and protocol. In IPv6 flow

identification could be done using the Flow Label and the source and destination addresses,

or just like is done in IPv4.

The IntServ architecture defines three categories of services the traditional best-effort

services, guaranteed services and controlled load services [111].

• Guaranteed Services: this service is guaranteed a minimum bandwidth and max-

imum delay. Each router in the e2e path must offer such requested guarantees.

• Controlled Load Services: the quality in this service is like a priorized traffic. The

network gives priority to this traffic, but it does not assure any delay or bandwidth

constraint.

• Best Effort Services: this service has no QoS specifications. The network delivers

the traffic as soon as possible, following the conventional best-effort approach.

IntServ defines a set of service commitments that the network must fulfil to support

IntServ [108]. These commitments can be classified into three categories:
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• QoS commitments: are the maximum and minimum delays. Guaranteed services,

which have a minimum bandwidth and maximum delay guaranteed, specify its re-

quirements using the traffic characteristics (Tspec) of the flow along with the reser-

vation characteristics (Rspec). Controlled load services only specify its traffic char-

acteristics (Tsec) and they are negotiated at session setup, since they do not have

any QoS parameter to be assured.

• Resource-sharing commitments: are collective policies that affect to flows transported

by the network. There are three categories: multi-entity link-sharing, multi-protocol

link-sharing and multi-service link-sharing. These categories are defined to share the

same link among multiple entities or organizations, protocols or services.

• Resource reservation commitments: are defined to improve the network utilization

and avoid performance degradation of the services.

Based on all these commitments, a Reference Implementation Framework (RIF) was

defined with four components: [108] the packet scheduler, the admission control routine,

the classifier and the reservation set-up protocol.

The packet scheduler has a set of queues where the incoming packets from different

stream are forwarded. The classifier separates packets into classes so the packet scheduler

can provide the desired QoS. The admission control routine is an algorithm that determines

the acceptance or refusal of an incoming new flow into the system. Its decision is based on

whether or not the already accepted flows are guaranteed their QoS levels. The Resource

Reservation Protocol (RSVP) [112] lets the network find an adequate route to support

each flow’s QoS and further adapt such routes to failures and changes in the network.

The instantiation of the RIF in a router (Figure 7.2) is defined in [108]. The routing

agent deals with the computation of the routing tables. The reservation setup agent is in

charge of setting aside the resources for the flows, once the admission control has accepted

it. The manager agent handles the routing operation. The media transfer layer takes care

of packet processing and forwarding.

7.2.2 Differentiated Services

The Differentiated services (DiffServ) approach [110] is based on the idea that traffic is al-

ready classified, according to the QoS requirements for each packet. This class information

is included into the packet. This is different from of Intserv which provides QoS based on



7.2. Quality of Service at the IP layer 133

Routing 

Agent

Reservation 

Setup Agent

Management 

Agent

Admission 

Control

Routing 

Database
Traffic Control 

Database

Control and 

management layer

Media 

transfer layer

Classifier

Input driver Internet Forwarder Output driver

Packet 

Scheduler

Figure 7.2: Implementation Reference Model for Routers

each flow requirements, thus allowing DiffServ scheme to be scalable. Additionally, Diff-

Serv core routers are capable of forwarding the packets with different Per-Hop Behaviour

(PHB).

Essentially, the PHB is the QoS information written on each packet using Differentiated

Service (DS) field. The current specification allows thirty two traffic classes and it also

includes congestion notification information. The DS field is added to the IP header instead

of Type of Service field. This compatibility tries to help in the DiffServ implementation.

The DiffServ architecture does not use any extra signaling information, only the routers

need to be configured to support different PHBs.

Three main service classes are defined in DiffServ architecture:

• Expedited Forwarding: this is the service that is provided greatest quality. This

service would be similar to a virtual dedicated line or a CBR ATM circuit. It is

assured a minimum bitrate, a maximum packet loss rate, a mean and maximum

delay and a maximum delay jitter.

• Assured Forwarding: this is a priority service, whereby no QoS parameters are

assured, but traffic is processed with certain priority. Four classes are defined within

this service class, with three types of guarantees per class depending on the discard

packet probability. Therefore, there are twelve possible services using these cate-

gory. Using the four classes, routers can be programmed to use a certain amount of

resources for each class (bitrate, queueing size, etc.).
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• Best Effort: no guarantees are assured for this service.

If we compare Intserv and DiffServ services we can see that the Expedited Forwarding

service is equivalent to the Guaranteed service, while DiffServ’s Assured Forwarding service

could be quite close to Intserv’s Controlled Load Service.

DiffServ

Domain
Neighbour DiffServ

Domain

Edge 

node

No-DiffServ 

node

Core 

node

Figure 7.3: DiffServ components

The DiffServ architecture has two types of nodes: edge and core nodes [110]. Edge

nodes are in the limit of the DiffServ domains and they can be connected to other DiffServ

domains or to Non-DiffServ domains (see Figure 7.3). Depending on the traffic direction,

edges nodes can work as Ingress or Egress nodes (Figure 7.4). A DiffServ ingress node

classifies incoming traffic into a DiffServ category in order to fulfill the Service Level Spec-

ification (SLS) of packets. The SLS is a set of parameters that specifies the traffic profile

and the rules to be followed by the classifier The classifier (Figure 7.4) categorises the

packets using a set of filters that select the packet according to its DS field value. The

traffic can be also metered, re-marked, policed and shaped (or dropped) to assure that the

traffic stream is conformed to the rules defined by the SLS.
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Figure 7.4: Ingress and Egress nodes (DiffServ)
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The DiffServ architecture has many variations and alternatives that are focused in

solving the problems of the Intserv architecture. Further details concerning DiffServ can

be found in [113].

7.3 Review of Flow Aware Networking

Flow-Aware Networking (FAN) was proposed in [96] as a new approach to offer Quality

of Service to the Next-Generation Internet, based on implicit classification and admission

control of incoming flows, and flow-based scheduling. A flow can be considered a stream

of packets with same header attributes, whose packets do no exceed a given interarrival

time. FAN simplifies network operations leading to potentially significant cost reduction

in the IP backbone because it increases network efficiency. Additionally, FAN requires no

change of existing protocols and it can be implemented as an individual device connected

to each border router interface.

Essentially, FAN performs implicit classification of flows, choosing from two categories:

streaming (high-priority) and elastic (low-priority). Moreover, it defines an admission

control mechanism which seeks two objectives: On the one hand, it gives preference to

streaming flows on attempts to minimize packet loss and the delay they experience but, at

the same time, it aims at ensuring a minimum useful data rate (also known as goodput)

to elastic flows.

To this end, FAN defines two parameters: the Priority Load (PL) and the Fair Rate

(FR). Fair Rate is an estimation of the bandwidth that an incoming flow would receive if

admitted, while Priority Load is an estimation of the service rate of streaming packets in

the queue.

Incoming flows are denied access to the system when the FAN architecture can not guar-

antee a given performance level (delay and fair rate). This admission control mechanism

is depicted in Figure 7.5.

The complete process operates as follows: When a packet arrives at the system, the

admission control module finds the flow it belongs to, namely fn, and evaluates whether

such fn is in its inner Protected Flow List (PFL). This list stores the flow identifier of each

flow already accepted by FAN and transmitted over the IP layer. If fn ∈ PFL, then the

packet is served. Otherwise, the packet is part of a new flow which must go through the FAN

admission control process. When so, it is tested whether PL < ThPL and FR > ThFR,

that is, if a given QoS guarantees defined by the ThPL and ThFR thresholds are maintained
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Figure 7.5: FAN Admission Control Flow Diagrams.

or not. If this is the case, the new flow is accepted; otherwise, it is rejected. Therefore,

the acceptance-rejection process is defined based on PL and FR. Figure 7.6 defines the

Admission Control region depending on the values of PL and FR. On the top-left part

of the figure, the acceptance region is found, where PL < ThPL and FR > ThFR. The

value of PL is roughly estimated every tenths of milliseconds (packet time-scale) and FR

is estimated every hundredths of milliseconds (flow time-scale).

C

C

FR

PL

ThPL

ThFR

Admission

Region

FR<ThFR

PL>ThPL

Figure 7.6: Admission Control regions.

Although flows already accepted are somehow protected, only those flows which trans-

mit at a lower rate than ThFR are treated as streaming flows (high-priority). All the others

are considered elastic flows thus receiving less preference. This is so in order to avoid that

flows abuse from the system resources. This classification is called “Implicit service dif-
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ferentiation”. After such classification of flows is performed a Priority Fair Queue (PFQ)

algorithm, as defined in [98] (which is based on the Start Fair Queue (SFQ) [114]).

Basically, the PFQ is a Push In First Out (PIFO) queue, which stores packet informa-

tion (flow identifier, size and memory location) and a timestamp which is determined by

the SFQ algorithm. The PFQ queue is split into two areas delimited by a priority pointer

(see Figure 7.7), whereby streaming flows are temporally stored at the priority queue area

(at the head of the queue), and the elastic flows are stored at the tail of the queue. Pref-

erence is given to the priority area since it is served before the non-priority area. Finally,

the queue stores non-and high-priority packet count statistics, which are further used to

compute the values of PL and FR.

Queing 

service

Priority 

Packets

Non-Priority 

Packets 

Pointer 

delimiting 

priority area

Figure 7.7: Priority Fair Queueing architecture.

In addition, an Active Flow List (AFL) is maintained by the PFQ. This list is similar

to the PFL defined above, but it also stores the amount of packets transmitted per flow in

the recent past. The flows with the greatest amount of transmitted packets (also known

as greatest “backlog”) may be discarded under severe congestion conditions. It has been

shown in [98, 115, 116] that the AFLs does not suffer from scalability problems. An

alternative algorithm to PFQ, called Priority Deficit Round Robin (PDRR), is proposed

in [99]. The performance of PDRR is shown similar to that of PFQ [99], but its complexity

is O(1) ([99]), whereas PFQ’s complexity is O(log(N)), like SFQ [114]. In this work PFQ

is used, since for simulation purposes the behavior is the same.

It is worth remarking that FAN architectures have been tested [117, 118], patented

[119, 120], standardized [121] and commercialized [122]. In [118], the authors compared
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flow-based and packet-based routers; their results showed that flow-based approach offers

enhanced performance in terms of packet processing.

Additionally, FAN architectures have received recently more attention from the Grid

community1. For instance, the authors in [123, 124, 125] have evaluated FAN architecture

under Grid traffic and showed that FAN architecture performs better than DiffServ under

a sample Grid environment. In conclusion FAN architectures are a promising approach for

QoS provisioning.

7.4 Extension of FAN to an IP over WDM network

architecture

Figure 7.8 proposes an architecture for the Multi-layer Flow-Aware Networking (MFAN)

node. As it is illustrated, a MFAN node deals with the optical layer and its subsequent

queue, which can be used for routing traffic when the IP layer is near congestion.

The optical switching technology used at the WDM Layer is based on Wavelength

Selective Switches (WSS) and ROADM. Data flows to be transmitted at the optical layer

are buffered in a simple FIFO queue at the source MFAN node. The transmission technique

at the optical layer is based on optical bursts with random size. An intermediate node

between the source node and the destination node may insert along the lightpath between

this pair of nodes its own optical bursts. Similarly, an intermediate node may extract

upstream optical bursts if this is their final destination. Such transparent optical circuit

which links a source to multiple destinations is known as a light-trail [126, 127]. Traffic

inserted at an intermediate node along a light-trail may be viewed as cross-traffic for the

optical layer. We can then estimate that MFAN nodes are located at the ingress and egress

nodes of a transparent optical cloud.

MFAN assumes that the QoS provided by FAN at the IP layer is sufficient. For this

reason, the extended Multi-layer FAN node uses the IP resources whenever it is possible

(that is, as long as PL < ThPL and FR > ThFR), and requests extra optical resources

once either PL or FR fall out their ranges. Therefore, the MFAN solution does not try to

improve the QoS provided to incoming flows, but to enable the acceptation of a new flows

at the transparent optical layer which would otherwise be rejected at the opaque IP layer.

In the MFAN architecture, the flows that use the optical resources are stored in the

1“It’s a very promising technology and has significant potential, addressing a number of issues in a way
no one else is today.” Joe Mambretti, EETimes, 08/06/2007
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Figure 7.8: Multi-layer Flow-Aware Networking (MFAN) node architecture.

PFLλ list. This list is looked up when incoming packets arrive at the MFAN node, to

see whether such packet belongs to an already accepted flow or is part of new flow arrival

(see Figure 7.9). If it is a new flow, it is first tried to be routed over the electronic layer

(whether PL < ThPL and FR > ThFR). If the flow is denied access at the IP layer, then

the optical layer is tried, first checking whether there are optical resources available, and

secondly evaluating the optical queue threshold (OQth). If it is successful, then the flow

is accepted. In what follows, the optical queue shall be referred as the electrical queue

connected to the optical layer.

The following defines three different policies about what to do when the optical layer

accepts a flow in a situation of congested electronic layer:

• Newest-flow policy. Those incoming flows, which cannot be accepted by the FAN

queue, are sent over the optical layer, only if the occupancy of the optical queue

is below the threshold OQth. Admission control is used also in the following two

policies.

• Most-Active-flow policy. The flow with the greatest “backlog” in the AFL (exist-

ing flow) is transferred to the optical layer, thus releasing some space in the electrical

layer for the new incoming flow.

• Oldest-flow policy. With this policy, the flows that are active and have been

around for a longer time in the FAN queue are moved to the optical queue, thus



140 Chapter 7. A Multi-layer solution for Internet Service Providersfn є PFLfn YesThPL,ThFR? MFAN Approachλ,OQth?PFLλ db Access denied
Flow 1Flow 2…Flow N fn є PFLλ OpticalLayerIP LayerPFL db PolicyFlow 1Flow 2…Flow N The policy decides where to send the incoming flow. If it is necessary, it updates PFL and PFLλ

Figure 7.9: MFAN Admission Control Flow Diagram.

releasing space for the new flow arrival. The age of flows is available by FAN in the

PFL, thanks to the incoming order to the system.

According to the previous definition of Most-Active- and Oldest-flow Policy, MFAN

chooses the flow to send over the optical layer. However, the FAN queue can be congested

due to the streaming flows (PL > ThPL) or elastic flows (FR < ThFR). It is reasonable

to switch through the optical layer only the type of flows that are causing such congestion

to the FAN queue. This is feasible since flows are classified and stored at the FAN’s

monitoring system. Figure 7.10 summarizes this idea.

It is important to note that the MFAN system uses only the FAN’s monitored param-

eters and the FIFO queue state (OQth). Furthermore, the MFAN approach reduces the

amount of memory required by FAN. The reason is that, for two links, FAN needs to save

two PFL tables as well as two AFL tables. However, the information saved by MFAN is:

one PFL, one AFL and one PFLλ tables. PFLλ does not save any monitoring informa-

tion, but only the identifiers of the flows routed though the optical queue. Therefore, if

FAN scales at Gbps networks, MFAN architecture also does.
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Figure 7.10: Optimal decision of the flows.

7.5 Experiments and results

7.5.1 Simulation scenario description

To study the performance of the three different policies introduced above, we have simu-

lated a scenario with four TCP/Reno and four UDP traffic sources in a two-hop network

(see Figure 7.11) using ns22. As illustrated, the light-trail (end-to-end transparent optical

link) has been simulated by a direct connection between the first and the third nodes,

whereas the IP connection traverses all three nodes. For the sake of simplicity, it is as-

sumed that a single light-trail is available at the optical layer and that bursts are composed

by a single IP packet.

This scenario considers the same input traffic parameters used by the authors in [98, 99]

to validate FAN. Essentially, flows arrive following a stationary Poisson process, given the

fact that the UDP sources (streaming flows) simulate phone calls and TCP (elastic) flow

arrivals are well-known to follow this distribution (see [128]). The UDP sources have been

simulated with an on/off process, whereby the duration of both periods are exponentially

distributed with mean 0.5 seconds. Additionally, the “on”-period rate is 64 Kbps, with

constant packet length of 190 bytes. The UDP session length is exponentially distributed

with mean 60 seconds. On the other hand, the TCP job size follows a truncated Pareto

distribution with tail index α = 1.5 and 1 KB mean value, always in the range of 8 KB

2http://www.isi.edu/nsnam/ns/
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Figure 7.11: MFAN Simulation Scenario.

and 1 MB. Finally, the buffer sizes considered follow the well-known rule of Q = RTT ×C,

as given by [129].

The system’s traffic load is considered 110%, in order to study the admission control

mechanism. In a first experiment, MFAN is evaluated in a TCP-dominated environment,

whereby 80% of the total traffic volume is TCP and the remaining 20% is UDP [99]. In such

scenario, it is expected to observe that FR exceeds the threshold value ThFR. However, in

the second experiment, we test the MFAN system in a UDP-dominated scenario. In such

case, it is expected that PL > ThPL. In all the experiments, it is worth remarking that

ThPL = 80% and ThFR = 5% [99].

With this configuration, we have focused on the following performance metrics: mean

delay experienced by the streaming packets and average goodput of the elastic flows in the

optical queue. The performance of the FAN queue is not explained here, since it has been

validated in previous studies [98, 99]. Besides, one of the MFAN premises is that the QoS

given at the IP layer by FAN is adequate.

Finally, the reader should note that the backbone link capacity is 100 Mbps, which is

much smaller than typical optical capacities, but significantly reduces the simulation time.

The results obtained with this value should remain for higher capacities.

Figure 7.12 summarizes the MTE problem for the MFAN approach. The traffic demands

are modeled using the state of the art in TCP and UDP connections, the network resources

are our MFAN nodes, which are connected as depicted in Figure 7.11. The objective of our

approach is to select the better flows to use the optical resources, when it is mandatory,
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thus is when FAN queue is saturated. The solution of our problem is this request for extra

optical resources and the selection of the most suitable flows.

Flow model for 

TCP and UDP

Multi-layer FAN 

nodes

MFAN 

module

(1) Establish new 

by-passes

(2) Transmit 

these flows via 

e2e connections

(1) Use optical 

resources
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suitable flows to use 

bypasses

Figure 7.12: Blocks Definition MFAN Problem

7.5.2 Admission control in the optical queue

This first experiment aims to show the benefits of introducing admission control in the

optical queue, since this was proposed in FAN to minimize the service degradation that

arises under congestion. In light of this, Figure 7.13 shows the results of a simulation

example that was carried out both with and without admission control. In both cases, we

have considered the Newest-flow policy in the TCP-dominated scenario.

Figure 7.13 illustrates the average goodput for the TCP flows and the mean delay

suffered by the UDP packets in the optical queue. As shown, the case without admission

control offers less performance (high delay and low goodput) than when admission control

is employed. Indeed, this is the case since, the more flows accepted (when no admission

control is used) the more load in the queue. Furthermore, it is noteworthy that it is

possible to adjust a given desired QoS just by varying the value of the optical queue

threshold parameter OQth.

7.5.3 Implicit classification of FAN

FAN’s implicit classification decides which flows are considered streaming (high-priority)

and which others are elastic (low-priority). Following the FAN architecture, a situation

with Fair Rate under its threshold indicates that the system is congested due to the elastic
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Figure 7.13: Average goodput and delay in the optical queue with and without admission
control.

flows, whereas if the Priority Load threshold is exceeded the flows causing congestion are

the streaming ones.

For instance, Figure 7.14 shows the evolution of Fair Rate and Priority Load in the

TCP-dominated scenario described in Section 7.5.1. As shown, the Fair Rate is out of its

nominal range, which means that the system is heavily loaded due to elastic traffic. This

is reasonable since 80% of the simulated traffic is TCP. Thus, it makes sense to move the

elastic flows to the optical queue, in order to relief the IP layer.

Figure 7.15 illustrates the evolution of FR and PL in the UDP-dominated scenario. In

this case, PL is out of range, while FR is most of the simulation time over ThFR = 5%.

The implicit classification information of FAN can be used by the Most-Active-flow and

Oldest-flow policies to move to the optical layer the “most appropriate” flows in terms of

congestion at the IP layer. When the system is loaded due to elastic flows, some of these

should be sent to the optical layer and viceversa. Clearly, the Newest-flow policy makes

no use of such information, since it just switches the incoming flows to the optical layer.

7.5.4 Flow routing policies over the optical queue

This experiment aims to study the behaviour of the three policies defined in Section 7.4:

Newest-flow, Most-Active-flow and Oldest-flow. As previously stated, the difference among
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Figure 7.14: Fair Rate and Priority Load evolution in a TCP-dominated scenario (Newest-
flow policy and OQth = 80%).
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Figure 7.15: Fair Rate and Priority Load evolution in a UDP-dominated scenario (Newest-
flow policy and OQth = 80%).
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them is the choice of which flow is to be transmitted over the optical queue upon conges-

tion of the IP layer. Therefore, the following focuses on the performance of the optical

queue. Firstly, the results are shown when the system is TCP-dominated and, secondly,

the performance of MFAN under a UDP-loaded scenario is studied.

MFAN Performance in an TCP-dominated scenario

Figure 7.16 shows the total number of UDP and TCP flows switched in the optical layer

during the 100 seconds that the simulation lasts for the three policies, with OQth in the

range 10% to 90% of the total queue length.
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Figure 7.16: Total number of UDP and TCP flows switched in the optical layer (over 100
seconds). TCP-dominated scenario.

First of all, it is important to notice that only a few UDP flows are routed over the

optical layer in the cases of Oldest- and Most-Active-flow policies. This is because, with

these two policies, only some UDP flows are detected as elastic flows (false positives). On

the other hand, it can be seen that the Newest-flow policy sends a greater number of UDP

flows through the optical queue. This has a tremendous impact on the performance of the

optical queue since the UDP flows, which do not suffer congestion control, increase the

overall delay in the optical queue (see Figure 7.17).
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Figure 7.17: Mean delay of the UDP packets in the optical queue (Confidence inter-
vals=95%). TCP-dominated scenario.

Finally, Figure 7.18 shows the average goodput of the TCP flows in the optical queue, for

different queueing threshold OQth values. Again, the Newest-flow policy shows the worst

results (that is, low goodput values). Concerning the other two, the Oldest-flow policy

presents the best results among the three policies, given that the number of TCP flows

accepted is smaller than those accepted by the Most-Active-flow policy (see Figure 7.16

bottom). The reason for this is that the Oldest-flow policy is more accurate at detecting

the heaviest flows, since the Most-Active-flow only considers the “backlog”, which is a

short-term measure of the heaviness of the flows.

MFAN Performance in an UDP-dominated scenario

This section shows the results when the greatest amount of traffic is UDP. Figure 7.19

represents the number of TCP and UDP flows sent to the optical layer in the simulation.

The amount of UDP flows is almost the same for all policies, but the Newest-flow policy

sends more TCP flows to the optical layer.

According to the amount of UDP and TCP flows in the optical domain (Figure 7.19), the

greatest delay is achieved when using the Newest-flow policy (see Figure 7.20). However,

the difference among the policies is below 0.1 ms. If we compare this results with the ones

in the TCP-dominated scenario (Figure 7.17), we realize that the number of UDP flows is
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Figure 7.18: TCP flows goodput in the optical queue (Confidence intervals=95%). TCP-
dominated scenario.
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Figure 7.19: Total number of UDP and TCP flows switched in the optical layer (over 100
seconds). UDP-dominated scenario.
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decisive for the queuing delay. The number of TCP flows does not greatly influence the

UDP queueing delay, because of the congestion avoidance mechanism.
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Figure 7.20: Mean delay of the UDP packets in the optical queue (Confidence inter-
vals=95%). UDP-dominated scenario.

The goodput achieved by the TCP flows is represented in Figure 7.21. In this scenario

the performance of the Most-Active-flow policy is better than Oldest-flow policy. The Most-

Active-flow policy sends to the optical layer the flows which are transmitting a greatest

amount of traffic. Moreover, as PL > ThPL, this sends only the flows classified as streaming

ones. This pattern matches with the TCP flows that are in the slow start phase and do

not reach the congestion avoidance phase. When these flows are sent to the optical queue,

they can increase their TCP transmission window, thus increasing their goodput. However,

“old” TCP flows sent to the optical layer are flows in the congestion avoidance phase, so

they do not achieve higher bit rates.

Performance study with different traffic profiles

According to the results of the previous sections, we discover that the performance of

the policies depends on the traffic profile observed in the network. The best goodput is

achieved when the Oldest-flow policy is used over a TCP-dominated scenario, whereas

the Most-Active-flow policy outperforms when the system is mostly loaded by UDP flows.

This evolution is shown in Figure 7.22. When the proportion of UDP flows is greater than
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Figure 7.21: TCP flows goodput in the optical queue (Confidence intervals=95%). UDP-
dominated scenario.

TCP flows, a better goodput is achieved by the Most-Active-flow policy. The UDP delay

is almost the same as with the Oldest- and Most-Active-flow policies. In light of this, a

new “Hybrid policy” could be defined on attempts to exploit the benefits of both policies.

Such a “Hybrid policy” would use the Most-Active-flow policy when the system is loaded

by UDP traffic and it would follow the Oldest-flow one when TCP traffic dominates.

7.6 Conclusions and future work

This work’s contributions are two-fold: First, it proposes an extension to the Flow-Aware

Networking architecture by including an optical layer upon the congested IP layer. This

new architecture is a simple extension of FAN which uses the same monitoring parameters,

but includes a new one, the OQth, to keep FAN’s admission control at the optical layer.

And, secondly, this work proposes and analyses three different policies concerning the

choice of which flows are moved to the optical layer. The simulations show that the best

possible choice, in terms of delay and goodput experienced by the flows, is to switch the

heaviest flows found in the IP layer over the optical domain. This is possible using the

Most-Active- and Oldest-flow policies which continuously monitor the current flows in the

IP layer. Among these two, when the traffic profile is TCP-dominated, the latter is more
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Figure 7.22: Policies performance evaluation when the percentage of TCP varies. (OQth =
70%)

accurate at detecting the heaviest flows since it monitors flows over a longer period of time.

However, if the system had a congestion due to UDP flows, the Most-Active-flow policy

shows better results.

As future work a “Hybrid policy”, which combines the benefits of both above, will be

studied as a solution for all kind of traffic profiles. Moreover, it is interesting to investigate

the performance behaviour of MFAN nodes in a more complex topology and its impact

in the optical layer with limited resources. In addition to this, the performance of MFAN

shall be evaluated with other traffic applications, such as P2P and Grid.





Chapter 8

Conclusions

This chapter is divided into three section. Section 8.1 summarizes the main contributions

of this Ph.D. thesis. Then, the objectives of this work are evaluated in section 8.2. Finally,

section 8.3 proposes future work and new research lines.

8.1 Main contributions

This thesis addresses the issue of the end-to-end provisioning of QoS in multi-layer and

multi-domain network operators. To achieve such objectives three solutions are proposed:

“Threshold-based” algorithms, the Bayesian decisor and Multi-layer FAN (MFAN). A com-

mon objective of the three solutions is to improve the QoS in multi-layer networks while

managing the optical and electronic resources sensibly. The contributions of this thesis are

outlined at the end of each chapter, but the following lists a summary of them:

1. Multi-layer Traffic Engineering (MTE) strategies are feasible for current

networks operators. Chapter 2 shows that the integration of MTE mechanisms in

current network operators is feasible. This chapter not only evaluates the impact at

the control plane level, but also at the data plane.

This contribution has led the following publication:

• J. E. Gabeiras, V. López, J. Aracil, J. P. Fernández Palacios, C. Garćıa Argos,

O. González de Dios, F.J. Jiménez Chico and J. A. Hernández: Is Multi-layer

Networking Feasible?, in Optical Switching and Networking, accepted.

2. Bayesian decisor for multi-layer and multi-domain architectures. This thesis

proposes a novel methodology to deal with the multi-layer problem of choosing which

153
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amount of traffic should travel through the IP or the optical domain. This Bayesian

decisor is defined and validated not only in a single-domain scenario, but also in

multi-domain networks.

This contribution has led the following publications:

• V. López, J. A. Hernández, J. Aracil, J. P. Fernández Palacios O. González

de Dios: Performance evaluation of a Bayesian decisor in a multi-hop IP over

WDM network scenario, in Optical Networking Design and Modeling (ONDM),

Feb 2009.

• V. López, J. A. Hernández, J. Aracil, J. P. Fernández Palacios and O. González

de Dios: A Bayesian decision theory approach for the techno-economic analysis

of an all-optical router (extended version), in Computer Networks, July 2008,

Vol. 52, Issue 10, pp. 1916-1926.

• V. López, J. A. Hernández, J. Aracil, J. P. Fernández Palacios O. González

de Dios: A Bayesian decision theory approach for the techno-economic analysis

of an all-optical router, in Optical Networking Design and Modeling (ONDM),

May 2007. Published in Lecture Notes in Computer Science (LNCS). Within

the top five papers award.

3. Extension of Flow-Aware Networking to multi-layer networks. The integra-

tion of multi-layer networks remains an open issue in QoS solutions for the IP layer.

This work proposes the integration of FAN with IP over WDM networks, without

the introduction of new monitoring techniques, but just efficiently using FAN’s mon-

itoring parameters.

This contribution has led the following publication:

• V. López, C. Cárdenas, J. A. Hernández, J. Aracil and M. Gagnaire: Exten-

sion of the Flow-Aware Networking (FAN) architecture to the IP over WDM

environment, in IEEE International Telecommunication NEtworking WorkShop

on QoS in Multiservice IP Networks (IT-NEWS/QoS-IP 2008), February 2008.

Within the top ten papers award.

8.2 Assessment of the objectives

The specific objectives of this thesis are: “Characterization of the main traffic sources in

current IP over WDM networks”, “Definition of techniques to improve the multi-layer inte-
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gration and offer Quality of Service”, “Identify the monitoring parameters and techniques

to operate in multi-domain networks providing Quality of Service” and “Integration of the

proposed solutions with the current protocols and architectures”.

Concerning traffic characterization, chapter 3 validates the Fractional Brownian Motion

(FBM) as a model to simulate the behavior of current traffic in networks. Experiments are

carried out to test that the queuing performance under a FBM traffic and the state of the

art match. This traffic model is assumed for the traffic characterization in the Bayesian

decisor model. Chapter 6 evaluates the performance of monitoring delay techniques, based

not only on well-known Poisson traffic, but also in a real trace from CAIDA. Such real

traffic is not memory-less like the exponential traffic, which enhances the value of this

evaluation.

The main contribution of this thesis is the identification of MTE problems and the

proposal of different MTE traffic mechanisms. Chapter 2 proposes a “Threshold-based”

algorithm, which allows the network operator to avoid congestion at the IP layer, offloading

Longest or Largest flows through the lightpaths. The performance of these “Threshold-

based” algorithms show that when lower congestion levels are reached at the IP layer, a

greater amount of lightpaths are requested to the WDM layer. Usually both objectives

performance and resource utilization are opposite. Chapter 3 proposes a Bayesian decisor

to trade-off between the performance and the resource utilization. This contribution is

very valuable, since it offers a new methodology which can be adapted to the operator

requirements. This adaptation is realistic, because QoS constraints as well as resource

utilization parameters are included in the model. This novel methodology is extended not

only for a single-node, but also to multi-node paths (chapter 4) and to general network

topologies (chapter 5). These chapters show the coherent behavior of the Bayesian decisor

in all the scenarios. The third contribution to the MTE field is Multi-layer FAN (MFAN).

Chapter 7 reviews FAN technology and proposes a node model for a multi-layer scenario.

The MFAN proposal does not increase the complexity of FAN and takes advantage of

the functionalities provided by it. Three policies to deal with the flow routing problem

were defined and evaluated, discussing their performance in scenarios with different traffic

profiles.

Chapter 6 evaluates some techniques to monitor the end-to-end delay in single-domain

networks. Such single-domain techniques are used to provide a delay model to the Bayesian

decisor. This new delay model helps us to define the Bayesian decisor for multi-domain

networks. This model is also evaluated in chapter 6, validating the behavior of the Bayesian
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decisor in multi-domain scenarios.

All proposed solutions are in line with the current standards for backbone networks.

Chapter 2 provides a wide discussion about the feasibility of MTE strategies in current

network operators. Chapter 6 carries out a detailed description of the current protocols

for multi-domain backbone scenarios to show that the Bayesian decisor proposal can be

easily integrated in these architectures. Finally, the main QoS technologies (Intserv and

Diffserv) are introduced in the chapter 7. They are compared with Flow-Aware Networking

(FAN), thus providing a reasonable motivation for Flow-Aware Networking architectures.

Multi-layer FAN (MFAN) is proposed as an evolutionary solution for FAN networks, which

have to operate in multi-layer topologies. Consequently, the proposals of this dissertation

are not just interesting for academia, but also for real operators.

In light of the results, we can say that objectives of this work have been fulfilled. Multi-

layer architectures are a novel area with a lot of open problems (routing, dynamic grooming,

multi-domain interaction, etc.). This dissertation contributes with the definition of appro-

priated MTE strategies for the different problems that current network operators have

to deal with. The extension to multi-domain networks and the definition of evolutionary

solutions enhance the contributions of this work.

8.3 Future work

The results presented throughout this thesis open new research lines for future work that

extends the research in multi-layer and multi-domain networks. Let us outline some of

these future research lines:

• Centralized vs. distributed architecture. The interaction among the entities in

our proposal, assumes that a point in the network contains all the state information.

This centralized approach is feasible for small networks, but it does not scale to

large ones. Therefore, a future research line is how to adapt the “Threshold” and

Bayesian decisor algorithms to work distributedly and compare its performance with

the centralized solution.

• Multi-service networks. The “Threshold” algorithm just takes into account a sin-

gle threshold for service provisioning. The Bayesian decisor evaluates its performance

with three different types of services, but they do not share network resources in our

study. However, current networks are migrating to a single infrastructure in order to
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reduce their OPEX and CAPEX. Consequently, the Bayesian decisor should include

mechanisms to share resources among different services and the “Threshold-based”

algorithm should include support for different QoS applications.

• Evaluation of timing parameters in MTE strategies. Every algorithm included

in a network can operate at three levels: Network Planning, Network Engineering and

Real-Time Management. Network planning decisions are valid for months or years.

Network engineering timing is done in weeks or days, and real-time management in

hours, minutes or seconds. The strategies proposed in this work do not consider

when the algorithms may be run. The MFAN solution is clearly shown as an on-line

mechanism for TE provisioning. The “Threshold-based” and the Bayesian decisor

algorithms may be used as short or long term mechanisms. However, to solve such

question, it is required to evaluate how such algorithms could be implemented in real

network equipment and how the delay of the monitoring information can affect their

performance.

• Economic impact of Multi-layer Traffic Engineering mechanisms. The de-

ployment of MTE mechanisms in real networks, not only depends on the technical

capabilities of the mechanisms, but also on their impact in the CAPEX and the

OPEX. This work proposes MTE strategies and a preliminary case study is included

in the dissertation. However, a realistic cost model not only for the IP layer, but also

for the optical components is mandatory to evaluate the impact of MTE algorithms

in economic terms. If we want to evaluate the impact on the OPEX, the evaluation

of the timing parameters is also required. So this future line research is joint with

the previous future research line.

• MTE strategies with resilience support. The scope of this dissertation is not

focused on resilience issues, but this is a key topic for the development of MTE

strategies in operators. The integration of these MTE strategies should support the

interaction with resilience techniques that are under research for backbone technolo-

gies.
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Este caṕıtulo tiene dos secciones. La primera resume las contribuciones principales de la

tesis y se evalúan los objetivos de esta tesis en la segunda sección.

Contribuciones principales

Esta tesis estudia la provisión de calidad de servicio extremo a extremo en redes multicapa

y multidominio. Para conseguir este objetivo se han propuesto tres soluciones: algoritmos

basados en umbrales, el decisor bayesiano y Multi-layer FAN (MFAN). Un objetivo común

de las tres soluciones es mejorar la calidad de servicio en redes multicapa utilizando los

recursos de la capa IP y óptica cuando son necesarios. Las contribuciones de esta tesis se

muestran en cada caṕıtulo, pero la siguiente lista resume las principales:

1. Las estrategias de Ingenieŕıa de Tráfico multicapa son viables para los op-

eradores de red actuales. El caṕıtulo 2 muestra que la integración de mecanismos

de Ingenieŕıa de Tráfico multicapa es posible. Este caṕıtulo no sólo evalúa el impacto

del plano de control, sino también el plano de datos.

Esta contribución ha dado lugar a la siguiente publicación:

• J. E. Gabeiras, V. López, J. Aracil, J. P. Fernández Palacios, C. Garćıa Argos,

O. González de Dios, F.J. Jiménez Chico and J. A. Hernández: Is Multi-layer

Networking Feasible?, in Optical Switching and Networking, aceptado.

2. Decisor bayesiano para redes multicapa y multidominio. Esta tesis propone

una metodoloǵıa novedosa para tratar el problema multicapa sobre la cantidad de

tráfico que debe ser enviado usando los recursos IP y ópticos. Este decisor bayesiano

está definido y validado no sólo para un único dominio, sino para redes multidominio.

Esta contribución ha dado lugar a la siguiente publicaciones:
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• V. López, J. A. Hernández, J. Aracil, J. P. Fernández Palacios O. González

de Dios: Performance evaluation of a Bayesian decisor in a multi-hop IP over

WDM network scenario, in Optical Networking Design and Modeling (ONDM),

Feb 2009.

• V. López, J. A. Hernández, J. Aracil, J. P. Fernández Palacios and O. González

de Dios: A Bayesian decision theory approach for the techno-economic analysis

of an all-optical router (extended version), in Computer Networks, July 2008,

Vol. 52, Issue 10, pp. 1916-1926.

• V. López, J. A. Hernández, J. Aracil, J. P. Fernández Palacios O. González

de Dios: A Bayesian decision theory approach for the techno-economic analysis

of an all-optical router, in Optical Networking Design and Modeling (ONDM),

May 2007. Published in Lecture Notes in Computer Science (LNCS). Entre los

cinco mejores art́ıculos.

3. Extensión de Flow-Aware Networking a redes multicapa. La integración de

redes multicapa con soluciones de calidad de servicio en la capa IP es aún una ĺınea

de investigación abierta. Este trabajo propone la integración de FAN con redes IP

sobre WDM, sin añadir complejidad, sino usando los parámetros de monitorización

de FAN.

Esta contribución ha dado lugar a la siguiente publicación:

• V. López, C. Cárdenas, J. A. Hernández, J. Aracil and M. Gagnaire: Exten-

sion of the Flow-Aware Networking (FAN) architecture to the IP over WDM

environment, in IEEE International Telecommunication NEtworking WorkShop

on QoS in Multiservice IP Networks (IT-NEWS/QoS-IP 2008), February 2008.

Entre los diez mejores art́ıculos.

Evaluación de los objetivos

Los objetivos espećıficos de esta tesis son: “Estudiar las fuentes de tráfico en las redes IP

y ópticas y encontrar modelos que permitan analizar el impacto en las redes.”, “Encontrar

técnicas para mejorar la integración multicapa y ofrecer calidad de servicio”, “Identificar los

parámetros principales a monitorizar en un escenario que pretende trabajar con múltiples

dominios y ofrecer calidad de servicio” e “Integrar de las soluciones propuestas con los

protocolos y arquitecturas comúnmente utilizadas”.
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Respecto a la caracterización de tráfico, el caṕıtulo 3 valida el proceso “Fractional

Brownian Motion (FBM)” como un modelo adecuado para simular el comportamiento del

tráfico en redes actuales. Se han realizado experimentos para comprobar que el rendimiento

de una cola con tráfico FBM y el estado del arte encajan. Este modelo de tráfico se utiliza

como modelo para el decisor bayesiano. El caṕıtulo 6 evalúa el rendimiento de técnicas de

monitorización de retardo con tráfico poisoniano y con una traza real. Este tráfico real no

es un proceso sin memoria lo cual aumenta el valor del estudio.

La principal contribución de esta tesis es la indentificación de problemas de Ingenieŕıa

de Tráfico multicapa y la propuesta de algoritmos para resolver dichos problemas. El

caṕıtulo 2 propone un algortimo basado en umbral, que permite al operador reducir la

congestión en la capa IP, descargando el tráficoyer en la malla fotónica. El rendimiento

de estos algoritmos muestra que cuando se obtiene una menor congestión en la red se

utiliza una mayor cantidad de recursos en la capa óptica. Normalmente, el rendimiento y

la utilización de recursos son dos objetivos contrarios. El caṕıtulo 3 propone un decisor

bayesiano para buscar un compromiso entre el rendimiento y la utilización de recursos.

Esta contribución es importante ya que ofrece una nueva metodoloǵıa que se adapta a los

requisitos del operador. Esta adaptación es realista, ya que se incluye calidad de servicio

y la utilización de los recursos en el modelo. Este metodoloǵıa se ha desarrollado no sólo

para el caso de un único nodo, sin para múltiples nodos (caṕıtulo 4) y para topoloǵıas

generales (caṕıtulos 5). Estos caṕıtulos muestran el comportamiento del decisor bayesiano

en todos los escenarios. La tercera contribución en este objetivos es Multi-layer FAN

(MFAN). El caṕıtulo 7 revisa la tecnoloǵıa FAN y propone un modelo de nodo para un

escenario multicapa. Esta propuesta no aumenta la complejidad de FAN, sino que utiliza

los parámetros de monitorización de FAN. Tres poĺıticas para decidir que tipo de tráfico

se debe enviar a la capa óptica se han definido, evaluado y se ha mostrado su rendimiento

con distintos perfiles de tráfico.

El caṕıtulo 6 evalúa algunas técnicas para monitorizar el retardo extremo a extremo

intra-dominio. Estas técnicas son utilizadas para dar un modelo de retardo al decisor

bayesiano. Este nuevo modelo de retardo permite definir el decisor bayesiano para redes

multi-dominio. Este modelo es evaluado en el caṕıtulo 6, validando el comportamiento del

decisor bayesiano en escenarios multidominio.

Todas las soluciones propuestas están alineadas con los estándares para redes troncales.

El caṕıtulo 2 ofrece una amplia discusión sobre la viabilidad de estrategias de Ingenieŕıa

de Tráfico multicapa en operadores de red actuales. El caṕıtulo 6 lleva a cabo una detal-
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lada descripción de los protocolos actuales en redes multidominio para troncales de red.

Muestra que el decisor bayesiano puede ser integrado fácilmente en esta arquitectura. Las

principales tecnoloǵıas de calidad de servicio (Intserv y Diffserv) son introducidas en el

caṕıtulo 7. Estas tecnoloǵıas son comparadas con Flow-Aware Networking (FAN), ofre-

ciendo una motivación razonada para las arquitecturas FAN. Multi-layer FAN (MFAN)

extiende FAN en redes multicapa, por lo que no añade complejidad y podŕıa integrarse con

facilidad. Por lo tanto, las propuestas de este trabajo no sólo quedan justificadas desde el

punto de vista académico, sino para operadores reales.

Tras esta evaluación se puede ver que se han cumplido los objetivos. Las arquitecturas

multicapa son un area con problemas abiertos. Esta tesis contribuye con la definición

de estrategias multicapa para diferentes problemas que los operadores de red tiene que

solucionar. La extensión para redes multidominios aumenta la contribución de este trabajo.
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5. V. López, C. Cárdenas, J. A. Hernández, J. Aracil and M. Gagnaire: Extension of

the Flow-Aware Networking (FAN) architecture to the IP over WDM environment,

in IEEE International Telecommunication NEtworking WorkShop on QoS in Multi-

service IP Networks (IT-NEWS/QoS-IP 2008), February 2008. Within the top ten

papers award.
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Aracil: Performance evaluation and design of Polymorphous OBS networks with

guaranteed TDM services, in IEEE/OSA Journal of Lightwave Technology, accepted.
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