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ABSTRACT 

In this paper, we describe the experiments conducted by the 

Information Retrieval Group at the Universidad Autónoma de 

Madrid (Spain) in order to better recommend movies for the 2010 

CAMRa Challenge edition. Experiments were carried out on the 

dataset corresponding to weekly Filmtipset track. We consider 

simple strategies for taking into account the temporal context for 

movie recommendations, mainly based on variations of the KNN 

algorithm, which has been deeply studied in the literature, and one 

ad-hoc strategy, taking advantage of particular information in the 

weekly Filmtipset track. Results show that the usage of 

information near to the recommendation date alone can help 

improving recommendation results, with the additional benefit of 

reducing the information overload of the recommender engine. 

Furthermore, the use of social interaction information shows also 

a contribution in order to better predict a part of users’ tastes. 

Categories and Subject Descriptors 

H.3.3 [Information Storage and Retrieval]: Information Search 

and Retrieval – Information Filtering, Retrieval Models, Selection 

Process; I.5.1 [Pattern Recognition] - Models 

General Terms 

Algorithms, Performance. 

Keywords 

Recommender Systems, Movie Recommendation, Temporal 

Information. 

1. INTRODUCTION 
Time has become an important dimension to analyze in 

Recommender Systems (RS). Although until recently this aspect 

was not investigated thoroughly within RS scope, recent work 

show that taking into account this dimension can improve 

accuracy of recommendations [4]. Many ideas to handle temporal 

information have been proposed. In this work we discuss some of 

them, and apply a few on the Weekly Filmtipset dataset of 2010 

CAMRa Challenge [7], presenting the most relevant results. The 

remainder of the paper is structured as follows: section 2 presents 

related work. Section 3 describes experiments performed. Section 

4 discusses the results obtained. Finally, section 5 presents some 

preliminary conclusions and expected future work. 

2. RELATED WORK 
One of the first ideas for incorporating temporal information in 

RS was that of incrementing the weight of recent ratings [3], 

assuming that the most recent preferences of a user reflects in a 

better way his/her actual preferences (and near-future ones). In 

this work, a neighborhood of items is determined, and the final 

rating prediction is weighted according to the difference between 

the rating of each user in the neighborhood of the active user, and 

the most recent rating of the active user for an item in the 

neighborhood of the objective item. The work of Tang et al. [8] 

can be considered a special case of this idea, where the rating data 

of older items was truncated, leaving only the most recent items as 

input for the recommendation engine. This was a movie RS, and 

the production year of the movies was used to decide if the movie 

should be eliminated from the database or not. 

A simple idea that shows improvements on recommendations’ 

accuracy is the one proposed by Lee et al. [6], where two temporal 

dimensions are considered, the time that an item has been 

included in the RS, and the time that a user showed a preference 

for the item, in an increasing weight scheme depending on the 

information recency. An interesting point in this work was the 

usage of implicit information. Another idea that has been explored 

is the usage of different K values in K-Nearest Neighbor (KNN) 

algorithms, as a time function (more specifically, K values that 

minimize the error in different time intervals are searched) [5]. 

The use of matrix factorization techniques has also been extended 

in order to incorporate temporal information. In particular, several 

factors in the factors model that represent long and short-term 

changes in users’ behavior and items acceptance [4]. 

3. EXPERIMENTS 
This section details how we performed our experiments, including 

basic descriptions of the implemented strategies for generating 

recommendations. For each strategy, we generate a list of 

recommended movies (with the predicted rating) for each user in 

test set, and then calculate the results metrics detailed in section 4. 

3.1 Data Pre-processing 
The basic strategies carried out only used as input data the movie 

ratings available in the datasets. In order to make use of all the 

information (using only the allowed information for each task), 

we created two versions of ratings datasets, one for the Christmas 

week (XmasFullDataset) containing ratings in ratings_train.tsv 

before December 21th, 2009, and other for the Oscar week 

(OscarFullDataset), containing all ratings in ratings_train.tsv and 

ratings_test_xmas before February 27th, 2010, 
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3.2 Baseline strategy 
In order to have a baseline to compare results of our strategies, we 

use a trivial user based KNN algorithm separately over both 

datasets, with K=3. Similarities between users are calculated using 

the common Pearson Correlation and predictions are calculated as 

aggregations of the ratings of the most similar users, as described 

in [1]. In order to obtain recommendation lists, we calculate 

predictions for all movies for each user, selecting the top N with 

respect to the predicted rating. 

3.3 Simple KNN Strategy 
In order to obtain more results, the first strategy was to vary the K 

value for the KNN algorithm. We use values of K from 1 up to 50.  

3.4 Ad-hoc Strategy 
As a second strategy we created an ad-hoc recommender using 

specific information provided for the Challenge. In this case, we 

use data from reviews (in reviews.tsv file), and movie comments 

(in moviecomments.tsv file) as they include time stamps. This 

strategy considers that social interaction influence users actions 

and tastes. We estimate the preference of a user towards an item 

taking into account which movies the user has reviewed and how 

similar are each of these movies with respect to the objective 

movie (using Pearson correlation). Besides, we also take into 

account the portion of time between the review was made and the 

recommendation date. 

3.5 Time-Biased KNN 
The third strategy is a simplification of the increasing weight in 

function of time scheme. In this case, we calculate the most 

similar users in datasets with all the available information 

(XmasFullDataset and OscarFullDataset), but after that we use 

only the most recent ratings of the neighbors to estimate the 

prediction of the rating of the active user, assuming that recent 

ratings corresponds to the actual preferences of the users (and that 

similar users tend to be similar along time). This can be 

summarized in eq. (1). 

 

 
            

                                   

                   
 

(1) 

 

 

Where    is the prediction for the rating,     is the mean rating of 

user  ,          is the similarity between user x and user y,      
is the set of nearest neighbors of x,    is a recent rating from a 

user to an item and       stands for the mean recent rating of a user. 

A disadvantage of this strategy is that if the time interval is too 

small, then there could be not enough information as to make a 

prediction. Within this scheme (and remaining Time-Periodic 

Biased KNN strategy), in cases where no data was available to 

calculate the neighbors of a user, the average rating of the movie 

or of the user was used instead, in that order. We tested this 

strategy for varying values of K, with 2 datasets of recent ratings 

for each task. In the case of both task, the recent ratings datasets 

were 1 month and 4 months (which includes all data in 1 or 4 

months previous to the starting day of recommendation). The 

selection of these short time horizons responds to the premise that 

many movie preferences remain only for a short time-span. The 

use of wider horizons within a weight-decay scheme was not 

considered because of the Challenge deadline constraints. 

3.6 Time-Periodic-Biased KNN (TPB KNN) 
This strategy is a variation of the Time-Biased KNN strategy, in 

which the recent ratings datasets includes data from the last 

months immediately before the recommendation weeks, and also 

data for the same months and days, but in the previous year. In the 

case of both tasks, the recent ratings datasets for this strategy 

were: 1 month and 2 months. 

4. RESULTS 
For each strategy, we calculate MAP, P@5, P@10, AUC and 

NDCG. The metric values are calculated with the trec_eval 

utility1, a public program to evaluate TREC results using the 

standard NIST evaluation procedures. Within this scheme, each 

user is treated as a query, and the recommendation list is treated 

as the results for the query. This way, using the test sets as ground 

truth, trec_eval is able to calculate MAP, P@5, P@10 and NDCG 

as usual in Information Retrieval. We use AUCCalculator utility 

[2] to calculate AUC. We have included NDCG mainly because, 

in terms of Information Retrieval, if we consider users as queries, 

recommended items as documents resulting from the query, and 

the predicted ratings as approximations to the scores given by the 

search engine, we can compute the cumulative gain (CG) at 

position p of a particular rating. Each user (i.e., a query) has a 

discounted CG. If we normalize it using the information of the 

whole set of users we compute the NDCG measure, which allows 

fair comparisons between different algorithms. Besides that, it 

helped us to decide which algorithm and which parameter 

combination (among all the combinations tried) performed better 

in case of equal performances using other measures. 

The results obtained for the above-mentioned metrics with the 

baseline strategy (see section 3.2) are shown in Table 1. 

Table 1. Baseline strategy results. 

Task MAP P@5 P@10 AUC NDCG 

Christmas 0,0025 0,0051 0,0039 0,0265 0,0059 

Oscar 0,0021 0,0075 0,0051 0,0345 0,0064 

 

As we can see here, the results are extremely poor with this 

strategy. In terms of Precision, AUC and NDCG, these results 

show that task 1 (Christmas week) is somewhat more difficult 

than task 2 (Oscar week). The simple KNN strategy with all 

ratings (KNN at different K values) is the first improving strategy 

that we applied. Figure 1 and Figure 2 show the performance for 

each metric in task 1  and task 2 respectively. The best values for 

the considered metrics are detailed in ¡Error! No se encuentra el 

origen de la referencia.. 

Table 2. Best results for simple KNN with averages strategy. 

Task K value MAP P@5 P@10 AUC NDCG 

C
h

r
is

tm
a

s 

K=4 0,0030 0,0063 0,0042 0,0311 0,0076 

K=20 0,0047 0,0057 0,0056 0,0893 0,0250 

K=49 0,0062 0,0062 0,0053 0,1453 0,0414 

K=50  0,0060 0,0058 0,0053 0,1461 0,0416 

O
sc

a
r 

K=15 0,0044 0,0091 0,0074 0,0897 0,0227 

K=42 0,0053 0,0076 0,0078 0,1467 0,0409 

                                                                 

1 http://trec.nist.gov/trec_eval/ 



K=50 0,0056 0,0076 0,0072 0,1593 0,0443 

 

Figure 1. Results for task 1 with simple KNN strategy at 

different K values. 

 

 

Figure 2. Results for task 2 with simple KNN strategy at 

different K values. 

As we can see in Table 2, there is no optimal K value that 

performs the best for all metrics. However, from the precision 

standpoint, a K value in the range [15 – 20] seems to work right, 

meanwhile MAP shows better values as K increases (see figures 1 

and 2). 

In Table 3 we show the results for the ad-hoc strategy. The 

“review week” parameter represents how many weeks are 

considered until the last allowed date for each task. In this way, if 

this value is negative (e.g. Week -n), we take into account n 

weeks into the past. We also include results found when the 

reviews are from the same (Week 0) or the next (Week +1) week 

of the evaluation. We are aware this scenario is not real, but it 

gives us a hint about which could be the best achievable value 

using this approach. 

It is interesting to note that, for task 1, the best MAP and precision 

values are obtained with data from the week previous to the 

recommendation, and not with data from the same week (which 

does occur on task 2). However, in terms of NDCG, best results 

are always found when using the evaluation week on its own. 

These results have a very important output: social interaction 

between users and movies (reviews, comments, etc.) must be 

taken into account in a social recommender website, since it, 

probably, will affect subsequent user actions, such as purchases or 

ratings. It follows from the fact that values over 0 on the metrics 

indicate that users actually see (and like) movies that are similar 

to previously reviewed movies. However, we need to improve this 

scheme, as metric values are very low (even worse than baseline 

results), which may indicate that movies recommended with this 

strategy are not high rated (we are not aware if the reviews and 

comments are positive or negative). On the other hand, this 

recommender can be implemented in a scalable and incremental 

way, and, besides that, it can provide with straightforward 

recommendation explanations, which is still an open problem in 

RS [1]. 

Table 3. Results of ad-hoc strategy. 

Task Review 

Weeks 

MAP P@5 P@10 AUC NDCG 

C
h

r
is

tm
a

s 

Week +1 0,0025 0,0008 0,0012 0,2087 0,1539 

Week 0 0,0025 0,0008 0,0012 0,2087 0,1539 

Week -1 0,0059 0,0018 0,0023 0,2559 0,0791 

Week -2 0,0041 0,0013 0,0012 0,2494 0,0739 

Week -3 0,0036 0,0011 0,0009 0,2465 0,0723 

Week -4 0,0035 0,0008 0,0008 0,2449 0,0716 

O
sc

a
r 

Week +1 0,0036 0,0022 0,0018 0,2514 0,0662 

Week 0 0,0028 0,0021 0,0018 0,2102 0,1573 

Week -1 0,0015 0,0003 0,0005 0,1540 0,0296 

Week -2 0,0012 0,0007 0,0005 0,2039 0,0414 

Week -3 0,0012 0,0007 0,0005 0,2039 0,0414 

Week -4 0,0021 0,0004 0,0004 0,2364 0,0610 

 

Figure 3 shows results of the Time-Biased KNN strategy, with the 

1 month recent ratings dataset (see section 3.5), for task 1. Similar 

results were seen on task 2. This strategy was tested for K values 

in the range [2 - 50]. Table 4 shows the best results for different 

configurations of this strategy on the Christmas and Oscar task. 

In this case, results are much better than those obtained with the 

previous strategies, particularly on the task 1 (Christmas week). 

Figure 3 shows that MAP does not continue increasing its value as 

K increases when using this strategy (on the opposite to the 

simple KNN strategy). In the case of the 2nd task, the results were 

quite similar to these ones. 

Table 4. Best results for Time-Biased KNN strategy. 

Task Time 

Interval 

K 

value 

MAP P@5 P@10 AUC NDCG 

C
h

r
is

tm
a

s 

1 Month K=14 0,0405 0,0070 0,0044 0,4552 0,3890 

K=25 0,0399 0,0018 0,0009 0,4515 0,3891 

4 Months K=11 0,0339 0,0018 0,0018 0,4415 0,3768 

K=24  0,0341 0,0018 0,0009 0,4412 0,3770 

O
sc

a
r 1 Month K=22 0,0381 0,0033 0,0022 0,4226 0,3770 

K=23 0,0381 0,0033 0,0017 0,4229 0,3777 



4 Months K=21 0,0359 0,0034 0,0028 0,4161 0,3753 

K=25 0,0360 0,0022 0,0022 0,4163 0,3754 

These results show that better predictions are obtained with recent 

data. So it confirms our intuition that recent ratings better reflects 

actual users’ tastes. Table 5 shows results from the TPB KNN 

strategy. In this case, for the 1 month interval, values of K in the 

range of [2 - 50] were tested, but for the 2 months interval only K 

values in the range [2-16] were tested, due to time constraints. 

 

Figure 3. Results for task 1 with Time-Biased KNN strategy at 

different K values, using ratings from the last month. 

Table 5. Best results for TPB KNN strategy. 

Task Time 

Interval 

K 

value 
MAP P@5 P@10 AUC NDCG 

Christmas 1 Month K=40 0,0326 0,0000 0,0000 0,4407 0,3755 

2 Months K=13 0,0338 0,0000 0,0000 0,4450 0,3765 

Oscar 1 Month K=33 0,0344 0,0024 0,0018 0,4101 0,3785 

2 Months K=13 0,0188 0,0019 0,0014 0,2733 0,3133 

 

These results are also competitive, but not as good as those 

obtained with the Time-Biased KNN strategy, meaning that the 

additional information of the same period but on the past year is 

not contributing to better predictions of the actual users’ tastes. 

It is interesting to note that MAP and NDCG values are 

consistently better with the time-biased strategies; meanwhile 

P@N values are somewhat lower than the baseline and simple 

KNN strategies. This is probably due to a better capacity of the 

time-biased strategies to recommend movies highly rated by 

users. We must remember that in the calculation of the Precision 

measure, documents (items recommended) are only considered as 

relevant or non-relevant, whereas in NDCG the relevance value 

(rating) is taken into account. This way, if time-biased KNN 

strategies are able to recommend the same number or even less 

movies, but with higher rating, NDCG will increase, meanwhile 

Precision will maintain or even decrease (as actually happens).  

5. CONCLUSIONS AND FUTURE WORK 
The results of the different strategies presented in this paper show 

the difficulties for getting good predictions from the dataset. 

Although the metric values could be considered low, the time-

biased strategies show considerable improvements compared with 

our baseline and ad-hoc strategy. This is a proof of the potential 

that temporal information can be an important input in getting 

better predictions of users’ tastes. Further study on the 

characteristics of this specific dataset should help us to come with 

more accurate predictions. Due to time constraints we could not 

try some other schemes that probably can provide better 

predictions, such as the use of matrix factorization models, or the 

construction of a hybrid recommender which takes into account 

social and temporal information. Tests made with social 

information (reviews and comments) showed that social 

relationships does have an impact on users’ actions (in this case 

ratings), and an adequate combination of all this information will 

surely lead to better recommendations. 
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