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Abstract—Traditional digital PFC (Power Factor Correction) uses three sensors to measure the input and output voltages and the input current. Each sensor, especially the input current one, increases the cost of the system and generates power losses in case of resistive sensors. This paper presents a controller for boost PFC converters. It uses pre-calculated duty cycles generated offline, and applies them to the switch. In order to control the converter with non-nominal conditions, just one ADC (Analog to Digital Converter) is used, which measures the output voltage. Measuring the average and the ripple of the output voltage with this ADC, the controller takes compensation action for changes in the input voltage but also in the load of the converter. The average value is used to control the input voltage changes, whilst the ripple value is used to control load changes. These two loops present low frequency bandwidth, so the ADC and the whole system can be low cost. Finally, a comparator is used to detect the zero-crossing of the input voltage, so the pre-calculated values are synchronized with the ac mains. In this way, the converter only uses one ADC and one comparator, both with low bandwidth. Results show that high power factor and normative compliance are reached, even under non-nominal conditions.

Index Terms—rectifiers, digital control, switched mode power supplies, field programmable gate arrays.

I. INTRODUCTION

Classic PFC techniques usually need to sense the input and output voltages, and the input current. Sensing the input current is not a trivial issue. It is a common practice to utilize a resistive sensor, but it generates power losses and hot that must be evacuated. Besides, in the case of digital control, the voltage through the resistor should be digitized with an ADC and the input current frequency is equal to the switching frequency. Hence, this ADC should have higher sampling frequency than the ADCs used for the input and output voltages, which change at the line frequency and can be low cost ADCs.

Taking advantage of digital techniques, many proposals avoiding current sensing have been presented. Some of them utilize current estimation using voltage ADC measurements [1]–[3]. These proposals were applied to dc-dc multiphase converters. [4] presents an input current estimation method measuring the inductor voltage also for dc-dc converters.

For PFC, this is even more critical, because in the general case three ADCs are necessary. In [5], a fully digitalized PFC rectifier is proposed without any ADC. The three typical variables are measured, but using comparators and saw-tooth signals, avoiding ADCs. In [6], the variable which is not measured is the input voltage, but most works focus on obtaining PFC without measuring the input current [7]–[14]. For instance, in [7] a PFC boost converter is presented. In that proposal, the input current is not measured but its zero crossing is detected measuring the input and output voltages. In [8], [9], a current estimation method also using input and output voltage measures from low cost ADCs is presented. [10] describes a PFC converter which only uses a voltage loop, avoiding the current loop. That system achieves good performance at nominal input conditions and even under transients. The same authors presented a modification of the algorithm [11] which improves the results under distorted input voltage, but it also increases the complexity of the system.

Other way of avoiding current measurement in PFC is to pre-calculate the duty cycle for a line period in nominal conditions, and start applying those pre-calculated values when a zero-crossing is detected [12]–[15]. However, the power factor quickly decreases under conditions not exactly equal to nominal ones if no compensation is applied.

[12], [13] present a pre-calculated method and its online control when the output voltage changes due to the load. This control only selects which set of duty cycles is output from eight possible sets and no input voltage changes are considered.

Besides, in [14], a predictive process calculates the duty cycles of the next ac line period measuring the input and output voltages of the present ac period. That system presents limitations in case of load changes. The same authors present an improved system in [15], which reduces the limitations of the previous proposal. However, it also measures the input current, increasing the cost of the system.

This work presents a method to pre-calculate offline the duty cycles which are applied to the PFC switching converter. A deep analysis of the duty cycle is presented and it is divided into three components. Besides, several methods to regulate them online, in case of non-nominal conditions, are presented. The aim of this work is to reduce the cost of the PFC system. Previous proposals decrease the number of ADCs from three to two. In this proposal, a single ADC for the output voltage is used. However, in order to obtain two control loops, both the mean output voltage and its ripple are measured. In this way, the system is able to compensate for the changes in the input voltage but also in the load of the converter. Finally, only a comparator is used for synchronization (zero-crossing...
The rest of the paper is organized as follows. Section II defines how to pre-calculate the duty cycles of the PWM which will be applied to the switch of the power converter. Section III defines several control techniques which are used to make the system robust in case of input changes. Section IV shows the experimental results of all the presented techniques. Finally, conclusions are given in section V.

II. PRE-CALCULATED DUTY CYCLE VALUES

In a PFC system, the switch of the converter can be controlled by a digital PWM with variable duty cycle. The values of the duty cycle are usually controlled sensing the input voltage and current and the output voltage. In this paper, the duty cycles are pre-calculated in advance and stored in a memory, so no calculus is necessary during run-time. These values are specific for each design. The system will apply the duty cycles to generate the PWM switching signal. The main advantage of using pre-calculated duty cycles is to avoid sensors. Ideally, only synchronization with the utility would be necessary. However, compensators must be implemented to work under not exactly nominal conditions, so additional sensors are needed. As it will be shown in section III, with the proposed pre-calculated technique only the output voltage sensor is necessary.

The calculus of the duty cycles depends on the topology of the converter, which is a boost converter in our case (Fig. 1). This paper shows the calculus only for a boost converter operating at CCM and under sinusoidal input voltage. However, it would be similar with other topologies. The equation of the inductor is analyzed when the inductor is charging (switch on) and discharging (switch off):

\[
\begin{align*}
\frac{v_{LON}}{v_g} &= L \cdot \frac{d_i}{dt} \\
\frac{v_{LOFF}}{v_g} &= v - v_{out} = L \cdot \frac{d_i}{dt}
\end{align*}
\]  

where \( L \) is the inductance, \( v_g \) is the input voltage and \( v_{out} \) the output voltage. The system of equations (1) is discretized and translated into a difference equation and it is solved for \( i_L \):

\[
i_L(k + 1) = i_L(k) + \Delta i_{LON} + \Delta i_{LOFF} =
\]

\[
i_L(k) + \frac{v_g(k)}{L} \cdot T_{Sw} \cdot d(k) +
\]

\[
+ \frac{v_g(k) - v_{out}(k)}{L} \cdot T_{Sw} \cdot (1 - d(k))
\]  

where \( k \) indicates the switching cycle inside an input ac period, \( T_{Sw} \) is the switching period which is constant, and \( d \) is the duty cycle, normalized to unity, which will be applied to the switch. Therefore, \( T_{Sw} \cdot d(k) \) is the time of charging, and \( T_{Sw} \cdot (1 - d(k)) \) the time of discharging. The input current of each step depends on the previous current value, the input and output voltages, and the present duty cycle. The equation (2) is solved for the duty cycle obtaining:

\[
d(k) = \frac{v_{out}(k)}{v_{out}(k)} + \frac{L}{T_{Sw}} \cdot (i_L(k + 1) - i_L(k))
\]

(3)

This equation generates the duty cycle for each switching period inside a rectified ac period. These duty cycles can be applied periodically so, for instance, if the rectified utility period is divided into 1 000 switching cycles, then only 1 000 values should be stored into a memory. The variable \( v_{out}(k) \) represents the output voltage in the switching period \( k \). The output voltage has a ripple component produced by the load:

\[
v_{out\text{Ripple}}(k) = \frac{P_{out}}{C \cdot 2 \omega_r \cdot V_{out}} \cdot \sin(2 \cdot \omega_r \cdot kT_{sw})
\]

(4)

\( P_{out} \) is the mean output power, \( C \) the capacitance of the output capacitor, and \( \omega_r \) is angular frequency of the ac mains. As seen in (4), the frequency of the output voltage ripple is twice the frequency of the ac mains. Therefore, \( v_{out}(k) \) in (3) corresponds to:

\[
v_{out}(k) = V_{out} - v_{out\text{Ripple}}(k)
\]

(5)

Besides, the input current (\( i_L \)) can be calculated knowing that it is a periodic variable which depends on the power that the load demands and the input voltage:

\[
i_L(k) = \frac{P_g}{V_g} \cdot \sqrt{2} \cdot \sin(\omega_r \cdot kT_{sw})
\]

(6)

where \( P_g \) is the mean input power and it is equal to \( P_{out} \) ignoring losses.

Once all the parameters are defined, (3) is used to calculate and store the duty cycles.

III. CONTROL TECHNIQUES

The duty cycles are calculated for specific conditions of the input voltage and load, so any change in them will negatively affect the power factor. Many duty cycle sets could be pre-calculated and the most suitable set could be applied when the input values are changed. However, a low-cost system has heavy memory restrictions, so it is not feasible.
Therefore, it is necessary to include closed loops to control changes in those parameters. Closed loops require sensors, but the aim of this work is to reduce the cost and complexity of the system. The proposed system only measures the output voltage, and this task is accomplished with one ADC. This way, all regulations are applied using the acquired output voltage.

Besides, the system needs to synchronize the pre-calculated duty cycle with the ac mains, so only zero-crossing detection of input voltage is required. Since it is not necessary to measure its value, an analog comparator is used for synchronization, which can be a low-bandwidth device, because the rectified input voltage frequency is 100 Hz. In this work, it is assumed that the frequency of the ac mains is equal to 50 Hz. If the system should work both with 50 and 60 Hz, then two sets of duty cycles should be stored, one per line frequency. The synchronization filter of the FPGA can easily detect if the frequency of the line is equal to 50 Hz. This method will use the right set. However, the slight variations that can be seen in the ac mains are not taken into account. Anyway, if the ac period is longer than expected, some duty cycles could be repeated. The repetitions must be distributed equally trying to apply every duty cycle when it is needed. On the other hand, if the period is shorter than expected, some duty cycles won’t be applied. The duty cycles that are not applied must be also distributed equally.

The proposed system has one ADC for output voltage and one comparator for synchronization. The following subsections describe several methods to control the system by introducing the adequate duty cycle modifications over the calculated in nominal conditions. Finally, in Section IV all the control loops are experimentally compared.

A. Regulating the duty cycle as unique parameter

The easiest regulation can be done taking into account the following average equation of a boost converter in CCM:

\[
< d >_{T_u} = \frac{< v_{out} >_{T_u} - < v_g >_{T_u}}{< v_{out} >_{T_u}}
\]  
(7)

If the average value of the output voltage during an utility period, \(< v_{out} >_{T_u}\), is different than expected, the set of duty cycles should be also modified proportionally. This method controls the deviations of the input voltage amplitude or of the average output voltage. The duty cycle values are previously calculated with (3), and a simple PID regulator can be added to control the system. This regulator is similar to the voltage loop of a classic PFC. It measures the mean output voltage and changes the duty cycle according to it.

The question is how to change the duty cycle values. It is not enough to change a single duty cycle value, but a full set of values stored in a memory. One possibility is to multiply each value of the memory by the output of the loop, which regulates the mean output voltage. However, the result of this regulation is a distorted duty cycle. Fig. 2 shows the result of multiplying \(d\) by a constant when the input voltage is increased. As it can be seen, modifying the duty cycle, it does not start and finish with value 1, which is desired for power factor correction.

Therefore, the duty cycle waveform is very different from the ideal, and this affects the input current waveform shape — hence, the power factor.

The proposed solution is to store in memory \((1-d)\) for each switching period, so this value can be multiplied while keeping the initial and final shapes and, therefore, not being distorted. As it can be seen in Fig. 2, the regulation using \((1-d)\) is similar to the ideal one.

Figure 3 shows the block diagram of the loop using this technique. As it can be seen, the regulator output, \(k\), is multiplied by the stored complementary duty cycle \((1-d)\), obtaining the regulated duty cycle \((1-d^*)\), which is converted into \(d^*\). The regulator is shown with more detail in Fig. 4. There is a PID and its output, \(\delta\), is added to ‘1’, so the final regulation is \(1+\delta\). Ideally, in nominal conditions \(\delta\) is equal to 0, so the output \(k\) is 1. However, it is increased or decreased to control the output voltage when necessary, but \(k\) remains around 1 under changes in the working conditions.

This method uses (3) under nominal conditions. Changes in the load would not be well detected by this loop, because load changes do not produce significant changes on the average output voltage when the efficiency is high. Therefore, lower power factor will be achieved for other loads. This limitation is overcome with the following methods.

B. Dividing the duty cycle into two parameters

The previous method cannot compensate for changes in the load of the converter. Further analysis of the duty cycle is shown in this method to overcome this limitation. The \(d\) values of (3) can be divided into \(d_1\) and \(d_2\) as follows:
The parameters are shown in Fig. 5 and 6 respectively. As it can be seen, \( d_1 \) is the main component of the duty cycle, while \( d_2 \) allows to correct the current distortion produced by the output load. Fig. 5 shows that \( d_1 \) is heavily influenced by the input voltage variation and barely by the power. Taking that into account, \( d_1 \) can be controlled using the average output voltage. Thus, the ripple component of \( v_{out} \) is ignored, not being able to change \( d_1 \) in case of load changes. Similarly to the first method, \( 1 - d_1 \) is stored in memory instead of \( d_1 \), and the same average output voltage regulator can be used.

The \( d_2 \) component depends on the input current. The input current, as seen in (6), is proportional to the input/output power of the converter for a given input voltage, so any change in the load would affect proportionally to the input current and so to the \( d_2 \) component. The system cannot measure the power of the load directly, but it is able to extract the ripple of the output voltage from the ADC for the output voltage already in use. The ripple of the output voltage is proportional to the output power, as seen in (4). Therefore, sensing the ripple of the output voltage, \( d_2 \) can be regulated.

On the other hand, \( d_2 \) also depends on the input voltage as Fig. 6 shows. Therefore, the regulator of the average output voltage is also used to control \( d_2 \).

The control flow for this method is shown in Fig. 7. As the figure shows, there is an average output voltage loop for \( d_1 \) (similar to the voltage loop in any PFC converter). Moreover, \( d_2 \) not only uses the same average output voltage loop but also a ripple output voltage loop. The latter behaves like a classic current loop, although it uses the ripple of the output voltage, but in this case the bandwidth is low.

Similarly to the method presented in subsection III-A, the first component, \((1 - d_1)\), is regulated with \( k = 1 + \delta \). However, the additional component \( d_2 \) is stored directly, with no use of complementary terms \((1 - d_2)\), so the regulator should output \( \frac{1}{k} \) instead of \( k \), because \((1 - d_1)\) and \( d_2 \) have opposite signs. This division can be avoided taking into account that \( \frac{1}{k} = \frac{1}{1+\delta} \) is similar to \( \frac{1}{k} \approx 1 - \delta \), because \( \delta \) is near 0. For example, if the input voltage is 10% lower than expected, \( \delta \) is equal to -0.1, so \( \frac{1}{k} \) is approximated to 1.111 and \( \frac{1}{k} = 1.100 \). In this case, an error of 10% in the input voltage (which is normally much lower) produces an error of 1.01% in the regulation of \( d_2 \). This simplification reduces drastically the hardware resources in use, because a division is much more expensive in terms of area and processing time than an adder, while the resulting error is acceptable. Fig. 8 shows the regulator with two outputs, \( k \) to regulate \( 1 - d_1 \), and \( \frac{1}{k} \) to regulate \( d_2 \).

This division of parameters into \( d_1 \) and \( d_2 \) was also presented by other authors in [14], [15]. However, in [14], a predictive algorithm and input voltage measuring were implemented, instead of using pre-calculated values and adding closed loops measuring only the output voltage. In [15], the input current is also measured. In contrast, the proposed paper avoids measuring this parameter for cost reduction.

### C. Dividing the duty cycle into three parameters

The previous \( d_1 \) parameter, as seen in (8), depends on the input voltage, but also on the load through the ripple of the output voltage, so it is not symmetric, see Fig. 5. Therefore, further regulation of \( d_1 \) should be done in order to improve the power factor if the load is not the same as expected. To achieve further improvements in the duty cycle adjustment, it is proposed to split \( d_1 \) into two parameters:
The resolution of the ADC and its quantification effects are critical when using digitally controlled power converters. The

\[ d_c(k) = d_2(k) = \frac{L}{T_{sw}} \cdot \frac{V_{out}(k) - v_g(k)}{v_{out}(k)} \]

Finally, the duty cycle \( d \) is calculated adding the components \( d_a, d_b \) and \( d_c \):

\[ d(k) = d_a(k) + d_b(k) + d_c(k) \]  

The values of \( d_a \) and \( d_1 \) should be calculated in order to get \( d_b \). In order to respond to input voltage changes, \( d_a \) and \( d_1 \) have to be controlled with the average output voltage regulator. Besides, \( d_b \) should be regulated with the ripple output voltage controller in order to regulate the load-dependent component. Lastly, \( d_c \) is equal to \( d_2 \), so it is controlled using both loops.

The schematic of the proposed regulator is shown in Fig. 11. As it can be seen, the average output voltage regulator is used three times to control \( (1-d_1) \), \( (1-d_1) \) and \( d_c \). On the other hand, the ripple voltage loop is used once to get \( (d_2^* + d_c^*) \), that is, \( (d_2^* + d_c^*) \) after being regulated by the average output voltage loop.

D. Resolution analysis and quantization

The resolution of the ADC and its quantification effects are
resolution of the ADC and the controller must be analyzed in order to avoid limit cycling in the output voltage loop, which is undesirable. For dc-dc converters, this topic has been deeply studied [16], [17]. In that case, limit cycling is studied taking into account the resolution of the ADC and the PWM signal of the switch. The analysis of resolution and quantification errors is different for PFC converters [18].

An analysis for a classic PFC converter is performed in [18], and similar analysis is done in this work. In a classic PFC converter, the voltage loop outputs the power command signal, which is used in the current loop. Besides, [18] assumes that the current loop is ideal, so it does not alter the average output voltage. However, in this proposal there are not two loops in series. The duty cycle is previously calculated and the system only modifies the pre-calculated values with two loops. Indeed, in the last system, which has the best results as it will be seen, the duty cycle is divided into three parameters: \(d_a, d_b, d_c\). The parameters \(d_b\) and \(d_c\) (also called \(d_2\)) do not affect the average output voltage, as it can be inferred analyzing Figs. 10 and 6 respectively, because their mean value over an utility semi-period is zero. Thus, the parameter \(d_a\) is the only parameter which does alter the average output voltage (Figure 9). Therefore, in this proposal, limit cycling is studied taking into account the resolution of the actuation over \(d_a\) compared to the resolution of the output voltage ADC.

Based on the analysis detailed in [18], there are two mechanisms that can result in low-frequency limit cycling. One is asynchronous sampling of the output voltage with respect to the utility semi-period. However, the proposed PFC technique implies synchronous sampling, as the mean value of the output voltage during a utility semi-period is used for the \(d_a\) loop, and it is applied when zero crossing is detected. The second mechanism is quantization of the power command. In our case, it is the quantization of \(k\), the parameter that changes the \(d_a\) component of the duty cycle, as explained in the previous subsections.

Two conditions must be satisfied to avoid limit cycling due to quantization of the power command: static condition and integral gain for transients. Fig. 12 shows a model of the proposed system with respect to the power command \(k\). In that figure, \(H_v\) is the gain of the conditioning circuit of the output voltage, usually a voltage divider. ADC is the analog to digital converter, and \(G_{Vdc(z)}\) is the controller that takes into account the mean value of the output voltage, which in our case generates \(k\), that is later translated into a change in the duty cycle component \(d_a\). The static condition to avoid limit cycling is that the minimum output voltage step due to a change in the controller is smaller than a step in the ADC, so the zero error bin can always be reached. This is reflected in:

\[
G_{vk0} \cdot H_v \cdot q_k < q_{ADC} \tag{12}
\]

where \(G_{vk0}\) is the low-frequency small signal gain from the power command \(k\) to the output voltage, \(q_k\) is the resolution of the regulator, i.e. the LSB of the regulator, and \(q_{ADC}\) is the resolution of the ADC, i.e. the LSB of the ADC. If equation (12) is satisfied, there will always be at least a value of the power command inside the zero error bin of the ADC. \(G_{vk0}\) can be split into:

\[
G_{vk0} = G_{vd0} \cdot G_{dk0} \tag{13}
\]

where \(G_{dk0}\) is the low-frequency small signal gain from the power command \(k\) to the duty cycle \(d_a\), and \(G_{vd0}\) is the low-frequency small signal gain from the duty cycle to the output voltage. In the proposed system, \(k\) is multiplied by \((1-d_a)\) and then subtracted from 1, so \(G_{dk0}\) is equal to \((1-<d_a>T_u)\), where \(<d_a>T_u\) is the mean value of \(d_a\) over a utility semi-period. On the other hand, \(G_{vd0}\) is the low-frequency small signal gain of the boost converter from the duty cycle to the output voltage, which is equal to:

\[
G_{vd0} = \frac{<v_g>T_u}{1-<d_a>T_u^2} \tag{14}
\]

The values of \(G_{vd0}\) and \(G_{dk0}\) depend on the working point of the converter, so they are calculated for nominal conditions. Finally, the static no limit cycling condition (12) is translated into:

\[
G_{vd0} \cdot (1-<d_a>T_u) \cdot H_v \cdot q_k < q_{ADC} \tag{15}
\]

In our case, (15) is satisfied when:

\[
G_{vd0} \cdot (1-<d_a>T_u) \cdot H_v \cdot q_k < q_{ADC}
\]

\[
695.6522 \cdot (1-0.425) \cdot \frac{5}{500} \cdot q_k < 5 \cdot \frac{1}{2^{10}}
\]

\[
q_k < 0.0012 \tag{16}
\]

The regulator used in the experimental results uses 14 fractional bits, so \(q_k = 2^{-14} = 0.00006 < 0.0012\). Therefore, the static no limit cycling condition is satisfied. A comment about the resolution of the duty cycle is also necessary, as the power command \(k\) influences the duty cycle which is fed into the power converter. The static no limit cycling condition necessary for dc-dc converters is also necessary in the proposed PFC technique, because the power command \(k\) changes the mean duty cycle during an utility semi-period. However, the mean duty cycle is obtained with all the duty cycle values of an utility semi-period, so there is an intrinsic dither technique [16] when obtaining the mean duty cycle. As a consequence, the static no limit cycling condition is as shown in (17), but will be easily met thanks to the intrinsic...
dither technique of calculating the mean duty cycle over an entire utility semi-period.

\[
G_{vd0} \cdot H_v \cdot \frac{q_{DPWM}}{\#sw_{cyc}} < q_{ADC}
\]

\[
695.6522 \cdot \frac{5}{500} \cdot \frac{q_{DPWM}}{1000} < \frac{5}{2^{15}} \quad q_k < 0.7
\]

(17)

where \(q_{DPWM}\) is the resolution of the DPWM and \(\#sw_{cyc}\) is the number of switching cycles during an utility semi-period, which is 1000 in our case. The controller used in the experimental results uses 15 bits for the DPWM (see section IV), including 5 bits for dither as explained in [16]. Therefore, \(q_{DPWM} = 2^{-15} = 0.00003 << 0.7\), so the static no limit cycling condition due to duty cycle resolution is also met.

The previous conditions check if there is an output of the regulator which is inside the zero error bin of the A/D converter (static condition). However, limit cycling can also appear after a transient if the integral gain is so high that the zero error bin can be crossed in a single regulator cycle. The dynamic no limit cycling condition is:

\[
G_{vko} \cdot H_v \cdot K_i < 1
\]

(18)

where \(K_i\) is the integral gain of the regulator. In our case, this gain is equal to \(2^{-11}\), so the dynamic condition is also satisfied:

\[
695.6522 \cdot (1 - 0.425) \cdot \frac{5}{500} \cdot 2^{-11} < 1
\]

(19)

As a conclusion, in order to avoid limit cycling with the proposed PFC technique, the same condition as in dc-dc converters must be reached (resolution in the DPWM finer than the resolution of the ADC converter), but using the effective resolution of the mean DPWM over an utility semi-period. Furthermore, the power command \(k\) must have enough resolution, and the integral gain of the regulator that generates \(k\) can not be very high. The resolution of the DPWM is a deeply studied topic, while a high resolution of the power command \(k\) is easy to obtain, as it is an internal variable of the controller that can be generated with arbitrary resolution. However, using the same resolution as in the DPWM is enough, as the power command is finally used to change the mean duty cycle.

IV. EXPERIMENTAL RESULTS

In this section, all the methods described before are tested and compared by means of a prototype of the converter and regulators. The configuration of the prototype is presented in Section IV-A and experimental results are shown in Section IV-B.

A. Implementation

The controller has been implemented using an FPGA Xilinx XC3S1000-4FT256. The clock of the system is 50 MHz and it is doubled with a DCM (Digital Clock Manager), so the final clock frequency is 100 MHz. The switching frequency is 100 kHz, getting a PWM with duty cycle values between 0 and 999. Finally, the ac mains frequency is 50 Hz and 100 Hz after the rectification, so there are 1000 switching cycles inside an ac mains semi-period.

The values of the duty cycles are accurately pre-calculated offline in a computer (with any tool such as Matlab, any high-level programming language or even with non-synthesizable VHDL). The calculated duty cycles are stored in the FPGA so the system can use them. Indeed, depending on the control method, the final duty cycles or the divided parameters of those duty cycles are stored in memory. For instance, using the first method, the whole duty cycle is stored with format \((1 - d)\), using the second method, parameters \((1 - d_1)\) and \(d_2\) are stored, and using third method, parameters \((1 - d_a)\), \((1 - d_b)\) and \(d_c\) are written. The block RAMs of the FPGA are used to store these values. Every parameter is written in 16 bits, using 11 bits to store a value between 0 and 999 in two’s complement, and 5 bits to store fractional values of the duty cycle components. These fractional values are used to implement a dither technique [16] which increases the resolution of the PWM. Therefore, each parameter stored in memory uses 16,000 bits, less than one block RAM of the FPGA (this FPGA can be configured with 24 modules of 16 kb).

Simple PID controllers for the average output voltage loop and load loop, by means of the ripple output voltage, have been implemented using fixed-point notation. As stated before, the average output voltage loop is similar to the voltage loop of a classic PFC converter, so it is a low frequency loop. On the other hand, the ripple output voltage loop behaves like a current loop, but it differs from classic current loops because it also has low frequency, as its input is the ripple of the output voltage through an input voltage cycle.

The ADC used in the experimental results has 10 bits of resolution and its sampling frequency is 100 kHz. It is an ad-hoc \(\Sigma\Delta\) ADC, using a voltage comparator and an RC filter as only analog components, while the digital logic is implemented inside the FPGA (see [8] for details). This ADC has been chosen to decrease the cost, but any commercial ADC of 10 bits and around 10 kSPS (kilosamples per second) can be used. The sampling frequency must be enough to measure the output voltage many times inside an utility period, so the mean and ripple value can be calculated accurately. However, 10 kSPS are enough, because with this sampling, 100 measures are taken inside the utility period.

The output voltage ADC takes samples during an ac mains half-period and an average of those values is calculated to feed the first loop. The same ADC samples are read in order to get the maximum and minimum value inside a half-period and, hence, the output voltage ripple. Finally, the duty cycles stored in the memories have to be synchronized with the ac mains. This is done using a voltage comparator, which compares
the input voltage (driven through a resistor divider) and a voltage reference. When the input voltage is below 10 V, the comparator sets a '1' in its output and otherwise it drives a '0'. A simple digital debounce filter has been implemented in the FPGA to erase the noise of the output of the comparator, and it generates the synchronization signal which will be used by the memories and controllers. Therefore, the system uses just one comparator for ac mains synchronization, and one ADC for the output voltage.

The parameters of the converter are shown in Table I. These parameters are used in all the experiments unless otherwise noted.

Table II shows the FPGA implementation results of the three methods. As it can be seen, most of the LUTs and flip flops are used in the synchronization with ac mains, PWM calculation, ADC controlling, etc. None of the controlling methods use many resources, so the decision on which method should be implemented should not be made based on the necessary hardware resources.

### B. Results

All the proposed methods have been tested and the results are shown in this subsection for validation of the proposals and comparison. As it is presented next, testing includes load changes and harmonics normative compliance.

All current THD values as well as power factors and harmonics have been measured using a Voltech PM1000+ power analyzer. The first experiment has been accomplished to test all the methods with different loads. In this way, the second loop, the ripple output voltage loop, is checked. The average voltage loop is running anyway, because it is always necessary to control the output voltage in its nominal condition. In all cases, the duty cycles were pre-calculated for $P = 300$ W, so Fig. 13 shows the control loops performance in steady state. As it can be seen in Fig. 13, the third method ($d_a, d_b, d_c$) achieves much better results when the load has not its nominal value. It may be thought that the second method ($d_1, d_2$) is better than the first method ($d$), because it regulates $d_2$ with the ripple of the output voltage while the first method does not. However, it does not take into account the ripple in the $d_1$ component, and the regulation of $d_2$ without taking into account the ripple in $d_1$ is counterproductive. This can be explained seeing Fig. 10, which shows $d_b$, i.e. the distortion of $d_1$. As it can be seen by comparing $d_2$ and $d_b$ in Figs. 6 and 10 respectively, $d_b$ is bigger than $d_2$, and that is why the $d_1, d_2$ method obtains similar or worse results than using only $d$.

Tests have been also carried out with $V_g = 120$ V, $V_{out} = 300$ V and $P = 176$ W, which are shown in Fig. 14. All the methods achieve better results with 120 V. With this configuration, the third method also gets much better results, and the second method ($d_1, d_2$) again gets the worst results.

The waveforms of the input current, and input and output voltages are shown in Fig. 15, in nominal conditions (Table I). All the methods have been tested in order to know if they pass the standard for harmonics regulation EN 61000-3-2. All classes (A, B, C and D) have been checked, and all the methods pass the tests in nominal conditions. Table III shows the results of the third method ($d_a, d_b, d_c$) passing the class C standard, which is the most restrictive. As it can be seen, all the harmonics which have been checked are much lower than the standard limits.

The system only uses one ADC, and all the regulation is accomplished using the data acquired with this ADC.

---

**Table I**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_{SW}$</td>
<td>100 kHz</td>
</tr>
<tr>
<td>L</td>
<td>5 mH</td>
</tr>
<tr>
<td>C</td>
<td>68 μF</td>
</tr>
<tr>
<td>P</td>
<td>300 W</td>
</tr>
<tr>
<td>$V_g$</td>
<td>230 V</td>
</tr>
<tr>
<td>$V_{out}$</td>
<td>400 V</td>
</tr>
</tbody>
</table>

**Table II**

<table>
<thead>
<tr>
<th>Method</th>
<th>4 input LUTs</th>
<th>FFs</th>
<th>Mult</th>
<th>BRAMs (16 kB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method 1: $d$</td>
<td>165</td>
<td>91</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Method 2: $d_1$ and $d_2$</td>
<td>245</td>
<td>109</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>Method 3: $d_a$, $d_b$ and $d_c$</td>
<td>309</td>
<td>109</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>Sync, PWM, ADC controller, etc</td>
<td>828</td>
<td>457</td>
<td>2</td>
<td>0</td>
</tr>
</tbody>
</table>

---

The input voltage (driven through a resistor divider) and a voltage reference. When the input voltage is below 10 V, the comparator sets a '1' in its output and otherwise it drives a '0'. A simple digital debounce filter has been implemented in the FPGA to erase the noise of the output of the comparator, and it generates the synchronization signal which will be used by the memories and controllers. Therefore, the system uses just one comparator for ac mains synchronization, and one ADC for the output voltage.

The parameters of the converter are shown in Table I. These parameters are used in all the experiments unless otherwise noted.

Table II shows the FPGA implementation results of the three methods. As it can be seen, most of the LUTs and flip flops are used in the synchronization with ac mains, PWM calculation, ADC controlling, etc. None of the controlling methods use many resources, so the decision on which method should be implemented should not be made based on the necessary hardware resources.

**B. Results**

All the proposed methods have been tested and the results are shown in this subsection for validation of the proposals and comparison. As it is presented next, testing includes load changes and harmonics normative compliance.

All current THD values as well as power factors and harmonics have been measured using a Voltech PM1000+ power analyzer. The first experiment has been accomplished to test all the methods with different loads. In this way, the second loop, the ripple output voltage loop, is checked. The average voltage loop is running anyway, because it is always necessary to control the output voltage in its nominal condition. In all cases, the duty cycles were pre-calculated for $P = 300$ W, so Fig. 13 shows the control loops performance in steady state. As it can be seen in Fig. 13, the third method ($d_a, d_b, d_c$) achieves much better results when the load has not its nominal value. It may be thought that the second method ($d_1, d_2$) is better than the first method ($d$), because it regulates $d_2$ with the ripple of the output voltage while the first method does not. However, it does not take into account the ripple in the $d_1$ component, and the regulation of $d_2$ without taking into account the ripple in $d_1$ is counterproductive. This can be explained seeing Fig. 10, which shows $d_b$, i.e. the distortion of $d_1$. As it can be seen by comparing $d_2$ and $d_b$ in Figs. 6 and 10 respectively, $d_b$ is bigger than $d_2$, and that is why the $d_1, d_2$ method obtains similar or worse results than using only $d$.

Tests have been also carried out with $V_g = 120$ V, $V_{out} = 300$ V and $P = 176$ W, which are shown in Fig. 14. All the methods achieve better results with 120 V. With this configuration, the third method also gets much better results, and the second method ($d_1, d_2$) again gets the worst results.

The waveforms of the input current, and input and output voltages are shown in Fig. 15, in nominal conditions (Table I). All the methods have been tested in order to know if they pass the standard for harmonics regulation EN 61000-3-2. All classes (A, B, C and D) have been checked, and all the methods pass the tests in nominal conditions. Table III shows the results of the third method ($d_a, d_b, d_c$) passing the class C standard, which is the most restrictive. As it can be seen, all the harmonics which have been checked are much lower than the standard limits.

The system only uses one ADC, and all the regulation is accomplished using the data acquired with this ADC.
Therefore, it is important to know how sensible the system is to quantization errors of the ADC. Another experiment has been done in order to check this sensibility. The value given by the ADC has been increased and decreased artificially in order to simulate the quantization error of the ADC. The error by means of THDi o PF is small when the value the ADC is increased o decreased by 1, so it is hard to quantify the error. Therefore, the ADC value has been modified by 16, and then the result is divided by 16 in order to obtain the variation per bit. An error of 16 LSB in the average output current deteriorates the current THD by an additional 9.879%, so each LSB corresponds to 0.0617%. If the same 16 LSB error is applied to the ripple of the output voltage, then the current THD deteriorates by an additional 1.954%, so each LSB corresponds to 0.9346%. The system is more sensitive to changes in the ripple value than in the average value. It is normal, because the same change is more representative with the ripple value (about 30 V), than with the average value (400 V). Because of this circumstance, the ADC resolution becomes critical when the output voltage ripple is very low.

As equation (3) shows, the duty cycle depends on the inductance. Higher values of the inductance make easier to achieve high PFC. This is because the higher the inductance, the higher the second component of equation (3), and it will be easier to control this component. This was explained with further details in [19]. Once a value is fixed, which is used to pre-calculate the duty cycles, the real inductance will be slightly different than the expected value. An experiment has been accomplished, and an inductor with its inductance 10% lower than expected has been used. Using the same working conditions (see Table I) the experimental results for current THD are 6.30% for nominal inductance and 6.50% for a 10% lower inductance. As it can be seen, the error of the inductance estimation is not critical. The reason is that it only influences on the \( d_c \) component, which is notably smaller than \( d_4 \).

The proposed system only measures the output voltage, not measuring neither the input current nor the input voltage. In real applications, the input voltage frequently has harmonic content, specially in the third and fifth harmonics. Due to the lack of these measures, the system cannot detect this distortion, so power factor is heavily influenced by this harmonic content. Table IV shows the results of system when the input voltage is distorted. As it can be seen, the system is more affected in the case of higher input voltage. The IEC 61000-3-2 current limits are met for all the classes when the input voltage is 120 V rms and it has 3\(^{rd}\) and 5\(^{th}\) harmonic components of 1%. When these harmonic components are 2% and 3%, the classes A, B and D are met with harmonic components of 1%, 2% and 3% of the input voltage when the input voltage (120 V rms) is distorted. With an input voltage of 230 V rms, the current limits of the classes A, B and D are passed, but the class C is not. With an input voltage of 230 V rms, the current limits of the classes A, B and D are met with harmonic components of 1% and 2%, and the classes A and B also are passed with 3% distortion, but class C is not passed. Figure 16 shows the input current and input voltage when the input voltage (120 V rms) has harmonic components of 1%.

### Table IV

<table>
<thead>
<tr>
<th>Harmonic</th>
<th>Measured value</th>
<th>Maximum allowed</th>
<th>Pass</th>
</tr>
</thead>
<tbody>
<tr>
<td>3(^{rd}) &amp; 5(^{th}) harm. distor.</td>
<td>1.390</td>
<td>0.28</td>
<td>Yes</td>
</tr>
<tr>
<td>2(^{nd})</td>
<td>0.0035</td>
<td>0.028</td>
<td>Yes</td>
</tr>
<tr>
<td>3(^{rd})</td>
<td>0.135</td>
<td>0.414</td>
<td>Yes</td>
</tr>
<tr>
<td>5(^{th})</td>
<td>0.045</td>
<td>0.139</td>
<td>Yes</td>
</tr>
<tr>
<td>7(^{th})</td>
<td>0.020</td>
<td>0.097</td>
<td>Yes</td>
</tr>
</tbody>
</table>

### V. Conclusions

This paper presents an input current sensorless method for PFC converters. Furthermore, the input voltage is not measured through an ADC but only a voltage comparator is used for zero-crossing detection. Pre-calculating offline the duty cycles of the converter for nominal conditions, high power factor is reached. In order to make the converter more robust, two control loops have been implemented. The first loop, which acts like a classic voltage loop, measures the average output voltage. The second one replaces the classic current loop, but working at low frequency and only measuring the ripple of the output voltage, which is proportional to the
load of the converter. An exhaustive analysis of the duty cycle calculus is presented and the duty cycles have been divided into sub-parameters to control them separately with both loops. Results show that up to 99.5% power factor is reached for nominal conditions, and it is also high in case of changes in the output load. As the system does not measure the input voltage, its harmonic content deteriorates the power factor.

All the complex calculus of duty cycles are accomplished offline and once in an external device. The FPGA reads the duty cycle from a memory and implements two simple PID regulators for both loops. In this way, the system can be implemented in a low-cost device.
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