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The problem of the vacuum energy decay is studied for both signs of the cosmological constant, through

the analysis of the vacuum survival amplitude, defined in terms of the conformal time, z, by Aðz; z0Þ �
hvac zjvac z0i. Transition amplitudes are computed for finite time span, Z � z0 � z, and their late time

behavior (directly related to the putative decay width of the state), and the transients are discussed up to

first order in the coupling constant, �.
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I. INTRODUCTION

It has been claimed [1] that the free energy correspond-
ing to an interacting theory in de Sitter space has got
an imaginary part that can be interpreted as some sort of
instability.

The way this imaginary part has to be (perhaps naively)
computed is by doing the path integral at imaginary time.
In Poincaré coordinates of de Sitter space (dSn) in which
the metric reads

ds2 ¼ l2dz2 �P
iðdxiÞ2

z2

this leads to the metric of Euclidean (anti) de Sitter space
(EAdSn) with metric

ds2 ¼ l2dz2 þP
iðdxiÞ2

z2

(and not to the metric on the sphere Sn), and the corre-
sponding free energy has been computed by us up to the
one-loop order in the first paper of [2], where no imaginary
part was find to that order.

Some general arguments can be advanced, however,
supporting the idea that a nonvanishing result should be
found to higher-loop order. Namely, in the second paper of
[2], it was pointed out that (if it were applicable) the optical
theorem relates the (technically quite difficult) computa-
tion of the imaginary part of the free energy to a much
simpler tree level calculation, i.e., the vacuum decay into
identical particles [3]. A related phenomenon is the decay
of a particle into several identical particles [4]. Besides,
there is no reason for this effect to be restricted to de Sitter
space; on the contrary, it would be natural to expect it to be
quite generic.

It is true, however, that all our intuition is based upon
flat space examples, with the ensuing asymptotic regions,
and S-matrix elements that can be computed through
Lehmann-Symanzik-Zimmermann techniques [5]. Outside

this framework, it is not even known how to define a particle
to be decayed into nor the interacting vacuum jvaci in the
absence of a well-defined energetic argument.
A related issue is the study of the time dependence of

transition amplitudes. The linear dependence in time is one
of the key aspects of Fermi’s golden rule. The fact that is
problematic in curved space, where there is no naturally
preferred coordinate system in general, has been remarked
in [4]. It is to be stressed that use of non-Cartesian coor-
dinates is not without problems even in flat space-time, and
this is even more true about polar coordinates in field
space. One of the purposes of the present work is to
examine this problem, by computing overlaps between
states that differ by a finite time in whatever coordinate
system we are using.
The paper is organized as follows. In Sec. II we review

some results regarding transition amplitudes in both flat
and curved space-time, and we present the basic quantum-
mechanical formalism that we will use in our calculations.
It is based on the functional Schrödinger picture for finite
time intervals. In Sec. III, we put our techniques to work
in order to recover the standard quantum evolution in
Minkowski space-time. This we do in order to check our
formalism, and to compare with ordinary quantum me-
chanics (as opposed to field theory). In Sec. IV we apply
this formalism to de Sitter (and briefly to anti-de Sitter) to
examine the (conformal time) dependence of its transition
amplitudes. Some technical details have been relegated to
the appendixes.

II. OVERLAPS AND EVOLUTION

In flat n-dimensional space-time [5] (where energy con-
servation holds) differential transition amplitudes from an
initial state with Ni initial particles do behave for T large
enough as

d�� TV1�Ni

n�1

where T is the time span during which the interaction is
turned on, and Vn�1 is the volume of the codimension-1
spatial sections of constant time of the system (so that in
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the particular case of vacuum decay it is proportional to the
full n-dimensional volume).

In the opposite limit, Maiani and Testa [6] have shown
that there is a divergence at small times T ! 0 which
survives even after renormalization. In order to eliminate
it, a careful study of the incoming wave packet is neces-
sary. They studied, in particular, the example of an unstable
scalar particle of mass M decaying into two other scalar
particles with masses m1 and m2. In the narrow packet
approximation for the initial state they were able to prove
that

SðtÞ ¼ 2�g2e�iMtð�0 þ �1 þ �1ðtÞÞ
where M is the renormalized mass of the resonant state.

The assumption will be made in Sec. that the quantum-
mechanical formula

h’ftfj’itii � h’fje�iHðt0�tÞj’ii �
Z ’f

’i

D�eiS½��

remains valid in curved backgrounds, where the
Hamiltonian is generically time-dependent.

Survival amplitudes

Let us introduce the general formalism first in flat space
language, but in such a way that it is easily amenable to
generalizations to curved space. The whole aim of the
present work is to compute the overlap between an
state jini defined at a given time ti and another state jouti
defined at a different time tf (both times can be finite).

These would become S-matrix elements in case ti ! �1,
tf ! 1 and the interaction (including the one resulting

from the background gravitational field, if any) is assumed
to be switched off at asymptotic times.

First of all, the survival amplitude is an overlap

A ðtf; tiÞ � hc ðtfÞjc ðtiÞi
If the space is normalized so that

hc ðtiÞjc ðtiÞi ¼ 1

then the unitary evolution (this is a crucial hypothesis) does
preserve the norm, so that

hc ðtfÞjc ðtfÞi ¼ 1:

Then Cauchy-Schwarz’s inequality guarantees that

jAðtf; tiÞj � jhc ðtfÞjc ðtiÞij
� jhc ðtiÞjc ðtiÞij � jhc ðtfÞjc ðtfÞij ¼ 1:

This means that the quantity (T � tf � ti)

�ðTÞ � � 2

T
logjAðtf; tiÞj

must be positive, and in case it is independent of T in the
asymptotic regime, could be rightfully interpreted as the

decay width of the state. We shall refer to it loosely as
decay width even when it is not constant.
Survival amplitudes are therefore powerful tools to

detect instabilities; they are, however, somewhat blind to
the final state of such decays; we will have no precise
information on the decay products. This appears to be an
important open problem from this viewpoint.
The first principles path integral formula reads

S ðtf; tiÞjJ � houtjinijJ
¼
Z
½D’f�½D’i��tf ½’f��

� h’ftfj’itiijJ�ti½’i�; (2.1)

where the integration measure ½D’� is defined in the space
of field configurations at fixed ‘‘time.’’ The wave func-
tionals, which are functionals of this fields, are given by

�tf ½’f� � h’ftfjouti �ti½’i� � h’itijini: (2.2)

An external source J is introduced as usual in order to treat
interactions by functional differentiation.
The problem is then reduced to first computing the wave

functionals of both states (itself a nontrivial task), and then
the field transition amplitude, which is really the Feynman
Kernel, or in modern parlance essentially the Sch€rodinger
functional

K½J�½’ftf; ’iti� � h’ftfj’itiijJ (2.3)

followed by a final functional integration over the possible
values of the fields.
This Schrodinger functional will be computed using the

general expression in terms of path integral

K½J�½’0t0; ’t� ¼ h’0t0j’ti

�
Z �ð�;t0Þ¼’0

�ð�;tÞ¼’
D�e

i
R�

t0
�t

dnxLð�;@�Þ
; (2.4)

where �t is a codimension-1 hypersurface of constant
time.
Let us remind ourselves of some well-known facts in

quantum mechanics (cf., for example, [7]). If the initial
state jin; tii (where we have explicitly indicated the
possible time dependence), be it the vacuum state or
otherwise, is an eigenstate of the full Hamiltonian, then
Schrödinger’s equation imply that the modulus of the
survival rate is equal to one and this is true for any values
of ti and tf:

jAinðtf; tiÞj � jhin tfjin tiij ¼ 1:

It is plain that the survival rate is nothing else than the self-
overlap (jini ¼ jouti) at finite time interval.
This means that the only way a state (vacuum or other-

wise) can be unstable is by it being a superposition of
energy eigenstates. Then the study of the survival ampli-
tude for finite time is quite useful, because we do not need
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to know any details of the decay process (which is a
complicated thing in the absence of asymptotically flat
regions).

In order for a given state to be unstable it is not enough
that the survival rate depends on time (this happens already
for a linear superposition of only two energy eigenstates),
but that this dependence has to be monotonic in time. It is
enough, for example, that

_A � 0; 8 t:

The actual dependence of the survival rate in quantum
field theory with the time interval is however quite com-
plicated. Besides the divergence at small times uncovered
by Maiani and Testa [6] (whose understanding demands a
careful treatment of wave packets in the initial state), it can
be explicitly shown in some models that the behavior is
oscillating, except at asymptotic times (T � tf � ti ! 1).

III. SURVIVAL AMPLITUDES IN FLAT SPACE

It has been already advertised that the use of our tech-
niques is best illustrated in the simplest flat space example.
It is going to be a rather long computation, so let us now
draw its road map. There are three steps. The most impor-
tant one is the computation of Schrödinger functional or
Feynman kernel; which is the quantum-mechanical tran-
sition amplitude between states with well-defined values
for the fields. This involves the computation of a determi-
nant with Dirichlet boundary conditions. The final step
is to integrate over the boundary values of the fields,
weighted by the wave functional of the state, which we
also need to know at this stage.

A. Wave functionals

This means that the first thing we have to do is to find the
wave functionals [8,9] of the states jini and jouti. Let us
begin with the vacuum. First of all, in flat space the free
field and momentum operators read1

�ð ~xÞ ¼
Z d ~p

ð2�Þðn�1Þ=2
1ffiffiffiffiffiffiffiffiffi
2!p

p ða ~pe
i ~p ~x þ ay~pe

�i ~p ~xÞ�ð ~xÞ

¼ �i
Z d ~p

ð2�Þðn�1Þ=2

ffiffiffiffiffiffiffi
!p

2

r
ða ~pe

i ~p ~x � ay~pe
�i ~p ~xÞ (3.1)

so that

a ~p ¼ 1ffiffiffi
2

p
Z d~x

ð2�Þðn�1Þ=2 e
�i ~p ~x

� ffiffiffiffiffiffiffi
!p

p
�ð ~xÞ þ i

1ffiffiffiffiffiffiffi
!p

p �ð ~xÞ
�

in such a way that the vacuum wave functional obeys

Z d~x

ð2�Þðn�1Þ=2 e
i ~p ~x

0
@ ffiffiffiffiffiffiffi

!p
p

’ð ~xÞ þ
ffiffiffiffiffiffiffi
1

!p

s
�

�’ð ~xÞ

1
Ah’j0i ¼ 0

so that the solution looks exactly the same as in [8,9],
namely,

�0½’� � h’j0i ¼ Ne�ð1=2Þ
R

d~xd~y!ð ~x; ~yÞ’ð ~xÞ’ð ~yÞ (3.2)

with

!ð ~x; ~yÞ ¼ !ð ~y; ~xÞ ¼
Z d ~k

ð2�Þn�1
ei

~kð ~x� ~yÞ!k:

Using the functional Schrödinger’s equation

i
@

@t
�0½’;t�

¼1

2

Z
d~x

�
� �2

�’2
��ij@i’@j’þm2’2

�
�0½’;t�

it is possible to determine

�½’; t� ¼ Ne�iE0t�½’�
with the vacuum energy defined as

E0 � 1

2
tr! � 1

2

Z
d~x!ð ~x; ~xÞ ¼ Vn�1�0

¼ Vn�1

2

Z d ~k

ð2�Þn�1
!k

where the spatial volume is denoted by Vn�1 �
R
d~x. From

the expression above it is plain that E0 is both ultraviolet-
and infrared-divergent.
The time-independent normalization factor is given by

N ¼ det

�
!

�

�
1=4 ¼ eVn�1=4

R
ðd ~k=ð2�Þn�1Þ logð!k=�Þ:

It is useful to consider eigenfunctions of the kernel defined
such that Z

d~y!ð ~x; ~yÞf	ð ~yÞ � 	f	ð ~xÞ:

In flat space those are just plane waves

f	ð ~xÞ � ei ~p ~x

and the eigenvalue reads

	 � !p:

In momentum space the vacuum wave functional reads

�0½�� ¼ e�ð1=2Þ
R
ðd ~k=ð2�Þn�1Þ!k��k�k

where

�k �
Z

d~xe�i ~k ~x�~x:

B. Inclusion of the interaction

First we write as usual the interacting kernel in terms of
the free one, using sources

1We will work in n dimensions, so the vector notation ~x, ~p, etc.
will mean always an integration over n� 1 variables.
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K½J� ¼ e
i
R

tf
ti
dtd ~xLIð�=i�JÞK0½J�;

where K0 is the kernel that corresponds to the free action

S0½�� � J� �
Z

dnx

�
1

2
ð@�Þ2 �m2

2
�2 � JðxÞ�ðxÞ

�

¼
Z d ~k

ð2�Þn�1

Z tf

ti

dt

�
1

2
j _�kj2 �!2

k

2
j�kj2

� j�kðtÞ�kðtÞ
�
: (3.3)

In order to perform the functional integration, we follow
Sakita [10] and split the field into a classical piece, �c

kðtÞ
(with boundary conditions yet to be specified) and a
quantum part, 
kðtÞ

�kðtÞ ¼ �c
kðtÞ þ 
kðtÞ

so that we have for the measure D� ¼ D
, as well as

S0½���J�

¼S0½�c�þS0½
��J�c

þ
Z d ~k

ð2�Þn�1

Z tf

ti

dtð _�c
k _
�k�!2

k�
c
k
�k�jkðtÞ
�kðtÞÞ:

(3.4)

The last piece can be written as

Z tf

ti

dt

�
d

dt
ð _�c

k
�kÞ � 
�k
€�c
k �!2

k�
c
k
�k � jkðtÞ
�kðtÞ

�
¼ _�c

kðtfÞ
�kðtfÞ � _�c
kðtiÞ
�kðtiÞ

�
Z tf

ti

dt
�kð €�c
k þ!2

k�
c
k þ jkðtÞÞ (3.5)

and choose the classical field �c
k as the solution of the

equation €�c
k þ!2

k�
c
k þ jkðtÞ ¼ 0, so

S0½�� � J� ¼ S0½�c� � J�c þ S0½
�
þ
Z

d~x½
ðxÞ�cðxÞ�jtfti : (3.6)

There is an additional contribution coming from the
wave functionals in the survival amplitude (2.1). For
Fock vacuum wave functionals like (3.2), the exponent,
depending on the boundary values of �, can be written as

� 1

2

Z d ~k

ð2�Þn�1
!kðj’fkj2 þ j’ikj2Þ

¼ � 1

2

Z d ~k

ð2�Þn�1
!kðj�c

kðtiÞj2 þ j
kðtiÞj2

þ 2
�kðtiÞ�c
kðtiÞ þ ðtf termÞÞ: (3.7)

The full range of boundary terms in the sum of (3.6) and
(3.7) is then

i _�c
kðtfÞ
�kðtfÞ � i _�c

kðtiÞ
�kðtiÞ �!kð�c
kðtfÞ
�kðtfÞ

þ 
�kðtiÞ�c
kðtiÞÞ;

where the i comes from the one in front of the action, eiS0 .
This means that if we impose on the classical solution �c

the boundary conditions

i _�c
kðtfÞ �!k�

c
kðtfÞ ¼ 0i _�c

kðtiÞ þ!k�
c
kðtiÞ ¼ 0 (3.8)

these boundary terms vanish, and the classical field can be
expressed in terms of the finite-time Feynman propagator,
�Tðx; x0Þ, so that

�cðxÞ � �
Z

dnx0�Tðx; x0ÞJðx0Þ:

Taking into account that

S0½�c� � J�c ¼
Z

dtd~x
d

dt
ð�c _�cÞ

�
Z

dnx
1

2
ðhþm2Þ�c � J�c ¼

¼ 1

2

Z
d~xð�c _�cÞjtfti �

J�c

2

¼ �
Z d ~k

ð2�Þn�1

!k

2

� ðj�c
kðtfÞj2 þ j�c

kðtiÞj2Þ �
J�c

2
(3.9)

[where the boundary conditions obtained in Eq. (3.8) have
been used], the first terms cancel precisely with the re-
maining j�cj2 contribution in (3.7). The full classical piece
in the exponent is given by an expression quadratic2 in J

J�c �
Z tf

ti

dnxJðxÞ�cðxÞ

¼ �
Z tf

ti

dnx
Z tf

ti

dnx0JðxÞJðx0Þ�Tðx; x0Þ � �J�TJ

and we are left with the following expression for the free
survival amplitude:

A 0ðtf; tiÞjJ ¼ e
i=2
R

tf
ti
dnxdnx0JðxÞ�T ðx;x0ÞJðx0ÞA0ðtf; tiÞjJ¼0:

(3.10)

We still have to compute K0½0� insofar as it depends on
the initial and final times, ti and tf, as well as the boundary

conditions ½’i; ’f�, and integrate it convoluted with the

remaining terms of the wave functionals. The exponents of
these terms depend only on

2The time integration in the definition of �c takes place in the
whole real line, while the time integration in the J�c term is
constrained within the interval ½ti; tf�. Nevertheless, the result
can be proved to be independent of the value of the source J
outside this interval.
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jti ¼ ’i ��cjti ; 
jtf ¼ ’f ��cjtf
so the integration variables can be shifted

½D’i�½D’f� ¼ ½D
jti�½D
jtf �: (3.11)

C. Computation of the Schrödinger functional

Let us compute the Schrödinger functionalK0½0�½
i; 
f�
that is, the transition amplitude between states with well-
defined values for the quantum fields in the free case. This
is the quantity that in norelativistic quantum mechanics is
aptly named Feynman’s kernel

K0½0�½
ftf; 

iti� �

Z 
f


i
D
eiS0½
�: (3.12)

This functional integral is computed with fixed Dirichlet
boundary conditions at the endpoints and its functional
form is

K0½0�½
ftf; 

iti� ¼ eiSc½
i;
f� detðhþm2Þ�ð1=2Þ: (3.13)

This expression can be achieved expanding again around
a classical solution, given by


ðt; ~xÞ¼
Z d ~k

ð2�Þn�1


i
k sin!kðtf� tÞþ
f

k sin!kðt� tiÞ
sin!kT

�e�i ~k ~xþ�ðt; ~xÞ (3.14)

so the classical action reads

Sc½
i; 
f� ¼ 1

2

Z d ~k

ð2�Þn�1

k _
�kjtfti

¼
Z d ~k

ð2�Þn�1

!k

2 sin!kT

� ½ðj
i
kj2 þ j
f

k j2Þ cos!kT � 2Re
i
k


f
�k�
(3.15)

and the only thing that remains is to compute the determi-
nant

detðhþm2Þ �
Z 0

0
D�eiS0½�� (3.16)

with vanishing boundary conditions �jti ¼ �jtf ¼ 0.

This determinant can be evaluated using zeta function
regularization [14]. For even values of n, the corresponding
zeta function is

� 0ð0Þeven ¼ �ðn�1Þ=2mn�1

2ð2�Þn�1
Vn�1

�
4ðimTÞ1�ðn=2Þffiffiffiffi

�
p X

j	1

j�ðn=2ÞKn=2ð2imTjÞ � �

�
1� n

2

�

þ ðimTÞð�1Þn=2ffiffiffiffi
�

p ðn=2Þ! ½
� logðm2=�2Þ þ c ð0Þð1þ n=2Þ�
�
: (3.17)

The sourceless Feynman kernel is precisely

K0½0�½
f; 
i� ¼ eiSce�ð1=2Þ� 0ð0Þ: (3.18)

D. Flat space survival amplitude

Let us study the vacuum survival amplitude in the free case performing the relevant integrals by brute force, i.e., without
introducing any sources for the fields

A 0ðtf; tiÞ � h0 tfj0 tii ¼
Z
½D’f�½D’i�h0 tfj’ftfih’ftfj’itiih’itij0 tii

¼ jNj2
Z
½D’f�½D’i�e�ð1=2Þ

R
’f!’f h’ftfj’itiie�ð1=2Þ

R
’i!’i ;

where we have introduced the vacuum wave functionals of Sec. III A, and the free Feynman kernel has just been shown
to be

K0½0�½’ftf; ’iti� � h’ftfj’itii ¼ detðhþm2Þ�ð1=2ÞeiSc½’i;’f�;

where the determinant does not depend upon the boundary values for the field variables.
This yields

S0ðtf; tiÞ ¼ jNj2 detðþm2Þ�ð1=2ÞZ ½D’f�½D’i� � exp
2
4iZ d ~k

ð2�Þn�1
!k ’�

fk ’�
ik

� � i
2þ 1

2 cot!kT � 1
2sin!kT

� 1
2 sin!kT

i
2þ 1

2 cot!kT

0
@

1
A ’fk

’ik

 !35:
We shall dub the functional determinant of the operator
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B �
i
2 þ 1

2 cot!kT � 1
2 sin!kT

� 1
2 sin!kT

i
2 þ 1

2 cot!kT

0
@

1
A

the boundary determinant.
The eigenvalues of this matrix are

� ¼ �1� i tanð!kT=2Þ; �1þ i cotð!kT=2Þ (3.19)

so the zeta function we have to consider in order to compute the boundary determinant is (recovering the !k factor we
dropped in these eigenvalues)

�ðsÞ ¼ Vn�1�
s
Z d ~k

ð2�Þn�1

�
!k

2

��s
��
� ei!kT=2

cos!kT=2

��s þ
�
i

ei!kT=2

sin!kT=2

��s
�

¼ Vn�1�
s�n�2m

n�1�s

2�sð2�Þn�1

Z 1

1
dxðx2 � 1Þðn�3Þ=2x1�s

��
� eixmT=2

cosxmT=2

��s þ
�
i

eixmT=2

sinxmT=2

��s
�
: (3.20)

In the even n case the zeta function corresponding to the boundary determinant is

� 0ð0Þeven ¼ 2�n�2m
n�1

ð2�Þn�1
�

�
n� 1

2

��
1

4
�

�
1� n

2

�
� ðimTÞ1�n=2

2
ffiffiffiffi
�

p X
j	1

j�ðn=2ÞKn=2ð2imTjÞ
�
: (3.21)

Collecting the results of this paragraph with the ones of the previous one, the vacuum survival amplitude in the even n
case reads

A 0ðtf; tiÞ � exp

�
� 1

2

�ðn�1Þ=2mn�1

2ð2�Þn�1
Vn�1

�
�

�
1� n

2

�
þ ðimTÞð�1Þn=2ffiffiffiffi

�
p ðn=2Þ! ½
� logðm2=2�2Þ þ c ð0Þð1þ n=2Þ�

�	
: (3.22)

In is remarkable that the end product of this computation
is of the form

A 0ðtf; tiÞ / e�iE0T

with the vacuum energy given by

E0

Vn�1

� 1

2

�ðn�1Þ=2mn

2ð2�Þn�1

ð�1Þn=2ffiffiffiffi
�

p ðn=2Þ!
� ½
� logðm2=2�2Þ þ c ð0Þð1þ n=2Þ�: (3.23)

The inclusion of the interaction in these considerations
can be achieved through Feynman diagrams with finite-
time propagators built into them.

IV. SURVIVAL AMPLITUDES
IN DE SITTER SPACE

Let us now turn to the main object of our interest,
namely, the (in)stability of the vacuum state in (anti) de
Sitter space. We shall mainly use here the de Sitter metric
in horospheric (Poincaré) coordinates, where z plays the
role of conformal time

ds2 ¼ l2dz2 � �ijdx
idxj

z2
:

The conformal time is positive semidefinite

0 � z � 1:

It is sometimes useful to write z � e�Ht, where the Hubble
constant H is related to the radius by H � 1

l , so that the

metric appears in the steady state form

ds2 ¼ dt2 � e2Ht�ijdx
idxj:

In these coordinates it is plain that in the limit H ! 0
(l ! 1) flat space is recovered.
We are interested in the survival amplitude of a certain

state jini between (conformal) time z and z0 (both times can
be finite)

Ainðzf; ziÞ � hin zfjin zii ¼
Z
½D’f�½D’i�hin zfj’fzfi

� h’fzfj’iziih’izijin zii:

A. Wave functionals

We shall expand the free field as

�ðz; ~xÞ ¼
Z

d ~pðapvpðzÞei ~p ~x þ aypv�
pðzÞe�i ~p ~xÞ

and the canonically conjugated momentum

�ðz; ~xÞ ¼
Z d ~p

lzn�2
ðapv0

pðzÞei ~p ~x þ aypðv0
pÞ�ðzÞe�i ~p ~xÞ:

Our modes are normalized by the usual Klein-Gordon
invariant scalar product

v0�
p vp � v�

pv
0
p ¼ i

zn�2l

ð2�Þn�1
:
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The creation and annihilation operators are given by

ak ¼ �i
z2�n

l

Z
d~xe�i ~k ~x

� ððv0
kÞ�ðxÞ�ðz; ~xÞ � lzn�2v�

kðzÞ�ðz; ~xÞÞ

ayk ¼ i
z2�n

l

Z
d~xeþi ~k ~xðv0

kðxÞ�ðz; ~xÞ � lzn�2vkðzÞ�ðz; ~xÞÞ:
(4.1)

It is now quite plain (at least formally) how to compute
wave functions for different states. Let us begin with the
wave function of the free (Fock) vacuum. It is defined for
appropriate destruction operators and a given conformal
time z by

akj0i ¼
Z

d~xe�i ~k ~xðv0
kðzÞ��ðz; ~xÞ � vkðzÞ�lzn�2�ðz; ~xÞÞj0i

¼ 0:

We are thus led to a differential equation common for the
vacuum wave functionZ

d~xe�i ~k ~x

�
ivkðzÞ�zn�2l

�

�’ð ~xÞ þ v0
kðzÞ�’ð ~xÞ

�
h’zj0i ¼ 0:

The vacuum wave functional h’j0i is the exact analogue
of the Schrödinger wave function c ðq; tÞ � hqjc i, where
the completeness relationship

P jqihqj ¼ 1 is assumed
in a time-independent way. Here we introduce a time-
independent basis j’i such thatZ

½D’�j’ih’j ¼ 1:

This basis is defined in such a way that diagonalizes the
field operator

�̂ð�z; ~xÞj’i ¼ ’ð ~xÞj’i
at a certain fiducial time, �z. But the basis itself depends on
this fiducial time in a nontrivial way, and this we have
attempted to represent by writing explicitly the basis as
h’zj. It follows that a Gaussian ansatz

h’zj0i ¼ Ne�ð1=2Þ
R

d~xd~yKzð ~x; ~yÞ’ð ~xÞ’ð ~yÞ

is indeed a solution, provided

Kzð ~x; ~yÞ ¼ �i

ð2�Þn�1

Z
d ~pei ~pð ~x� ~yÞ 1

lzn�2

v0
pðzÞ�

vpðzÞ� :

This gives a natural definition of noninteracting vacuum
state corresponding to the modes vpðzÞ. The present defi-

nition of vacuum depends on the modes used, and this in
turn depends on the physical setup of the question asked.
This is a general problem of quantum field theory in a
curved space, not specific to our formalism.

Through the functional Schrödinger’s equation, pertur-
bative corrections to the noninteracting vacuum can easily
be found. The concept of particle is a delicate one when

asymptotically flat regions are absent. A possible defini-
tion of a multiparticle state in the present context is, for
example,

h’zjk1 . . . kpi � h’zjayk1 . . . aykp j0i
but it is plain that the usefulness of such a definition is quite
limited.

B. Classical solutions

The action for a scalar field in a generic conformally flat
space (of which both de Sitter and anti-de Sitter are particu-
lar instances) can bewritten in a very simple form.We shall
insist for no particular reason in keeping the coordinate
z dimensionless, so that the dimensionful coordinates are
x� � ðx0; x1; . . . xn�2; lzÞ. The metric is conformally flat

ds2 ¼ aðzÞ2���dx
�dx�:

In de Sitter space the coordinate z is timelike, so that it
follows that

SdS½�� ¼
Z

ldzd~xan
�
1

a2

�
1

l2
ð@z�Þ2 � ð ~r�Þ2

�

�m2

2
�2 � �

4!
�4

�
:

In anti-de Sitter, owing to the fact that the z coordinate is
spacelike, this reads

SAdS½��¼
Z
ldzdn�1xan

�
1

a2

�
� 1

l2
ð@z�Þ2þ _�2�ð ~r�Þ2

�

�m2

2
�2� �

4!
�4

�
(where now ~x includes all coordinates except x0 � t and z).
We shall actually redefine the quantum field (but keep

the same notation for it) in order to shift all dependence on
the background towards the potential

�new � aðn�2Þ=2�old

The Lagrangian now reads (remember, now � � �new)

L ¼ 1

2
ð@�Þ2 �mðzÞ2

2
�2 � gðzÞ

6
�3 � �ðzÞ

24
�4


 2� n

4l2
d

dz

�
_a

a
�2

�
;

where

m2ðzÞ�m2a2

�
1�n

2

�
€a

al2
�
�
n

2
�2

��
n

2
�1

�
_a2

a2l2
�ðzÞ

�a4�n� (4.2)

(where _a � da
dz ; the upper signs are for de Sitter space, and

the lower ones for anti-de Sitter).
In both de Sitter and anti-de Sitter, a � 1

z which gives,

paying due attention to the fact that z is dimensionless,
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SdS ¼ 1

2

Z
d~xldz

�
1

l2
ð@z�Þ2 � ðr�Þ2 �m2l2 � nðn�2Þ

4

l2z2
�2

� �

12

zn�4

l
�4

�
þ
Z

d~x
n� 2

4zl
�2jzfzi

SAdS ¼ 1

2

Z
dn�1xldz

�
� 1

l2
ð@z�Þ2 þ _�2 � ðr�Þ2

þm2l2 þ nðn�2Þ
4

l2z2
�2 � �

12

zn�4

l
�4

�
;

where care has been taken to keep in de Sitter all boundary
terms for future use. Incidentally, those are totally irrele-
vant for anti-de Sitter, because we are only integrating
the time variable over a finite time interval; but they are
quite important for de Sitter space, because they enforce a
change in Feynman’s propagator, as explained in the
appendix in some detail.

It is amusing to remark that up to a constant factor the 

factor defined in the appendix as 
 � n�2

2zml is just the de

Sitter temperature T � 1
4�l


m ¼ n� 2

z
2�T:

It is well-known that this temperature is associated with the
unavoidable presence of a horizon because of the lack of a
globally timelike Killing vector [11]. This coincidence is
due to the fact that there is a single energy scale in de Sitter
space.

This action can (andwill) be interpreted as aMinkowskian
action for a massive field, with a time-dependent potential
given by

Vðz;�Þ � �LIðz; �Þ

� m2l2ð1� z2Þ � nðn�4Þ
4

2l2z2
�2 þ �

24
zn�4�4

The perturbation is a time-dependent one for de Sitter space,
whereas it is space-dependent in anti-de Sitter. In this split
between free and interactingHamiltonian, all information on
the curvature of the space has been dumped into the potential
term.

C. The Schrödinger functional

The Schrödinger functional is given by finite-time
Feynman’s diagrams with position-dependent vertices

Aðzf; ziÞjJ ¼ e
�i
R

zf
zi

ldzd~xVðz;ið�=l�JÞÞ

� e
i=2
R

zf
zi

dnxdnx0JðxÞ�T ðx;x0ÞJðx0ÞjJ¼0A0jJ¼0:

To a given order in perturbation theory, it corresponds to
vacuum diagrams (the same that contribute to the usual
vacuum energy) computed with finite-time Feynman
propagators. The important thing to notice is that the
only dependence on the boundary values of the fields stems
from the classical action.
The lowest-order diagrams contributing to this ampli-

tude are depicted in Fig. 1. The first diagram to be com-
puted is the ‘‘circle,’’ which is simply

M0;0 ¼
Z zf

zi

ldz
Z

d~x
d ~k

ð2�Þn�1
�TðkÞ½z; z� (d4.3)

It is to be remarked that even this diagram carries some
information about the curvature of the space through the 

terms in the propagator.
We can take advantage of the specific form of the said

propagator, in the sense that only the first coefficient (A13)
contributes to the simple diagrams we will consider. In this
case, the amplitude reads:

M0;0 ¼ Vn�1

Z d ~k

ð2�Þn�1

e�2il!kZðmð
i � 
fÞ þ e2il!kZð4l!2
kZþmð
f � 
iÞð1� 2il!kZÞÞÞ

4!2
kðmð
i � 
fÞ � 2i!kÞ

; (4.4)

where we have neglected the product 
i
f.
In the limits of large and small Z, (physically, the

relevant quantity is Zml) we have

M0;0 !Z!1Vn�1�n�2m
n�3

2ð2�Þn�1

�
imlZJ

�
n� 3

2
; 0

�
þ 
i

2
I00ðZÞ

�

M0;0 !Z!0Vn�1�n�2m
n�2

2ð2�Þn�1

�
�
ilZJ

�
n� 3

2
; 0

�
þ 
i

2zi
lZ2J

�
n� 3

2
;�1

��
(4.5)

where

Jða; bÞ ¼
Z 1

1
dxðx2 � 1Þaxb

I00ðZÞ ¼
Z 1

1
dxðx2 � 1Þðn�3Þ=2 ðe�2imlZx � 1Þ

ð
i � 2ixÞx :

(4.6)

The second diagram is the same as before, but with a
mass insertion

M1;0¼�
Z zf

zi

ldz
Z
d~x

d ~k

ð2�Þn�1
�TðkÞ½z;z�

�
�þ�

z2

�
(4.7)

with � ¼ �m2=2 and � ¼ ðm2 � nðn� 2Þ=4l2Þ=2. We
have a part proportional to the first diagram, and a second
part proportional to
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Z zf

zi

ldz
1

2z2
eil!kð2z0�zf�ziÞðð2!k � i
fmÞe2il!kðzf�z0Þ þ i
fmÞð
imð�1þ e2il!kðzi�z0ÞÞ þ 2i!kÞ ¼

¼ 1

zfzi
l!ke

�il!kðzfþziÞ½�2ilm!kzfzið
fðEið2ilzf!kÞ � Eið2ilzi!kÞÞ

þ 
ie
2il!kðzfþziÞðEið�2ilzf!kÞ � Eið�2ilzi!kÞÞÞ �me2il!kzið
fzf þ 
iziÞ

þ e2il!kzf ðmð
fzf þ 
iziÞ þ 2i!kðzf � ziÞÞ�; (4.8)

where we have neglected again the terms quadratic in the 
’s.
For large Z this contribution is just a constant independent of Z, while that for small Z has a linear and a quadratic part.

In this last limit, the full amplitude reads

M1;0 !Z!0 �
�
�þ �

z2i

�
M00 þ Vn�1�n�2m

n�2

2ð2�Þn�1z3i
ilZ2J

�
n� 3

2
; 0

�
; (4.9)

where the M00 has to be understood as the small-Z limit shown above.
The third diagram (the first contribution of the self interaction) is given by

M0;1 ¼ 3i
Z zf

zi

ldz
Z

d~x
d ~kd ~p

ð2�Þ2n�2
�TðkÞ½z; z��TðpÞ½z; z��ðzÞ (4.10)

with �ðzÞ ¼ zn�4�=24. The diagram is then proportional to

Z zf

zi

ldz
zn�4

4
ðð2!k � i
fmÞe2il!kðzf�z0Þ þ i
fmÞðð2!p � i
fmÞe2il!pðzf�z0Þ þ i
fmÞ � ð
imð�1þ e2il!kðzi�z0ÞÞ þ 2i!kÞ

� ð
imð�1þ e2il!pðzi�z0ÞÞ þ 2i!pÞeilð!kþ!pÞð2z0�zf�ziÞ

’ �2il!k!pe
�ilð!kþ!pÞðzfþziÞ

�

il

4m23�n!4
k!pðil!kÞ�n�1e2ilðzfð!kþ!pÞþ!kziÞð�ðn� 3; 2ilzf!kÞ � �ðn� 3; 2ilzi!kÞÞ

þ 
il
4m23�n!k!

4
pðil!pÞ�n�1e2ilðzfð!kþ!pÞþ!pziÞð�ðn� 3; 2ilzf!pÞ � �ðn� 3; 2ilzi!pÞÞ

� 1

n� 3
ðzn�3

f � zn�3
i Þe2ilzfð!kþ!pÞðmð
f � 
iÞð!k þ!pÞ þ 2i!k!pÞ

� 
fm23�n!pð�il!kÞ3�ne2il!pzf ð�ðn� 3;�2ilzf!kÞ � �ðn� 3;�2ilzi!kÞÞ
� 
fm23�n!kð�il!pÞ3�ne2il!kzf ð�ðn� 3;�2ilzf!pÞ � �ðn� 3;�2ilzi!pÞÞ

	
: (4.11)

For large Z, the leading term is proportional to Zn�3

M0;1 !Z!1 i�Vn�1�
2
n�2m

2n�4

32ð2�Þ2n�2

�
J

�
n� 3

2

�
2 lZn�3

n� 3
þ
�
�J

�
n� 3

2
; 0

�
2 þ 
i

ml
I01ðZÞ�lZn�4

�

M0;1 !Z!0 i��2
n�2Vn�1m

2n�4

32ð2�Þ2n�2
lJ

�
n� 3

2
; 0

��
�zn�4

i J

�
n� 3

2
; 0

�
Zþ zn�5

i

2

�
i
iJ

�
n� 3

2
;�1

�
� ðn� 4ÞJ

�
n� 3

2
; 0

�	
Z2

�
;

(4.12)

where

I01ðZÞ ¼
Z 1

1
dx

Z 1

1
dyðx2 � 1Þðn�3Þ=2ðy2 � 1Þðn�3Þ=2

� e�2imlZxy

xð2xyþ 
iðxþ yÞÞ : (4.13)

D. Survival amplitude

The only step still left in order to compute the (vacuum)
survival amplitude is the integration over the boundary

values of the fields, weighed by the vacuumwave functions
as well as the classical action. We know already from our
previous computation (cf. Eq. (3.23)) that this contribution
is subdominant in the large Z limit, and besides it preserves
the modulus of the (exponentiated) survival amplitude, so
that it gives vanishing contribution to the width.
There are, however, calculable interaction dependent

corrections to the vacuum wave function (as to any
other wave function); they can be obtained through the
functional Schrödinger’s equation to any given order in
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perturbation theory. We have not attempted to compute
the effect of those corrections on the width.

In conclusion, the value we get for the width of the
vacuum state in the asymptotic regime Z ! 1 under the
approximations of the present work is

�ðZÞ !Z!1�Vn�1�n�2m
n�3
i

2ð2�Þn�1Z
ReI00ðZÞ

þ �Vn�1�
2
n�2m

2n�5
i

16ð2�Þ2n�2
Zn�5 ImI01ðZÞ: (4.14)

[Note added in proof.—It is possible to compute these
integrals in the limit 
i ! 0. Their asymptotic behavior is
then

I00ðZÞ ! � i�ð2� n
2Þ�ðn�1

2 Þ
2

ffiffiffiffi
�

p I01ðZÞ ! CnðZÞZð1�nÞ=2

whereCn is a pure oscillatory (bounded) function of Z. The
asymptotic behavior of the survival amplitude in this limit

is then proportional to Zðn�9Þ=2.]

V. CONCLUSIONS

In this paper we have concentrated in computing over-
laps between arbitrary states (in particular the vacuum)
defined at two different times such that they span a finite
time interval (were this interval infinite they would become
S-matrix elements, in case those happen to be well-
defined). This has been done because there is some initial
doubt as to how to define the good observables (i.e., as
analogous to the decay rate, for example [2,4]) which
would presumably involve some sort of square of the
overlap matrix elements themselves.

The most important quantity we have analyzed is the
survival rate, or self-overlap at a finite (conformal) time
span. This in turn determines a decay width in a straight-
forward way. It is found that there some effects already at
tree level, which are presumably related to particle creation
in the presence of an external nonstatic gravitational field,
but we have not identified them unambiguosly. Our com-
putations are consistent with them being transients. They

are however of potential physical relevance in the physics
of the inflationary epoch.
At the next order in perturbation theory, there is a new

contribution which determines the vacuum width in a
precise way in the adequate space-time dimension [namely,
n ¼ 11 were the dependence of both I01ðZÞ as well as
I00ðZÞ on their argument subdominant]. Further diagrams
should be studied before a definite conclusion can be
drawn on the main issue.
This computation has been done for a particular wave

function, which does receive corrections owing to the
interaction. Other states can easily be studied within our
framework. To the extent that flat space computations are a
good guide, we do not expect those improvements to
change the physical picture dramatically.
All the physical quantities studied in this paper turn out

to be observer-dependent. It is not completely clear what
could be the physical meaning of some phenomenon which
is coordinate-dependent (or what amounts to more or less
the same thing, observer-dependent). There are by now
many examples of observer-dependent phenomena even
in Minkowski space-time (of which the Unruh radiation
[12] observed by an accelerated observer in the Minkowski
vacuum is perhaps the best known); this does not neces-
sarily mean that their physical meaning is fully understood.
On the other hand, it is well known that the usual

semiclassical approximation to the full quantum theory
of the gravitational field interacting with arbitrary matter,
namely, quantum field theory in an external gravitational
field treated classically (upon which the latter identifica-
tion is based) is only an approximation to the true equa-
tions of motion, to wit,

hvacj �S

�g�� ½g��; c i�jvaci ¼ 0:

Where the total action is the sum of the Einstein-Hilbert
part depending on the metric only, the matter part, which
dependS on the matter fields, denoted here collectively by
c i i ¼ 1 � � �N, and the necessary counterterms, which
depend on the metric as well as on the matter fields.
Including sources,

S½J��; Ji� � SEH½g� þ Smatt½g; c i� þ Scount½g; c i�

þ i
Z

dnx
ffiffiffiffiffiffi
jgj

q �
J��g�� þ

X
i

Jic i

�
:

The equations of motion are always formally true because
they can be written in terms of the full partition function

Z½J��; Ji� �
Z

Dg��

Y
i

Dc ie
iS½J��;Ji�

as

�S

�g��

�
1

i

�

�J��ðxÞ ;
1

i

�

�JiðxÞ
	
Z½J��; Ji�jJ¼0 ¼ 0:

FIG. 1. The first few diagrams that contribute to the vacuum
energy.
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It remains to give a working definition of the composite
operator g��, but at the perturbative level this can be done.
The state jvaci is the one obtained through the boundary
conditions imposed on the path integral.

The semiclassical framework states that this vacuum can
be approximated by the matter vacuum in a fixed gravita-
tional background �g��

jvaci � j0matteri �g:
This can be proven to be the dominant term the first term

in a 1=N expansion [13] of a theory of gravity interacting
with N identical matter species, but it is difficult to believe
that this is the only instance in which this semiclassical
approximation is physically reasonable. A general analysis
of its validity would be welcome.

Observables in the full quantum gravity theory should
presumably be gauge-invariant, that is, diffeomorphism-
invariant, and thus independent on the observer. What
seems to be needed here is a gauge-invariant definition of
vacuum decay.

More comprehensive computations are in progress tak-
ing into account the dynamics of the gravity sector.
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APPENDIX A: FINITE-TIME PROPAGATORS

The general solution of the Klein-Gordon equation

ðhþm2Þ� ¼ J

can be written as

�ðxÞ ¼
Z d ~k

ð2�Þn�1
e�i ~k ~xðak cos!ktþ bk sin!ktÞ

þ
Z

dnx0
dnk

ð2�Þn e
ikðx�x0Þ P

�k20 þ!2
k

Jðx0Þ:

The contribution of the principal value is

Z dk0
2�

eik0ðt�t0Þ P

�k20 þ!2
k

¼
Z dk0

2�
eik0ðt�t0Þ 1

2!k

�
P

k0 þ!k

� P

k0 �!k

�

¼ 1

2!k

Sðt� t0Þ sin!kðt� t0Þ; (A1)

where we have used

Z
dk

P

k� a
eikx ¼

Z
dk

eikx � eika

k� a
¼ eikai

Z
dk

sinkx

x

¼ eikai�SðxÞ

and SðxÞ � �ðxÞ � �ð�xÞ is the sign function. All this
leads to

�ðxÞ ¼
Z d ~k

ð2�Þn�1
e�i ~k ~xðak cos!ktþ bk sin!ktÞ

þ
Z

dnx0
Z d ~k

ð2�Þn�1

e�i ~kð ~x� ~x0Þ

2!k

� Sðt� t0Þ sin!kðt� t0ÞJðx0Þ: (A2)

In momentum space,

��kðtÞ ¼ ak cos!ktþ bk sin!kt

þ 1

2!k

Z
dnx0ei ~k ~x0Sðt� t0Þ sin!kðt� t0ÞJðx0Þ:

1. Dirichlet boundary conditions

The solution that vanishes at t ¼ ti as well as at t ¼ tf
then reads

�ðxÞ ¼
Z d ~kd~x0e�i ~kð ~x� ~x0Þ

ð2�Þn�12!k sin!kðtf � tiÞ
Z

dt0Jðt0; ~x0Þ½sin!kðti � t0ÞSðt0 � tiÞ sin!kðtf � tÞ

þ sin!kðtf � t0ÞSðt0 � tfÞ sin!kðt� tiÞ þ sin!kðtf � tiÞ sin!kðt� t0ÞSðt� t0Þ�: (A3)

It vanishes for J ¼ 0, in agreement with previous results.
This means that the correct propagator to be used in the integral over D� is given by

Dðx; x0Þ �
Z d ~ke�i ~kð ~x� ~x0Þ

2ð2�Þn�1!k sin!kT
½sin!kðti � t0ÞSðt0 � tiÞ sin!kðtf � tÞ þ sin!kðtf � t0ÞSðt0 � tfÞ sin!kðt� tiÞ

þ sin!kT sin!kðt� t0ÞSðt� t0Þ�: (A4)
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That is, this is the only solution to the equation

ðhþm2ÞDðx; x0Þ ¼ �ðx� x0Þ
such that

D ðx; x0Þjt¼ti ¼ Dðx; x0Þjt0¼tf ¼ 0:

2. Feynman boundary conditions

The boundary conditions for the Feynman propagator
are defined by

i _�kðtfÞ ¼ !k�kðtfÞ i _�kðtiÞ ¼ �!k�kðtiÞ: (A5)

In momentum space

_��kðtÞ ¼ �!kak sin!ktþ bk!k cos!kt

þ
Z
Rn

dnx0
ei

~k ~x0

2!k

Sðt� t0Þ!k cos!kðt� t0ÞJðx0Þ

(the delta function does not contribute).

The boundary conditions are then

� i!kak sin!ktf þ ibk!k cos!ktf þ i
Z
Rn

dnx0
ei

~k ~x0

2!k

Sðtf � t0Þ!k cos!kðtf � t0ÞJðx0Þ

¼ !k

�
ak cos!ktf þ bk sin!ktf þ 1

2!k

Z
Rn

d4x0ei ~k ~x0Sðtf � t0Þ sin!kðtf � t0ÞJðx0Þ
�

� i!kak sin!kti þ ibk!k cos!kti þ i
Z
Rn

dnx0
ei

~k ~x0

2!k

Sðti � t0Þ!k cos!kðti � t0ÞJðx0Þ

¼ �!k

�
ak cos!kti þ bk sin!kti þ 1

2!k

Z
Rn

d4x0ei ~k ~x0Sðti � t0Þ sin!kðti � t0ÞJðx0Þ
�
:

This can be written as

�ei!ktf iei!ktf

e�i!kti ie�i!kti

� �
ak
bk

� �
¼ � 1

2!k

Z
Rn

dnx0ei ~k ~x0 Sðtf � t0Þiei!kðtf�t0Þ

Sðti � t0Þie�i!kðti�t0Þ

 !
Jðx0Þ

and this yields

ak ¼ i

4!k

e�i!kT
Z

dnx0ei ~k ~x0Jðx0ÞðSðtf � t0Þe�i!kðt0�TÞ � Sðti � t0Þei!kðTþt0ÞÞ

¼ i

4!k

Z
Rn

dnx0ei ~k ~x0Jðx0ÞðSðtf � t0Þe�i!kt
0 � Sðti � t0Þei!kt

0 Þ; (A6)

bk ¼ � 1

4!k

Z
Rn

dnx0ei ~k ~x0Jðx0Þe�i!kTðSðtf � t0Þei!kðT�t0Þ þ Sðti � t0Þei!kðTþt0ÞÞ

¼ � 1

4!k

Z
Rn

dnx0ei ~k ~x0Jðx0ÞðSðtf � t0Þe�i!kt
0 þ Sðti � t0Þei!kt

0 Þ: (A7)

This means that the corresponding classical solution reads

�ðxÞ �
Z
Rn

dnx0�Tðx; x0ÞJðx0Þ

with �T the finite-time Feynman propagator

�Tðx; x0Þ �
Z d ~k

ð2�Þn�1
e�i ~kð ~x� ~x0Þ

�TðkÞ�TðkÞ ¼ i

4!k

½ðSðtf � t0Þe�i!kt
0 � Sðti � t0Þei!kt

0 Þ cos!ktþ iðSðtf � t0Þe�i!kt
0 þ Sðti � t0Þei!kt

0 Þ sin!kt�

þ 1

2!k

Sðt� t0Þ sin!kðt� t0Þ: (A8)
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It is then plain that in the limit tf ¼ �ti ¼ T
2 and T ! 1,

Feynman’s continuum result is recovered.

lim
T!1�TðkÞ¼�FðkÞ

� i

2!k

½cos!kðt� t0Þ� iSðt� t0Þsin!kðt� t0Þ�:

In general it yields

�TðkÞ¼ i

4!k

ð½Sðtf� t0Þ�Sðti� t0Þ�2�cos!kðt� t0Þ

þ i½Sðtf� t0ÞþSðti� t0Þ�sin!kðt� t0ÞÞþ�FðkÞ:
(A9)

The above results are valid for general sources with
arbitrary support. When (as in our case) the support is
restricted to the interval ti � t0 � tf, it is quite easy to

check that the finite-time propagator with Feynman’s
boundary conditions coincides exactly with one usual
Feynman’s propagator.

�TðkÞj½ti;tf� ¼ �FðkÞj½ti;tf�:

3. Feynman’s propagator including
de Sitter boundary terms

The boundary terns that appear when redefining the field
in de Sitter space imply (after the splitting � ¼ �c þ 
)
an addition of

i
n� 2

2zfl
�cðzfÞ
ðzfÞ � i

n� 2

2zil
�cðziÞ
ðziÞ

� i
fm�cðzfÞ
ðzfÞ � i
im�cðziÞ
ðziÞ
to the boundary. In order to eliminate those cross-terms the
boundary conditions to be imposed are

i _�c
kðzfÞ �!kl�

c
kðzfÞ þ i
fml�c

kðzfÞ ¼ 0

i _�c
kðziÞ þ!kl�

c
kðziÞ þ i
iml�c

kðziÞ ¼ 0:
(A10)

Let us now make a slightly different antsatz for the form
of the propagator, namely

�TðkÞ ¼ 1

2!k

Sðz� z0Þ sin!klðz� z0Þ
þ ak cos!klðz� z0Þ þ bk sin!klðz� z0Þ: (A11)

The previous equations for the boundary values give rise to
the following coefficients:

Dk � e�il!kZ

!kð�
f
im
2ðe2il!kZ � 1Þ � 2im!kð
f � 
iÞ þ 4!2

kÞ
ak ¼ Dk

4
ðð2!k � i
fmÞe2il!kðzf�z0Þ þ i
fmÞð
imð�1þ e2il!kðzi�z0ÞÞ þ 2i!kÞ � ðSðzf � z0Þ � Sðzi � z0ÞÞeil!kð2z0�zf�ziÞ

bk ¼ Dk

4
e�il!kð2z0þzfþziÞ½Sðzf � z0Þð
fme2ilz

0!k þ e2il!kzf ð
fð�mÞ � 2i!kÞÞðe2ilz0!kð
im� 2i!kÞ þ 
ime2il!kziÞ
þ Sðz0 � ziÞð
fme2ilz

0!k þ e2il!kzf ð
fmþ 2i!kÞÞ � ðe2ilz0!kð
im� 2i!kÞ � 
ime2il!kziÞ�; (A12)

where Z ¼ zf � zi.
However, the interaction takes place only in the interval ½zi; zf�, so we should restrict the variables z and z0 to be in this

interval, so

ak ¼ Dk

2
eil!kð2z0�zf�ziÞðð2!k � i
fmÞe2il!kðzf�z0Þ þ i
fmÞð
imð�1þ e2il!kðzi�z0ÞÞ þ 2i!kÞ

bk ¼ Dk

2
me�il!kð2z0þzfþziÞð
fe

4ilz0!kð
im� 2i!kÞ � 
ið
fmþ 2i!kÞe2il!kðzfþziÞÞ: (A13)

Also, since the exponent of the Feynman kernel is symmetric in the source J, we must symmetrize the propagator.
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