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Abstract

In this paper an improved real time algorithm for detecting pedestrians in surveillance video is proposed. The algorithm is based on people appearance and defines a person model as the union of four models of body parts. Firstly, motion segmentation is performed to detect moving pixels. Then, moving regions are extracted and tracked. Finally, the detected moving objects are classified as human or non-human objects. In order to test and validate the algorithm, we have developed a dataset containing annotated surveillance sequences of different complexity levels focused on the pedestrians detection. Experimental results over this dataset show that our approach performs considerably well at real time and even better than other real and non-real time approaches from the state of art.

1. Introduction

In the last years signal processing has been in constant evolution. In particular, it has been making big efforts and progress in digital image and video processing because of their utility in the information society that we are living in. Considering the huge demand existing in the area of security systems, one of the biggest research lines is video surveillance. The need for providing security to people and their properties in today's world explains the huge development and expansion of video surveillance systems nowadays. Within the digital image and video processing research area, there exists a rich variety of algorithms for motion detection, object detection, event detection, etc, which are being used in security [19, 24]. Automatic people detection in video sequences [12] is one group of them. It is actually a complex problem with multiple applications, not only in video surveillance, but also in different areas like intelligent systems (robotic), video games, etc.

The complexity of the people detection problem is mainly based on the difficulty of modeling persons because of their huge variability in physical appearances, poses, movements, points of views and interactions between different people and objects. Currently, many different systems exist which try to solve this problem. The state of the art in people detection and tracking includes several successful solutions working in specific and constrained scenarios. Most of them obtain good detection results but do not operate in real time. In contrast, the systems operating in real time usually get worse results. The work presented in this paper is inspired by a well-established non-real time solution in the field [28], on which we introduce some useful modifications to operate in real time and add robustness to the detection.

This paper is structured as follows: section 2 gives a brief introduction of the literature related to the work presented in this paper, section 3 overviews our complete system, whilst section 4 describes the proposed people detection algorithm. Section 5 describes the developed dataset, before showing experimental results in section 6. In section 7, the main conclusions are summarized and future work is described.

2. State of the art

The people detection task consists mostly of, firstly, the design and training of a person model based on characteristic parameters (motion, dimensions, silhouette, etc), and secondly, the adjustment of this person model to the candidates to be person in the scene. All candidates that adjust to the model will be detected/classified as person, whilst all the others won’t be detected/classified as person.

Most of the existing approaches are only based on appearance information [3, 7, 9, 13, 16, 17, 28, 30, 32] although some of them add robustness to the detection incorporating motion information through tracking algorithms. There are few approaches based only on motion information [6, 22] which main advantages are that they are independent of appearance variability and usually have low complexity. However, they usually have poorer results and they do not support partial occlusions.

The methods based on appearance can be classified according to the person model used. The methods based on simplified person models (only a region or shape) [7, 9, 16,
17, 30, 32] usually have low complexity but they do not support partial occlusions neither pose variations. However, the methods based on more complex person models [3, 13, 28], which usually have higher complexity than the previous ones, support partial occlusions and pose variations. Another advantage is that they made the final decision by combining multiple evidences, so they are usually more reliable than methods based on simpler human models.

Focusing on the idea of a real video surveillance system, people detection algorithms can be classified into two main families depending on whether they work in real time or not. This ramification splits the problem, and even the approach used in each case, in two systems clearly differentiated. On the one hand, systems that operate in real time usually get initial candidates location using image segmentation. Some approaches employ background subtraction [31, 32], whilst other approaches use stereo vision or 3D information [1, 11]. Besides, due to computational constraints, these approaches usually employ simplified person models (ellipse, human shape templates, etc). On the other side, the systems that do not operate in real time [3, 7, 17, 21, 27, 28, 29] get these initial candidates location scanning the complete image at various scales and rotations; in this case, person models must be complex to classify correctly many negative examples. The scanning and use of more complex models improve the detection rate but the computational costs are too high to allow for real time processing. Some approaches [33], try to speed these methods while maintaining a similar accuracy level, obtaining near real time human detection.

3. System overview

The processing stages of a "canonical" automated video analysis system for people detection include: background/foreground extraction, object extraction, object classification, object tracking, and event or action recognition [14, 24]. As we can see in Figure 1 our system includes these four stages:

**Background/Foreground extraction.** Background/Foreground extraction is a commonly used technique for motion detection and segmentation. Motion detection aims at segmenting regions corresponding to moving objects from the rest of the image. The consecutive stages depend on the background accuracy obtained, that is, the rest of stages have a strong dependency with the results obtained in this process: a bad background model could cause false object detections, missing objects or partial object detections. In our system, foreground extraction is based on [5].

**Object extraction.** After background/foreground segmentation, morphological operations are typically applied to reduce the noise of the resulting image mask and improve the object extraction [24]. In our system, after object extraction, a connected component analysis is applied [8]. Only objects extracted in this stage are analyzed in following stages. Each object is defined with a blob (localization and dimensions).

**Object tracking.** After motion detection and object extraction, surveillance systems generally track moving objects. The aim of an object tracker is to generate the trajectory of an object over time by locating its position in every frame of the video sequence where it appears. In our system, a simple tracking algorithm based on the Kalman filter [4] is used and generates the trajectories of the blobs between consecutive frames using color information, blob’s dimensions (width and height) and blob’s position (centroid). The color information is the Hue-channel color histogram calculated on all points inside of the object’s mask.

**Object classification.** Object classification can be considered as a standard pattern recognition issue. This process compares previously trained object models and generated object models from an image or sequence and makes a final decision based on their similarity. The details of this module in our system are described with more detail in section 4.

4. Object classification

Our people detector is based on the algorithm proposed in [28] but proposing modifications in order to achieve real time performance in video surveillance scenarios.

4.1. Base algorithm

[28] proposes a method for human detection in crowded scenes, but working only with static images (frames). An individual human is modeled as an assembly of natural body parts. The main idea consists of identifying characteristic edges of each body part and generating four edge models of body parts (body, head, torso and legs). The image is scanned with four independent edge feature detectors previously trained. The training phase is performed using the Real Adaboost algorithm [10] and a nested cascade structure [15]. Responses of each part detectors are combined to obtain a joint likelihood model that includes cases of multiple, and possibly inter-occluded, humans. This algorithm
also supports changes in pose or camera point of view.

4.2. Proposed algorithm

The base algorithm is targeted to static images and scans the complete image; for these reasons person models must be complex in order to be able to classify correctly many negative examples. In addition, as computation time is not a main objective, the training phase is focused on reducing false positive rate (complex person models) what greatly increases the processing time. In order to get a faster algorithm, we propose not to scan the complete image and to simplify the person model. Firstly, instead of scanning the complete image, we only process moving objects detected in previous stages (see Figure 1). Secondly, the model of each body part is simplified and, consequently, the final person model what reduces the time needed during the detection process. The proposed simplifications are the following: we use a ranking of the best edges of each body part and the training phase is not focused on reducing false positive but also on getting good precision results.

4.2.1 Edge shapes

In this work, according to the size of the images (58x24 pixels) and the base method [28], the possible length \( k \) of one single edge is from 4 pixels to 12 pixels. The edge features we use consist of single shapes, including: lines, 1/8 circles, 1/4 circles and 1/2 circles. We use 36 types of lines (four orientations: 0º, 45º, 90º and 135º; and 9 dimensions: 4-12 pixels; 4 orientations \( \times \) 9 dimensions = 36). We generate arcs from 4 pixels to 12 pixels such that the perimeter of their circumference \( P \) follows \( 1 \). Finally, we have a total of 775 edges (36 lines and 739 arcs). For example, when the size of the body image is 58x24, the overall number of possible edge features is \( 1078800 \) (\( 58 \times 24 \times 775 = 1078800 \)).

\[
\left( \frac{1}{8}, \frac{1}{4} \text{ or } \frac{1}{2} \right) \times P \geq k, \ k = 4, \ldots, 12, \ P \in \mathbb{N} \quad (1)
\]

4.2.2 Learning part detectors

For each edge feature, one weak classifier [28] is built. Then the AdaBoost algorithm [10] is used to learn strong classifiers. The AdaBoost algorithm has many variations such as Discrete Adaboost, Real Adaboost and Gentle Adaboost. Instead of using the Real Adaboost variation, Gentle Adaboost is chosen because it outperforms other variations as reported by [18]. In order to reduce computational cost and to identify the most characteristic edges of each body part, we make a top-100 edge ranking. We iteratively train in a bootstrap way the best classifier of each edge and select the best 100 associated edges. Finally, instead of using a complex nested structure focused on reducing the false positive rate, the cascade Adaboost algorithm [26] (Gentle variation) is used to learn each detector. This training phase is not only focused on reducing the false positive rate but also on getting good precision results.

4.2.3 People detection

Only objects detected after the three previous stages (see Figure 1) are classified. Each blob’s image is normalized and then the four models of body parts (cascade classifiers) are generated.

The classification process consists of evaluating the four models of body parts, providing four independent evidences. The final evidence about the analyzed blob being a person is obtained by averaging the evidences provided by the four body parts detectors.

The final people detection is less complex (by using a simplified person model and a smaller number of classifiers: those which belong to the top-100 edge ranking) and the completed system is faster (by not scanning the entire image), whilst maintaining good precision results.

5. Dataset

5.1. Image dataset

The proposed algorithm consists of four models of edge body parts. Each model has to be trained with an image collection with people and non-people examples and therefore we need a complete image dataset with positive and negative examples.

Negative images have been chosen from the LabelMe dataset [20]. Each image has been cropped in small pieces in order to obtain a huge number of different negative images. Positive images have been chosen from the INRIA dataset [7]. Person body blobs have been extracted, normalized (58x24 pixels and gray scaled) and segmented in body parts (see Figure 2) according to the base algorithm [28]. Finally our image dataset stores 3,542 positive images (already extracted, normalized and segmented) and more than 40,000 negative images.

5.2. Video dataset

In order to evaluate the performance of the proposed approach, we introduce a video dataset containing 20 surveillance annotated sequences of varying difficulty. We have grouped all the test sequences into different complexity categories depending on two aspects:

- **People classification complexity**, defined as the difficulty to classify moving and temporally stationary people in a scenario. It is related with the number of pedestrians, their velocity, partial occlusions and pose variations.
Background complexity, defined as the difficulty to extract the foreground due to the presence of edges, multiple textures, lighting changes, reflections, shadows and objects belonging to the background. A description of complexity levels of the associated content is shown in Table 1, whilst Figure 3 shows two examples of each category. The videos have been collected from several public datasets related with the people detection/object classification task [23, 25] and PETS 2006 dataset (available at http://pets2006.net/). The image dataset, the dataset of selected videos and their annotations are freely available for academic purposes (http://www-vpu.ii.uam.es/PDds/).

<table>
<thead>
<tr>
<th>Category</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>Low</td>
</tr>
<tr>
<td>C2</td>
<td>Medium</td>
</tr>
<tr>
<td>C3</td>
<td>Medium</td>
</tr>
<tr>
<td>C4</td>
<td>High</td>
</tr>
<tr>
<td>C5</td>
<td>High</td>
</tr>
</tbody>
</table>

Table 1. Sequence categorization

### 6. Experimental results

In this section, we describe the experiments carried out for testing the proposed people system over our video dataset and we compare the results of our approach Edge, with three other people detectors approaches from the state of the art: two non-real time approaches, HOG and TUD detectors [3, 7], and one real time approach, Fusion [9]. Our approach Edge, is based on [28], the authors themselves show in [29] similar results than HOG in terms of classification accuracy. On the other hand TUD detector outperforms HOG detector, previous authors’ detector partISM [2] and ISM variations (4D-ISM [21] and standard ISM [17]), in terms of classification accuracy.

Experimental results include an evaluation of people detection rates and computational cost. The system has been implemented in C++, using the OpenCV image processing library (http://sourceforge.net/projects/opencv/). The tests have been performed on a Pentium IV with a CPU frequency of 2.4 GHz and 3GB RAM.

#### 6.1. People detection results

Despite the fact that all algorithms performance depends on the hit rate, or confidence level of decision, we only classify objects detected in previous stages (see Figure 1) as person or non-person. Consequently, the maximum/minimum recall and precision will be limited by previous stages. One of the previously mentioned approaches, Fusion, is based on the same scheme and also performs in real time. Moreover, the non-real time approaches, HOG and TUD, are limited by the image scanning.

Figure 3 shows the detection performance on some examples of different complexity categories included within the used video dataset. At low levels of classification and background complexity C1 -Fig.3 (a) and (b)-, our method, Edge, outperforms or obtains the same results than the other approaches.

At intermediate complexity categories C2, C3 and C4, our proposal is clearly superior to non-real time systems. In particular, we can see how in sequences with many partial occlusions and pose variations -Fig.3 (e), (f), (g) and (h)-, the non-real time systems performance is significantly reduced. While in our system even if some individual parts detectors may have poor results (partial occlusion and pose variations), the combined detector maintains high detection rates.

At high levels of classification and background complexity C5, the global performance of our system is reduced, mainly, due to the high background complexity. The first example -Fig.3 (i)- shows a scene with lighting changes, reflections and shadows; while the second example -Fig.3 (j)- shows a scene with lighting changes, shadows and a multimodal background (moving branches). However, the results are still better, or slightly better, than the best non-real time performance (TUD).

Non-real time approaches are robust due to the full person search carried out and their complex person models. However, in some cases they show an unreliable performance because of the high number of false positive examples that appear during exhaustive search. The previously explained problem affects to both algorithms at the same time in Fig.3 (e) and (i) and, individually, for TUD in Fig.3 (f) and for HOG in Fig.3 (j). The real time approach, Fusion, also shows an unreliable performance. Its usage of a highly simplified person model achieves fast people detection but not quite robust, as a result, this approach presents an irregular behavior in all categories.
Figure 3. Examples of the sequences categories and people detection results
In our system, even though we use a simplified person model in order to work in real time, our performance is, in general, equal or superior to other approaches in all categories.

6.2. Computational cost

In this subsection, the computational cost, measured as the output processing rate in frames per second (fps), generated by our approach will be compared with two different approaches. In first place, the previously mentioned real time approach, and, secondly, the non-real time approach called HOG. TUD algorithm was also previously mentioned, however, due to its high computational cost it will not be considered in the comparison\(^1\). The above described dataset includes different video resolutions; the results obtained with 352x288 images are summarized in Table 2.

The computational cost of real time approaches depend a lot on each sequence. It does not only depend on people detection and background complexity, but also on many other factors: object’s dimensions, number of tracked objects, etc. For this reason, we show a summary with the worst, best and average results obtained over our proposed dataset (20 sequences).

The results show clearly how our proposed detector, Edge, works in real time, and even faster than the previously mentioned real time approach, Fusion. Both real time approaches computational costs depend on the different sequences. Nevertheless, the non-real time approach remains almost invariant to different sequences because of the exhaustive search carried out.

<table>
<thead>
<tr>
<th>Average fps</th>
<th>Edge</th>
<th>Fusion</th>
<th>HOG</th>
<th>TUD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum</td>
<td>64.5</td>
<td>14.5</td>
<td>11.4</td>
<td>NC</td>
</tr>
<tr>
<td>Average</td>
<td>71.6</td>
<td>32.6</td>
<td>11.5</td>
<td>NC</td>
</tr>
<tr>
<td>Maximum</td>
<td>80.8</td>
<td>62.8</td>
<td>11.6</td>
<td>NC</td>
</tr>
</tbody>
</table>

Table 2: Computational cost

7. Conclusions

In this paper, an improved approach for real time and robust people detection is presented. A complete surveillance video system has been implemented to evaluate the proposed detection approach. Besides, in order to provide a good performance evaluation of the proposed framework, the VPULab Person Detection dataset composed of several annotated surveillance sequences of different levels of complexity has been developed.

Experimental results over the proposed dataset show that the proposed system performs considerably well at real time and even better than other non-real time approaches from the state of the art and that it is significantly more efficient and stable than others approaches from the state of the art.

As our framework is composed by different functional modules, there are several proposals for improving it with future work. We propose the study of techniques for multimodal background modeling, noise removal, shadows detection, etc, in order to refine the background extraction. We also propose to study tracking algorithms which are more robust to occlusions and allow to track multiple targets. As currently we do not make use of motion information, we will study how to add robustness to the detection by incorporating some type of motion information.
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