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Abstract 

 
In this paper a new approach for detecting unattended 

or stolen objects in surveillance video is proposed. It is 
based on the fusion of evidence provided by three simple 
detectors. As a first step, the moving regions in the scene 
are detected and tracked. Then, these regions are 
classified as static or dynamic objects and human or non-
human objects. Finally, objects detected as static and non-
human are analyzed with each detector. Data from these 
detectors are fused together to select the best detection 
hypotheses. Experimental results show that the fusion-
based approach increases the detection reliability as 
compared to the detectors and performs considerably well 
across a variety of multiple scenarios operating at real-
time. 
 

1. Introduction 
Nowadays, surveillance systems[1] have more demand, 

specially for its application in public areas, as airports, 
stations, subways, entrance to buildings and mass events. 
(e.g., sports, concerts). In order to deploy more robust 
surveillance systems, the monitoring personnel could be 
helped by providing to them automatic analysis and 
interpretation tools able to focus their attention when a 
dangerous or strange event takes place in the monitored 
area, as well as allowing to effectively recover (from the 
video archive) the part of the sequence of video relative to 
some particular events.  

In this context, reliable detection of the behavior of 
moving objects is an important and relevant requirement, 
and, more specifically, the detection of unattended or 
stolen objects in surveillance video is a highly relevant 
issue. For example, a useful application of unattended 
object detection could be to detect unattended packages in 
a subway station.. For stolen object detection, an example 
is suggested in[2], where a museum monitoring is 
proposed showing the importance of the stolen event 
detection. Automatic recognition of unattended or stolen 
objects in crowded unconstrained contexts is a challenging 
task. Issues related to occlusions (by moving or static 

objects), appearance variations (e.g., colour composition, 
shape) as people move relatively to the camera, lighting 
changes, background scene complexity and the 
interactions between objects should be taken into account.  

In this paper, an approach to detect unattended or stolen 
objects in surveillance video based on the combination of 
three fast detectors is presented. The detectors are based 
on the shape and colour information of the static 
foreground regions analyzed.  A complete video 
surveillance system has been developed, including 
modules for the candidate object detection task and the 
proposed module for stolen or unattended object 
discrimination. The modules devoted to candidate object 
detection detects static foreground regions by a foreground 
segmentation and object tracking process, before 
classifying each object as human or non-human. Finally, 
static and non-human objects are analyzed by the proposed 
fusion-based approach to discriminate between unattended 
or stolen objects.  

This paper is structured as follows: section 2 gives a 
brief overview of previous related work, section 3 
overviews the proposed system, and section 4 explains the 
unattended or stolen detection module. In section 5, 
experimental results are shown, while section 6 closes the 
paper with some conclusions. 

2. Previous Related Work 
For the unattended or stolen object detection task, the 

following topics are relevant: 
• Moving foreground object detection 
• Object classification 

For the foreground detection task, many approaches 
based on background subtraction were proposed to detect 
foreground objects. Such methods differ mainly in the 
type of background model and in the procedure used to 
update the model. In [3], a simple change detection 
module is used. This module takes into account pixel 
differences between consecutive frames and the frame-by-
frame decisions accumulation. In [4], a scheme based on 
chromaticity distortion is presented. This system is able to 
detect shadows, highlights and foreground regions. In [5] 
the authors propose to use spectral, spatial and temporal 
features, incorporated in a Bayesian framework, to 
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characterize the background appearance at each pixel. 
More recently, the Gaussian Mixture Model (GMM) has 
been used in many works to model the background 
[6][7][8][9]. The GMM method is becoming popular 
because performs background estimation handling 
illumination changes, periodical motions, slow moving 
objects, long term scene changes, and camera noises. A 
good review about background modeling methods can be 
found in [10].  

The object classification task is important for two 
reasons: it improves the quality of foreground detection 
and allows to discriminate among different object types 
(people/not people, unattended/stolen,...). In the last years, 
research has been mostly focused on detecting stationary 
objects and trying to discriminate them between people 
and unattended objects. For example, in [3] a system that 
accumulates temporal foreground results and a neural 
network classifier are used to discriminate between 
people, lighting effects and unattended objects. In [4] a 
multiple-state model of an unattended package provides 
the ability to detect realistic unattended package events. In 
[7] a long-term logic is used to differentiate between 
unattended objects and stationary people, and is robust to 
temporary occlusion of potential unattended objects. In 
[11], a knowledge based approach is performed to detect 
unattended objects. This approach is based on 
accumulated knowledge about human and non-human 
objects from continuous object tracking and classification. 
In [8] the input video is processed at different frame rates 
producing shot-term and long-term backgrounds modeled 
with a GMM each one. It detects stationary objects 
without using an object tracking step. In [12] a tracking 
stage and k-nearest neighbor classifier is used to detect 
foreground blobs as belonging to the bag or non-bag class 
depending on their size and shape. The decision is based 
on the detection of sub-events that characterizes the 
activity of interest. 

The systems described above do not distinguish if the 
changes in foreground mask are due to unattended or 
stolen objects. Traditionally, these two issues are dealt in a 
similar way. So, detecting an unattended object becomes a 
tracking problem, with the classification problem of 
distinguishing moving or static people from static objects.  

Recently, few papers can be found in the literature that 
change the classic tracking and people detection problem 
to a pattern recognition problem applied to the static 
foreground regions. These approaches can discriminate 
between unattended or stolen objects. In [9] an edge-based 
method is used to decide the type of static region by 
analyzing the change in edge energy associated with the 
boundaries of the static region between the current frame 
and the background image. Similarly in [13], a statistical 
modeling of the background is used to detect foreground 
regions and to eliminate object shadows. Finally, moving 
objects are classified as unattended or stolen by matching 

the boundaries of static foreground regions. In [2], 
candidate objects extracted from the surveillance video are 
classified as human or non-human and static or dynamic. 
Finally static and non-human objects are analyzed to 
discriminate between unattended and stolen objects. This 
analysis is performed by analyzing the colour histogram of 
the regions determined by the object foreground mask and 
its surroundings. This colour analysis provides useful 
information to detect unattended or stolen object detection.   

In conclusion, the different techniques in the reviewed 
literature use either edge or colour information that are 
used for the unattended/stolen object discrimination task. 
Numerous studies have discussed the advantages of the 
use of fusion schemes for combining multiple information 
sources like [14].  In the work presented in this paper, we 
propose a first approach to the combination of both types 
of information. 

Also from the reviewed literature, results are usually 
provided over too few examples and with a vague analysis 
of complexity of the scene. In particular, none of the 
reviewed papers deal with the influence of the complexity 
of the scene background. As the presence of edges, 
multiple textures and moving objects belonging to the 
background can reduce dramatically the performance of 
the commented approaches, in our work we will provide 
results grouped by background complexity, together with 
scene complexity. 

3. System Overview 
A complete system has been designed to evaluate the 

proposed fusion-based approach. It performs two real-time 
tasks: candidate foreground object detection and 
unattended or stolen object discrimination. This paper is 
focused in the latter task.  

The system is composed by different functional 
modules that have a specific task (see Figure 1). They are: 

Foreground segmentation. This module does the 
foreground object extraction task. Foreground extraction is 
performed using an approach similar to the one of the 
semantic analysis module in [15] and a background update 
model based on a mixture between Average and Running 
Average methods [16]. The main advantage of this 
technique is that it can compensate a video signal with a 
time-varying noise level. Noise reduction of the binary 
foreground mask is performed using mathematical 
morphology. The operation is called opening by 
reconstruction of erosion [17]) and it preserves the 
underlying shape of the object. Finally blob extraction is 
performed on the binary foreground mask.  



 

 

Object Tracking. This module makes a simple 
tracking of the relevant objects identified in the previous 
module. It identifies different objects in the current 
analyzed frame and tries to associate them with the objects 
detected in the previous frame. This module does this 
work following different rules such as distance, colour, 
and object size. 

Static Object Detection. This module has two main 
tasks for each foreground region: stationary blob detection 
and people confidence evaluation. The stationary detection 
is performed by constructing a trajectory graph for each 
blob and analyzing it. In this system, we have chosen to 
consider a foreground region as static if its position does 
not change during 50 consecutive frames. The people 
confidence evaluation is performed by using the People 
Detection module. 

People Detection. This module calculates the 
confidence of being people for each blob. This module is 
structured as described in [18]. It is based on a fusion 
approach that combines the data provided by simple 
people detectors. 

Unattended/Stolen Object Detection. This module is in 
charge of the unattended or stolen object detection task. It 
is performed by analyzing each “static” and “non-people” 
object. This module is described with more detail in 
section 4. 

4. Unattended and stolen object detection 
The unattended and stolen object detector proposed in 

this paper is based on the fusion of evidences derived from 
three fast detectors that are independently applied. The 
proposed approach is designed to exploit different types of 
information (shape similarity, contour similarity, 
background similarity, ...) and to fuse them to increase the 
the detection process robustness.  

Figure 2 shows the processing steps for the unattended 
or stolen object detection task. Firstly, a pre-processing 
step is done to adjust the shape extracted from the binary 
foreground mask to the real object shape. This adjustment 
is made by using active contours[19]. Then three 
independent detectors are applied to the candidate object. 
Each detector calculates two evidence values of the being 
unattended and stolen object hypothesis. Finally, a fusion 

scheme is applied on the evidences derived from the three 
detectors. As a result of the fusion process, two confidence 
measures are calculated for the likelihood of the object of 
being unattended or stolen. Afterwards, the maximum a 
posteriori criterion is selected to decide if the object is 
unattended or stolen. 

In order to generate a measure of evidence from a given 
detector-related feature x, the latter is assumed to 
approximately follow a normal distribution of mean μ and 
standard deviationσ . Both parameters are experimentally 
determined for every defined feature by considering a 
training set with images/sequences of objects in different 
scenarios. The evidence of the given feature is then 
defined as a real value between zero and one, the latter 
when the feature is equal to its associated mean, as shown 
in Eq. (1). 
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4.1.    Shape adjustment by Active contours  
Active contours[19] are used to adjust the object shape 
extracted from the binary foreground mask to the real 
object shape in the scene. This adjustment has to be done 
because estimation errors in the object shape can reduce 

Figure 2: Flow processing for the event detection module.
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dramatically the robustness of the algorithms used. 
An Active contour is an energy minimizing function. It 

consists of a set of points that move within an image 
trying to find locations that will minimize their energy. 
Their energy is defined by the shape of the Active Contour 
itself and by its location in the image. The contour has two 
types of energy: Internal and External.The Internal Energy 
is defined by the shape of the Active Contour and is made 
up of Continuity Energy and Curvature Energy. Continuity 
Energy defines how the contour points are spaced from 
each other. Curvature Energy defines how smooth the 
contour is.The External Energy is the image energy. This 
is defined by the data within the image that the contour is 
attracted to. As we use the gradient image as the image 
energy, the data is attracted to the points, lines or curves of 
high gradient. This attraction to high gradients is why 
Active Contours are so suitable for object contour 
adjustment. 

Specifically, the energy at every point of the Active 
Contour is defined as shown in Eq. (2). 

 
imagecurvaturecontinuity EEEE λβα ++=  (2) 

 
where α, β and λ are the parameters that are used to 
control the Active Contour.  

Many different values of these three parameters were 
tested, and based on experimental results it was decided to 
use the following values: α=1.0, β=1.0 and λ=2.0. A 
slightly higher value for λ is used to quickly converge to 
High-Gradient points. At each iteration every point of the 
Active Contour searches within a local neighborhood to 
find the new position that will minimize its energy. This 
local neighborhood is centered on the point’s position at 
the start of that iteration. The size of the neighborhood 
was decided to set be to 3, so every point searches an area 
of seven pixels squared at every iteration. 

In Figure 3, two examples of the object shape 

adjustment are presented. These examples show how the 
shape is adjusted in case of unattended object presence (a) 
and deformed (not following the original object shape that 
produced the foreground region detection) when no object 
is present in the scene (stolen object case) (b). 

4.2. Shape similarity detection 
The first and second detectors to be combined are based 

on the shape similarity between the object shape adjusted 
by Active Contours and the real object shape in the current 
image (removing redundant shape information). This 
approach is similar to the one proposed in [13]. The main 
differences are the edge extraction process and the 
elimination of redundant edge information. In [13], the 
SUSAN algorithm is used to extract edges only providing 
binary information about them and being computational 
intensive. Some recent studies [20]  show that the SUSAN 
algorithm is not the best choice for edge extraction. On the 
other hand, our approach extracts the edge information by 
using the gradient operator.  This information extracted is 
richer than the one provided by the SUSAN algorithm 
(range 0-255 instead of binary range) allowing a better 
estimation of the edges (at pixel level). Some other 
properties (like edge connectivity or orientation) 
calculated by the SUSAN algorithm are not relevant for 
this application. After the edge extraction process, each 
detector calculates two confidence measures of being 
unattended or stolen object by analyzing the values of the 
gradient difference image between gradients of the current 
image and the background scene. This difference 
eliminates all gradient redundant information that is not 
useful for the discrimination task.  

The first detector is based on finding the high-gradient 
value points in the current image that are along the object 
shape adjusted by Active Contours. The second detector is 
based on finding the low-gradient value areas in the same 
object shape used in the first detector. Due to the 
possibility that the gradient information extracted may not 
match exactly at pixel level, this search has to be 
generalized by using a small window around the examined 
point. In particular, the gradient matching measurement 
definitions are shown in Eqs. (3) and (4). 
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Figure 3: Active Contour adjustment example 
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where ),( yxW  is the NxN window centered in the 
contour point (x,y) and th_HG/th_LG  are the thresholds 
for High/Low Gradient detection (in this work we have 
heuristically selected the values th_HG=220 and 
th_LG=30 for the gradient detection task). For low-
gradient detection we have decided to search value areas 
instead of finding value points. This is because edges are 
usually smaller than the window used, this fact implies 
that  we can always find a low-gradient value in the 
observed window. The low-gradient measure would be 
wrong if we only try to search low-gradient value points. 
The proposed measure is more robust and is highly 
affected when a high-gradient value point is present in the 
observed window (reducing the false positives). Finally, 
all values of HGM  and LGM  are added and averaged by the 
total number of contour points to obtain two confidence 
values (for each detector) of the being unattended and 
stolen object hypothesis.  

After this calculation, the values HGM  and LGM  are 
used to calculate the evidence of the contour similarity. 
For each class, unattended (U) and stolen (S), the evidence 
is defined as shown in Eq. (5) and Eq. (6).  

  { } ( )HGSUHG MEE
SUHGSUHG },{},{ ,, σμ=      (5) 

   { } ( )LGSULG MEE
SULGSULG },{},{ ,, σμ=         (6) 

where },{ SUHGμ , },{ SUHGσ , },{ SULGμ and },{ SULGσ are the 
mean and standard deviation of the High and Low gradient 
measures computed from the training set .  

As we can see in Figure 4, the High-Gradient detector 
gives a measurement approaching to 1 when an object is 
unattended (case (a)) and to 0 for stolen objects (case (b)). 
On the other hand, the Low-Gradient detector gives a 
higher value (close to 1) for stolen objects (case (b)) and a 

lower value (close to 0) for unattended objects (case (a)). 

4.3. Colour similarity detection  
The third detector to be fused is based on the colour 

similarity between the regions delimited by the object 
contour. This approach is similar to the one proposed in 
[2], where the similarity measure is proposed by checking 
whose change detection region in the current/background 
image (R2) is more similar to the corresponding 
surrounding region extracted in the current/background 
image and delimited by the bounding box and the shape of 
the object (R1 or “supposed background”).  

In our approach, we improve the colour measure 
proposed in [2] by using the same supposed background 
(calculated in the background image) for the colour 
differences. Assuming that the 'supposed background' is 
similar in the current and the background image is not 
always true. For example, in the case that two stolen 
events happen at the same time and neighboring regions,  
or that a unique stolen event is not properly detected due 
to oversegmentation of the region corresponding to the 
event, the measure proposed in [2] could reduce the 
performance depending on the new color information 
revealed behind the stolen objects. By using the same 
supposed background, the measure proposed is robust 
against this type of combined events. After the region 
extraction step, a colour histogram is calculated for the 
each of the three regions using the hue channel of the HSV 
color model (see Figure 5). Then the Battacharya 
distance[21] is calculated to find similarities between the 
colour histogram inside the object image (R2) in the 
current  and background images (named H2 and H3 
respectively), and the colour histogram outside the object 
image (R1) in the background image (H1). This algorithm 
determines that the object is unattended if the histogram 

Figure 4: Example of object detection by High-Low gradient detector for unattended (a) or stolen (b) object for 
AVSS_AB_Medium/S1-T1-C-3 test sequences from i-LIDS Dataset for AVSS2007 and PETS06 dataset. 
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H1 is more similar to H3. On the other case, if the 
histogram H1 is more similar to H2, the object is 
considered to be stolen.  

After this calculation, the value CHM (calculated as the 
difference between the Battacharya distances of H1-H3 
and H1-H2 histograms) is used to calculate the evidence 
of the colour similarity..For each class (Unattended and 
Stolen), the evidence is defined using Eq. (7).  

( )CHSUCH MEE
SUCHSUCH },{},{ ,},{ σμ=    (7) 

where },{ SUCHμ and },{ SUCHσ are the respective mean and 
standard deviation of the difference distance for each class 
computed from the training set.  

4.4. Data Fusion 

The final evidences, UE and SE , about the analyzed 
object being unattended or stolen is obtained, in a first 
simple approach towards future more complex fusion 
schemes, by combining the evidences provided by the 
three detectors. The fusion scheme is defined as shown in 
Eq. (8) and Eq. (9). The evidence values are taken into 
consideration only if they are above the predefined 
relevance threshold ρ  (heuristically we have selected 

7.0=ρ  in this work). 
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where ( )xH  is the Heaviside step function. 

Finally, the candidate object is classified as stolen if 

SE  > UE  and classified as unattended if UE  > SE . 

5. Experimental results 
In this section, experimental results of the proposed 

method are presented. Experiments were carried out on 
several sequences from PETS2006 dataset (available at 
http://www.pets2006.net/), i-LIDS dataset for AVSS2007 
and ChromaVSG[22] dataset. The system has been 
implemented in C++, using the OpenCV image processing 
library (www.intel.com/technology/computing/opencv/). 
Tests were executed on a Pentium IV with a CPU 
frequency of 2.8 GHz and 1GB RAM. 

In order to evaluate the performance of the proposed 
approach, we have divided all test sequences into different 
complexity categories depending on the difficulty of the 
foreground object extraction and the background 
complexity. Foreground object extraction complexity is 
defined as the difficulty to extract stationary objects in a 
scenario. It is related with the number of objects, 
occlusions, lighting changes and the people detection 
difficulty. Background complexity is related with the 
presence of edges, multiple textures and objects belonging 
to the background (like waving trees, water surface,...). A 
description of complexity levels and length of the 
associated content is shown in Table 1 

 
Table 1: Test sequences categorization. 

 

Category Length 
Complexity 

Foreground 
Extraction Background

C1 19m 10s Low Low 
C2 30m 05s Low Medium 
C3 15m 10s Low High 
C4 22m 35s Medium Medium 
C5 25m 15s High Medium 

 
A training set has been designed for the computation of 

the evidence models described in section 4 covering the 
different background complexities above described. This 
set is composed of around 10/10/5 minutes from the 
corresponding categories C1/C2/C3. The parameters of the 
models computed from the training set are: μHGU=0.75, 
σHGU=0.21, μLGU=0.2, σLGU=0.16, μHGS=0.17,  σHGS=0.15, 
μLGS=0.81, σLGS=0.14 for the shape-based detectors and  
μCHU= -0.33, σCHU=0.18, μCHS=0.17 and σCHS=0.092 for 
the colour-based detector. The evaluation set is composed 
of the remaining sequences not used in the training set. 

Due to space constraints, sample results are shown for 
the AVSS_AB_Medium test sequence extracted from the 
i-LIDS dataset for AVSS2007. Additional results can be 
found at http://www-gti.ii.uam.es/publications/AVSS08U 
attendedStolenObjectDetection. 

Figure 5: Example of object detection by Color information for 
S1-T1-C-3  test sequence from PETS06 dataset. 
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5.1. Overall system performance 
Firstly, we present the evaluation of the performance of 

the overall system with test sequences. I should be noted 
that the same parameters were used for all the sequences, 
demonstrating the robustness of the proposed approach. 
The performance of the detection module is reported in 
terms of precision and recall. Precision indicates the 
percentage of alarms true and recall indicates the 
percentage of events detected. For the stationary object 
detection, we set the stationary object detection time to 2 
seconds (50 frames at 25fps) and then the event detection 
process is started. Results from the sequences analyzed 
with the complete system have been summarized in Table 
2. As can be seen from the results, our approach achieves 
better results in sequences with less foreground object 
extraction complexity and is robust to background 
complexity. 

Table 2: Event Detection results 
 

Scenario 
Low 

Gradient  
High 

Gradient  
Colour 

Histogram Fusion 

R P R P R P R P 
C1 89% 75% 91% 76% 99% 80% 99% 80%
C2 86% 71% 88% 73% 90% 77% 93% 79%
C3 58% 50% 61% 55% 76% 72% 80% 75%
C4 74% 40% 70% 50% 75% 56% 76% 60%
C5 70% 25% 69% 28% 72% 32% 73% 34%
 
In Figure 6 we can see computational cost results for 

the overall system. The results shown for the High-Level 
modules are calculated as the mean of all candidate object 
processed (the time is negligible when there are no 
candidate objects). Some processing modules are 
independent of the number of objects of interest and other 
modules (like object tracking) add little computational 
cost when the number of objects increases, due to their 
simplicity. On the other hand, High-Level processing 
modules are more dependent on the quantity and size of 

objects of interest present in each analyzed sequence. The 
real-time constraint limits the area of interest to analyze. 
For example, for CIF sequences at 20 fps the area is 
restricted to 15-18% of the image size. 

5.2. Unattended/Stolen object detection evaluation 
Secondly, the evaluation of the performance of the 

proposed fusion-based approach is presented. To evaluate 
it, we provide labeled data to the detection module, 
therefore decoupling the errors coming from previous 
modules from the ones inherent to the final module. 
Detection results for the individual methods and the fusion 
are shown in Table 3. These results are sorted in function 
of the sequence category analyzed and they demonstrate 
the capability and robustness of the proposed approach as 
it increases the success rate in all three categories. 

Figure 7 illustrates an unattended detection example in 
the AVSS_AB_Medium test sequence from the i-LIDS 
dataset for AVSS2007. This example shows that although 
some detectors provide erroneous decisions (High-
Gradient detector) the proposed fusion scheme determines 
a new decision selecting the evidences from the most 
confidence detectors and fusing them to generate a new 
decision improving the single detectors success rate for the 
unattended or stolen discrimination task. 

 
Table 3: True object detection comparison 

Figure 6: Processing times for the CIF sequences

 

Figure 7: Unattended detection example for AVSS_AB_Medium test sequence from i-LIDS dataset for AVSS2007 
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Background 
Complexity 

True percentage detection (Precision) 
Low 

Gradient 
High 

Gradient 
Colour 

Histogram Fusion

Low 89.3% 91.43% 98.5% 99.7% 
Medium 86.8% 90.9% 91.22% 93.58%

High 59.4% 60.4% 75.2% 76.4% 

6. Conclusions 
In this paper a new approach for real-time and robust 

unattended or stolen object detection is presented. It is 
based on the combination of the evidences generated by 
three independent detectors based on different extracted 
features. A first simple fusion scheme has been proposed, 
which combines only the most confident information 
sources. Experimental results show that this simple 
proposed scheme is significantly more efficient and stable 
than the independent detectors applied on their own. 
Experimental results also show that the main problem in 
the detection of this type of event is the stationary object 
extraction/detection. 
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