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Abstract - In this paper, a set of operators suitable for digit-serial FIR filtering is presented. The canonical and inverted forms are studied. In each of these structures both the symmetrical and anti-symmetrical particular cases are also covered. All circuits have been implemented using an EPF10K50 Altera FPGA. Main results show that the canonical form presents the less occupation and the higher throughput. The 8-tap filter versions implemented can be applied in real-time processing with sample rate ranging up to 7MHz using the bit-serial versions and up to 25 MHz with the bit-parallel ones.

INTRODUCTION

The high-density of current FPGAs make the construction of custom DSP (CDSP) single-chip systems possible. The advantages of this approach are multiple:

• A higher speed with respect to the general-purpose DSP solution can be obtained.
• The FPGA reprogrammability can be exploited to construct reconfigurable systems.
• Future DSP ASICs can be fast-prototyped, different design options can be emulated, and exhaustive or heterogeneous simulations can be avoided.
• Off-chip interconnections and external components like FIFOs or RAMs can be integrated in the embedded application.
• Hard-wired DSP cores can be simplified and optimised for a given application (data rate and precision, peculiarities of the coefficient, etc.).

A custom solution also allows the designer to select different types of arithmetic and styles of implementations. In several cases, it is senseless to use conventional bit-parallel circuits: they have an important cost in area and run faster than the speed needed by the application. In this way, digit-serial architectures become an important alternative to efficiently implementing a wide range of real-time signal processing circuits. The digit-serial approach allows the designer to select an intermediate area-time figure, situated between the bit-parallel and the bit-serial implementations. In addition, a serial stream of data matches better with the structure of an FPGA; thus, in an actual implementation, the speed of a full serial circuit is not N times lower than the equivalent N-bit parallel approach [1]. Several researchers have studied the implementation of filters on FPGAs. In [2] and [3] the
main architectural ideas are reviewed. The powers-of-two coefficients are exploited by Evans in [4]. The bit-serial approach is studied in [5], [6]. In [7] and [8], the canonic signed digit arithmetic is applied with the bit-serial style of implementation. [9] Constructs several circuits based on digit-serial systolic multiplier. In [10], [11], [13], [14], [15], [16], the distributed arithmetic is introduced. Finally, a comparison between serial and parallel approaches is presented in [1]. From the implementation side, references [2], [3], [4], [7], [8], [9], [10], [11], [12], [13], [14] use Xilinx chips; [15] and [16] Altera devices; [1] both Xilinx and Altera; [4] both Orca and Xilinx; and [5] uses CLI. In this work, complete sets of digit-serial operators and filters have been evaluated in Altera FPGA devices.

The organisation of this paper is as follow. In the next section the digit-serial architectures are briefly exposed and the basic digit-serial adder cell is explained. In Section 3, the multipliers utilised are presented, and the way they give the results of the computation is depicted. In the next section, the different canonical and inverted form topologies to design FIR filters are summarised. Section 5 presents the operators needed to design them using digit-serial style with each one of the previous structures. In section 6, the implementation results in an EPF10K50-3 are given. Finally, the conclusions are presented.

DIGIT-SERIAL ARCHITECTURES

In digit-serial computation, data words of size \( W \) bits are partitioned into digits of size \( N \) bits (the digit-size, \( N \), is divisor of the word-size, \( W \)) and are processed serially one digit at a time with the least significant digit first. A complete word is processed in \( P = \frac{W}{N} \) clock cycles and consecutive words follow each other continuously. The time of \( P \) cycles is named a sample period. In every digit-serial operator, it is necessary to add some control signal to indicate a new word entry. The digit-serial processors include parallel-serial and serial-parallel converters to process in digit format and to present the result in parallel format. The digit-serial operators are cascaded following the data-flow algorithm in a pipeline fashion. A detailed explanation of this kind of architectures can be found in [17], [18], [19], [20], [21].

A set of digit-serial architectures can be designed by using different digit-sizes. Each element of the family will have a specific size and throughput. Thus, it is possible to choose the digit-size that best suits the speed of the application, minimising the cost in terms of area.

Digit-Serial Adder

In Fig. 1.b, the \( N=2 \) bits digit-size adder is shown. For an 8-bit word length operation, in the first clock cycle the first digit of the input words (the two least significant bits of each one) are fed to the adder. The carry-in must be zero in the first digit computation. A ripple carry addition of the two bits is computed, and the two least significant bits of the addition together with a carry-out, are produced. The carry-out is delayed one clock cycle to be added to the next digit. Finally, in the fourth clock cycle the last (or more significant) digit of each input data enters into the circuit and they are added to the carry-out of the previous computation. During this clock cycle, the CONTROL signal must be high in order to avoid the
propagation of the carry-out from the last digit of a word to the first digit of the next data.

Fig.1: a) Full adder; b) digit-serial adder with N=2; c) digit-serial subtractor with N=2

DIGIT-SERIAL MULTIPLIER

A family of digit-serial multipliers obtained by folding the two’s complement array multiplier has been selected because a double precision can be obtained without adding clock cycles. The design of this kind of digit-serial circuit has been highly detailed by Parhi, Hartley, and Corbet [18], [21]. It is shown in Fig.2, for 4 bits coefficient-size and digit-size N=2 bits.

Fig.2. Digit-serial array multiplier with digit-size N=2.

This multiplier computes 2xAxB (by inserting a 0 in the LSB position and ignoring the MSB) and it produces a standard double precision result [22]. If data A and coefficient B are W-bit word size, the lower part of the product (W bit size) is outputted with a latency of 1 with respect to A. The higher part (W bit size) is produced by the digit-serial adder with a latency of W+1 with respect to A. This multiplier computes at the same time, the low order product of current input-word and the high order product of the previous one.
FIR FILTER STRUCTURES

The equation for the computation of an N-taps FIR filter is:

\[ y[n] = \sum_{k=0}^{N-1} h[n, x[n-k]] \]  

(1)

From Eq.1, the direct form, transversal structure or canonical form (Fig. 3.a) can be generated, meanwhile the transposed direct form structure or inverted form (Fig. 3.b) is obtained by applying the Transposition Theorem [23].

![Fig.3. FIR filter structures: a) canonical form; b) inverted form.](image)

![Fig.4. Symmetric FIR filter structures: a) canonical form; b) inverted form.](image)

The main advantage of FIR filters is their linear-phase response. This property is achieved when the impulse response satisfies the symmetry or anti-symmetry conditions. Symmetric FIR filter topologies for both canonical and inverted forms are shown in Fig. 4. These structures can be transformed in the equivalent anti-symmetric forms by replacing some of the adders (those which are shadowed in Fig. 4) by subtractors. The number of multipliers in these circuits is significantly reduced compared with the previous structures: \((N-1)/2\) if \(N\) is odd and \(N/2\) if \(N\) is even.

**DESIGN OF DIGIT-SERIAL FIR FILTER**

In this section, a set of blocks to perform the digit-serial versions of the above structures is presented. For the sake of clearness, the following examples are based on the multiplier of Fig.2 and correspond to filters with:

- 8-tap programmable coefficients
- 2-bit digit-size (\(N=2\))
- 8-bit Input data and coefficient size (\(W=8\))

All filters keep full precision along the whole datapath. It is guaranteed if 19 bits word length is adopted (\(W_{\text{in-data}} + W_{\text{coefficients}} + \log_2 M = 19\), where \(M\) is the number of filter stages).
Inverted form digit-serial FIR filter

The basic structure in the inverted form FIR filter is the multiply-and-accumulate shown in Fig. 5.

![Fig.5. Basic structure of the multiply-and-accumulate](image)

In order to design the digit-serial accumulator, several modifications of the adder cell (Fig.1.b) are necessary. Each accumulator cell must propagate its carry-out to the next cell, as well as feed the carry-out from the previous cell. During the first digit of any word, the CONTROL signal is high. As a consequence, the latched carry-out of the previous cell is fed to its least significant full adder. The final accumulator block is depicted in Fig. 6. It has a latency of 1.

![Fig.6: Basic digit-serial accumulator cell: a) scheme, b) symbol of the cell.](image)

A multiple precision accumulator is constructed by connecting several of these cells and adding some circuitry to keep the sign extension. For implementing 8-taps FIR filters with N=2 bits and W=8 bits, three cells are needed and up to 24 bits of precision are guaranteed. The triple precision digit-serial accumulator is shown in Fig. 7. This circuit performs the addition of digits of three different words at a time. While intermediate digits of each word are computed, the carry-out in every cell is fed back and latched in order to be added to the following digits in the next clock cycle. During the first digit of each word, the latched carry-out of the last digit is propagated to the next cell through the carry-in input. The sign is extended by latching the sign bit of the double precision word and feeding it to the input of one of the digit inputs. It happens during the last digit of every word, when CONTR_2 signal is high.

![Fig.7. Triple precision digit-serial accumulator with digit-size N=2: scheme and symbol.](image)

![Fig.8. Digit-serial MAC](image)
The MAC cell is illustrated in Fig. 8. The multiplier low word output (XL) is connected to the least significant accumulator (MPDADD A). The multiplier high-word output (XH) is connected to MPDADD B. The most significant bit of XH is connected to the EXT_SIGN input. Finally, the other digit inputs are connected to the one-sample-delayed outputs of the previous digit-serial MAC.

Two digits of successive samples with the same weight have to be fed into the accumulator at the same time. To achieve the right scheduling without adding latency, the digit-serial delay operator has to be designed with N lines of W/N-1 cascade registers.

**Linear-phase inverted form digit-serial FIR filter**

The symmetric inverted form digit-serial FIR filters can be designed utilising the MAC described above and the structure shown in Fig. 4.b.

The anti-symmetric inverted form digit-serial FIR filters require the use of some subtractors (shadowed adders in Fig. 4.b) instead of adders. They can be done by modifying the circuit in Fig. 7. The inputs A0, A1 and EXT-SIGN are inverted and the carry-in of the least significant MPADD is fixed to “1”.

**Canonical form digit-serial FIR filter**

The basic structure in the canonical form FIR filter is the four-multipliers MAC shown in Fig. 9. The first line of adders has to guarantee the sign extension of the two input data. The structure of this cell is illustrated in Fig. 10. On the contrary, the last adder does not require sign manipulation, it only has to add the resulting data of the previous adders (Fig. 11). Two of these MACs are needed in an 8-taps FIR filter. Their outputs can be added using the block depicted in Fig. 11.
Linear-phase canonical form digit-serial FIR filter

The structure of the symmetric digit-serial canonical form FIR filter is shown in Fig. 4.a. These kind of filters can be implemented using the MACs explained above. To add the symmetric samples, a digit-serial adder (Fig. 1.b) has to be used. For the anti-symmetric form, a digit-serial subtractor (Fig. 1.c) is needed instead of the adder. The problem in these filters is that the adder or the subtractor can overflow. Nevertheless, it could be avoided if the input samples are divided by two, although it will produce a quantization error increment.

FPGA IMPLEMENTATION

Several families of 8-taps digit-serial FIR filters using the structures explained above have been implemented using an EPF10K50GC403-3 Altera FPGA [24]. In all cases, default placement and routing compilation options have been used. The main results can be observed in Table-I, where, for each structure and digit-size, the maximum clock rate, the sample period, the area occupied, and the area-time product are presented.

<table>
<thead>
<tr>
<th>Digit-size (Bits)</th>
<th>Canonical Form</th>
<th>Inverted Form</th>
<th>Symmetric Canonical Form</th>
<th>Symmetric Inverted Form</th>
<th>Anti-symmetric Canonical Form</th>
<th>Anti-symmetric Inverted Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chip Speed (MHz)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>51,02</td>
<td>49,75</td>
<td>57,8</td>
<td>52,63</td>
<td>63,69</td>
<td>49,01</td>
</tr>
<tr>
<td>2</td>
<td>44,84</td>
<td>41,84</td>
<td>50,76</td>
<td>44,84</td>
<td>50,76</td>
<td>42,91</td>
</tr>
<tr>
<td>4</td>
<td>30,21</td>
<td>30,12</td>
<td>30,3</td>
<td>33</td>
<td>31,84</td>
<td>31,34</td>
</tr>
<tr>
<td>8</td>
<td>23,8</td>
<td>24,21</td>
<td>25,51</td>
<td>27,77</td>
<td>24,15</td>
<td>24,93</td>
</tr>
<tr>
<td>Filter Speed (MHz)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>6,38</td>
<td>6,22</td>
<td>7,23</td>
<td>6,58</td>
<td>7,96</td>
<td>6,13</td>
</tr>
<tr>
<td>2</td>
<td>11,21</td>
<td>10,46</td>
<td>12,69</td>
<td>11,21</td>
<td>12,69</td>
<td>10,73</td>
</tr>
<tr>
<td>4</td>
<td>15,11</td>
<td>15,06</td>
<td>15,15</td>
<td>16,50</td>
<td>15,92</td>
<td>15,67</td>
</tr>
<tr>
<td>8</td>
<td>23,8</td>
<td>24,21</td>
<td>25,51</td>
<td>27,77</td>
<td>24,15</td>
<td>24,93</td>
</tr>
<tr>
<td>Area (LEs)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>671</td>
<td>770</td>
<td>383</td>
<td>513</td>
<td>383</td>
<td>513</td>
</tr>
<tr>
<td>2</td>
<td>837</td>
<td>915</td>
<td>470</td>
<td>595</td>
<td>470</td>
<td>595</td>
</tr>
<tr>
<td>4</td>
<td>1169</td>
<td>1209</td>
<td>646</td>
<td>761</td>
<td>646</td>
<td>761</td>
</tr>
<tr>
<td>8</td>
<td>1470</td>
<td>1377</td>
<td>811</td>
<td>840</td>
<td>811</td>
<td>865</td>
</tr>
<tr>
<td>Area x Time</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1,00</td>
<td>1,00</td>
<td>1,00</td>
<td>1,00</td>
<td>1,00</td>
<td>1,00</td>
</tr>
<tr>
<td>2</td>
<td>0,71</td>
<td>0,71</td>
<td>0,70</td>
<td>0,68</td>
<td>0,77</td>
<td>0,66</td>
</tr>
<tr>
<td>4</td>
<td>0,74</td>
<td>0,65</td>
<td>0,80</td>
<td>0,59</td>
<td>0,84</td>
<td>0,58</td>
</tr>
<tr>
<td>8</td>
<td>0,59</td>
<td>0,46</td>
<td>0,60</td>
<td>0,39</td>
<td>0,70</td>
<td>0,41</td>
</tr>
</tbody>
</table>

Table I. Implementation results.

All circuits exhibit a similar throughput (Fig. 12). The achieved sample frequency goes from 6MHz in the bit-serial version to 25MHz in the bit-parallel one. The main differences among the design options can be highlighted only if small digit-sizes are considered. The filter clock rates for the digit-size 1, 2 and 4 bits are shown in Fig. 13. The canonical forms always achieve higher frequency than the inverted ones. It is a consequence of the absence of global lines in canonical structures. Furthermore, maximum values correspond to the anti-symmetrical and symmetrical canonical forms. That is because their occupation level is lower than it is in the other structure. On the other hand, if greater digit-sizes are considered,
those differences disappear. The higher delay of these global lines is masked for dense FPGA occupations. In that case, even local wires can reach higher interconnection delay than global ones. The results also illustrate a well-known rule of actual FPGA implementations: the smaller the circuit, the faster the clock rate.

The relative speedup in each circuit with respect to its bit-serial version is depicted in Fig. 14. The speed increment achieved with the bit-parallel versions goes from 3 times higher than the bit-serial one in the anti-symmetric canonical structure to 4 times higher in the symmetric inverted topology. In the abstract sense, it should be 8 times higher. This effect is the consequence of the influence of the routing process in the FPGA. In high digit-size circuits, a large set of paths exists, and each of them is a candidate to become the critical path after the implementation. The limited resources of interconnection in the FPGA make it difficult for the router to assign a low delay value to each of these paths. On the contrary, relatively few paths determine the delay in serial circuits.

As it is expected, the area is reduced by nearly a half when symmetrical structures are used. In the small digit-size cases the canonical forms filters make use of less FPGA resources than the inverted form ones. That difference in the occupation of the chip is mainly caused by the registers used in the implementation of the delays. In the inverted form, the triple precision data has to be delayed, and the number of registers needed are given by \((P-1)\times3\times(M-1)\). Meanwhile, in the canonical one, just the input data has to be delayed, resulting in a register count of \(8\times(M-1)\).
In Fig.15 the area-time product of the circuits for each digit-size is shown. The area is measured as the number of LEs, and the time is the inverse of the sample period or throughput. As can be seen the canonical forms are more efficient than the inverted ones for all digit-sizes. Considering only the canonical form filters, those with 2 bits digit-size have better area-time product than those with 1 and 4 bits digit-size have. If inverted forms are considered it does not happen in this way, they are more efficient according to digit-size increases.

CONCLUSIONS

A study of full precision digit-serial FIR filters with programmable coefficients has been presented. Canonical and inverted form, and their symmetrical and anti-symmetrical special cases have been considered. The design methodology using each of these structures has been detailed and, finally, the results of their implementation in an EPF10K50GC403-3 Altera FPGA have been given.

The best results in area-time correspond to canonical form structures, being those with 2-bits digit-size the most efficient. Nevertheless, if symmetric or anti-symmetric structures are required, the inverted form offers less quantization error.

The throughput achieved lets the filters being used in applications where the sample rate range goes up to 7 MHz using the bit-serial circuits and up to 25 MHz with bit-parallel one. The occupation obtained is relatively small for the gate density of current FPGAs.

All filters have been automatically implemented using the default parameters of the partitioning, placement, and routing tools. Thus, in critical applications, an important area reduction and speedup can be expected if some of these tasks are manually performed.

Future research includes the extension of this study to Xilinx chips, the power-figure measurement and a full characterisation of each design option at layout level.
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