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Abstract

Unmanned ground vehicles need accurate sensors to detect obstacles and map their surroundings. Laser-based distance sensors offer precise results, but 3D off-the-shelf sensors may be too expensive. This paper presents a 3D sensing system using a 2D laser sensor with a rotation system. Point cloud density analyses are presented in order to achieve the optimal rotation speed depending on the vehicle speed, distance to obstacles, etc. The proposed system is able to generate real-time point clouds, detect obstacles and produce maps, with high accuracy and a reasonable price (less than 5,000 USD).
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1. Introduction

During last decades, the interest in autonomous and semi-autonomous vehicle navigation is in constant growing. One main application of autonomous vehicles is the transport of humans or goods in conventional roads, but autonomous navigation for UGVs (Unmanned Ground Vehicles) in off-road environments is being also researched by many groups around the world [1, 2]. Unmanned vehicles can be used to explore or map dangerous or unachievable environments by humans. These vehicles are based on sensor measurements to detect obstacles, objects and other environment information to navigate and create models of that environment. Therefore, navigation is a multidisciplinary topic which involves, among others, environment sensing and path planning studies.

Navigation and environment sensing and mapping concepts are not exclusive for unmanned ground vehicles but also for UUV (Unmanned Underwater Vehicles) [3, 4] and UAV (Unmanned Aerial Vehicles) [5, 6]. A basic component of any unmanned robotic vehicle is the acquisition of exteroceptive models of the environment. The achievement of environment sensing is becoming closer due to the high variety and improvements of the technology. Nowadays, many acquisition systems carry out a sensor fusion approach, which uses different sensing methods to increase the accuracy of the process. This sensor fusion can be performed at different abstraction levels, for example, sensor raw-data level or features level (for example, detection of the obstacle contour) [7, 2]. Sensor fusion can be also applied for indoor navigation [8].

After the acquisition system is defined, navigation should be taking into account. In the literature, many works about unmanned vehicle and robot navigation can be found [9, 10, 11]. Navigation can be based on previously acquired maps, but also mapless navigation can be performed, which is usually necessary in outdoor unstructured environments.

The main goal of this paper is to describe the design of a 3D sensing system for off-road UGVs. A variety of vehicle sensor systems based on different technologies can be found in the literature. These technologies are based on different data acquisition models, which will be briefly explained here:

1.1. Ultrasonic based systems

These sensors are based on the time of flight concept: The ultrasonic waves are emitted, bounced against the objects, and returned to the system.
The distance is calculated measuring the difference of time between the emission time and the reception time, and taking into account the speed of sound.

This technique has been used by indoor robotics [12, 13, 14, 15], but it is not suitable for outdoor applications, because of its directionality, temperature and humidity dependencies, or its dust sensibility and reduced range.

1.2. RADAR (Radio Detecting And Ranging) systems

Radar systems can detect objects and measure the speed and the relative position of them. To achieve this, the system has several antennas transmitting amplitude and frequency modulated waves at high band frequency (tens of gigahertz). These waves are reflected by the objects located around the radar system, allowing the acquisition of data on a bidimensional space. This type of technology has been used for applications in semi-automatic navigation for unmanned vehicles in pre-established surroundings (highways, roads, etc) [16]. If it is used in unstructured environments, it comes with many problems referring to the detection of some obstacles.

1.3. Systems based on stereoscopic cameras

These systems work in the same way than the human vision. The camera takes two images that are partially overlapped with respect to each other, so a third dimension, i.e. depth, can be calculated, generating the result in a 3D effect. The calibration of the cameras is key to achieve accurate results, because two pictures with different brightness and exposure levels may not be useful. Moreover, this system presents high sensibility to the alignment of the cameras, because a small deviation in it produces wrong depth calculation. Besides, the distance between both cameras cannot be very small, because too short distances cause geometry deformations, so miniaturization cannot be achieved [17].

Stereoscopic cameras are an especially interesting option if a sensor fusion approach is taken. Besides, this sensing system is very useful in semi-automatic navigation for unmanned vehicles, but it requires heavy data processing. This is because these systems translate the image data to numeric data which represent positions in a map. This technology is used in robots like Curiosity, Spirit [18] and other projects.

1.4. LIDAR systems (Light Detection And Ranging)

These systems are chosen in a lot of projects dealing with semi-automatic navigation for unmanned vehicles thanks to its great features, such as high speed data acquisition, independence from visibility variations, its accuracy and reliability of the provided data. Most lasers used for LIDAR applications are class 1 laser, which are safe for humans under all conditions of normal use. The Velodyne lasers 3D [19] and Sick lasers 2D [20], among many others, are examples of laser measuring devices.

The data acquisition of a 2D LIDAR system is based on a diode laser that emits its beam toward a rotating mirror, getting a set of points in a bidimensional plane, as it is shown in Fig. 1. To get the 3D effect, a stack of lasers with different orientation angles may be used. Another approach, followed in this paper, implements an additional rotation system to add another axis to the sensing system.

![LIDAR scanning laser sensor](image)

Figure 1: 2D LIDAR scanning laser sensor

Taking into account the different technologies which have been explained, a system based on LIDAR has been chosen, because it offers the following advantages over the other technologies:

- Accuracy in measurements.
- Invariant measures with light intensity. This is a very important parameter for the outdoor case.
- The alignment of the sensor device is not critical.
• Easy configuration of the desired angular aperture, dismissing the kind of data that is not desirable to process.

• Fast data processing.

• Lower rate of false positives than other systems [21].

Navigation for UGVs needs a 3D sensing system. The main problem with 3D LIDAR systems is that they are too expensive (around tens of thousands of USD). Another more economic approach, as it was explained before, is to use a 2D LIDAR sensor and add to it an additional external rotation.

This paper shows how to add this rotation capability to an off-the-shelf 2D sensor. Besides, the paper shows different theoretical studies in order to choose the optimal rotation speed. And finally, the paper shows experimental results.

The rest of the paper is organized as follows. Section 2 describes the sensory system based on a LIDAR approach. Section 3 shows theoretical studies including optimal rotation speed, minimum obstacle size to be detected, etc. Section 4 shows the experimental results of the proposed sensory system. Finally, conclusions are given in section 5.

2. Description of the proposed system

A sensory system is composed of a sensor and a processor to gather all the acquired information and build point clouds of the 3D ranging data. Many studies have been done about obstacle detection and avoidance in outdoor environments, for example [1], in which many LIDAR sensors can be found in a vehicle.

The requirements of an outdoor sensory system are:

• IP (Ingress Protection): The system must be protected against dust and water, as it will be used in outdoor environments. The sensory system must have at least IP 66: Protection against dust and heavy water showers [22].

• Range and aperture: The chosen LIDAR sensor must have a forward measurement range of tens of meters and a customizable aperture of at least 180 degrees, in order to get a clear perception of the environment. Data acquisition of the vehicle front area is specially important because it must be done in real time.

• Accuracy and angular resolution: The sensory system must have an accuracy that allows obstacle detection and avoidance with its data near the vehicle.

• Light intensity: The system must support a light intensity of 100 klux in order to support operation under direct light of the sun.

• Scanning speed: The sensory system should provide fast data acquisition so that it can process and detect obstacles in real time.

• 3D maps generation: The chosen system must be able to acquire and export three-dimensional measurements of the environment in real time in order to generate maps.

Besides, the 3D sensing system will eventually be applied to navigation of an off-road vehicle. It will support automated decision-making in unstructured environments using data post processing algorithms.

After considering all these engineering requirements, a system based on a 2D laser sensor with a rotating platform is proposed. It is worth to mention that the strategy used in this sensory system has been previously used in other applications [23, 24, 25, 26]. The difference in this case is the laser directionality configuration, the rotation data treatment and its incorporation into a vehicle in order to get a semi-autonomous navigation.

A LIDAR sensor, as it was shown in Fig. 1, emits a laser beam, which is focused to a controlled point by the action of a rotating mirror. When the laser beam bounces in any object, its reflection can be detected with a laser receiver installed in the same sensor. The distance can be inferred applying a time-of-flight approach [14], as it is also used for ultrasonic based systems. When a beam is emitted, a clock counter can be triggered and a reception event stops that counter, see Fig. 2. The time-of-flight can be easily translated to distance taking into account the speed of light, which is not dependent to temperature and humidity. However, in this case, the speed of the laser is much higher than the speed of sound, so more accurate electronics are involved. Another approach is the phase-based measurement, in which the difference between the phases of the transmitted signal and the received signal are compared, as the phase of the transmitted signal is shifted when an obstacle is reached.
Phase-based systems are faster and more accurate but they have less range.

In order to design the system, some desirable characteristics for a 2D LIDAR have been chosen, see Fig. 3. Each sweep of the laser has 1080 points, obtained in 25 ms. It has a detection angle of $270^\circ$, so the angular resolution is $0.25^\circ$. The laser range is 30 m. Doing a simple calculation, the distance between two consecutive points at 30 m inside a sweep can be verified:

$$\text{Resolution} = 2\pi \cdot \frac{0.25^\circ}{360^\circ} \cdot 30 \text{ m} = 0.1309 \text{ m} \ (1)$$

2.1. Rotation properties

The designed system will rotate continuously a 2D laser sensor around its longitudinal axis, like it is shown in Fig. 4. In the figure, it can be seen the laser beam of the LIDAR sensor (violet area), and the rotation accomplished by the external motor (with a black arrow).

This configuration has been chosen due to the high data redundancy located in front of the laser, namely, more data and more continuously on the obstacles that could be in front of the vehicle. This place is where the detection time is most important.

Continuous rotation avoids having to stop and start laser motion, so it provides high data rates in a uniform way. However, the system is able to slow down the rotation to acquire more densely populated point clouds in a specific area when necessary.

This system of rotation, while achieving high data redundancy in front of the vehicle, it obtains enough information to detect multiple types of obstacles, negatives as well as positives, that are very important to provide a semi-autonomous navigation. When the sensory system is rotated at least $180^\circ$, data redundancy is obtained. With this, and considering the $270^\circ$ of laser sweep, it is easy to generate a point cloud around vehicle as well.

Now if this rotation method is compared with other articles using laser yaw rotation as for example in [23, 26], it is easy to point out some disadvantages of previous systems when compared to the system proposed in this article. The systems proposed in [23] and [26] do not collect continuously sensory data of the front of the sensor. For instance, in [23] the LIDAR sensor is mounted with the scan plane tilted $45^\circ$ with respect to the sweep motor axis, as shown in Fig. 5. For semi-autonomous navigation, continuous data acquisition in front of vehicle is necessary, because an accidental collision may happen while the vehicle is moving. This requirement is accomplished in this article.

In [27] no motor-based system is used, but a
tilted-down LIDAR system with a push-broom configuration is used, as seen in Fig. 6. However, this tilt makes shorter the detection range, and collisions with obstacles are more difficult to be avoided, unless the vehicle speed is decreased.

It is important to point out that these components will be installed inside a hermetic body to be protected from water and dust particles from the environment. This way, as it is shown in Fig. 4, the whole system is assembled as only one piece and it is protected against adverse weather conditions.

3. 3D mapping coverage

The rotation speed of the system proposed in the previous section varies the density of the sensed point cloud. Therefore, it is necessary to study the optimal rotation speed depending on the distance to the obstacles, their shape, and the speed of the vehicle as a trade-off with detection resolution. This study is necessary because slow rotation speeds improve resolution at the expense of slowing down the detection of an obstacle, but fast rotation speeds may distort the laser scan and reduce spatial resolutions.

Before starting with the studies, it is necessary to explain with more detail what linear and angular apertures mean. As it was detailed in Fig. 3, the sensor has 270° angular aperture. However, it is usually more useful to delimit the sensed area with a linear aperture, which is equal to the arc length, once known the angular aperture and the sensor distance range. Fig. 7 shows the relation between the angular aperture of the sensor and the linear aperture. As it is shown in the figure, there is an easy relation between the linear aperture and the angular aperture, taking into account the distance between the sensor and the plane that is being analyzed.
In Fig. 8 the obtained laser geometry at different rotation speeds is shown, where the axis of rotation of the sensory system is centered on the axis center of coordinates. The figure represents a 2D projection of the curved sensed data, which is easier to analyze. In this projection, the horizontal axis represents width distance and the vertical axis represents height distance both in meters.

![Figure 8: Laser coverage with several rotation speeds for 1 second](image)

For the data analysis, meshing techniques using simulated data have been used to observe the mesh point density generated by the laser at different rotation speeds. To accomplish this, it is necessary to define the minimum cell size taking into account that every cell should have one sensed point.

The following studies will analyze the performance of the system with several sensor apertures (linear and angular aperture), and under different rotation speeds, etc.

### 3.1. Analysis of the curvature of the laser beam 30 meters away: Static conditions

The external rotation causes the linear laser beam to curve in the measuring space. By continuously updating measured data along linear horizontal and vertical apertures a coverage pattern containing the curved readouts can be studied. Homogeneity is desirable to ensure the sensory system is able to detect geometry features accurately enough in the area of interest.

In Fig. 8 successive full laser scans are shown, corresponding to one second of simulation. Also it can be seen the distortion suffered by the rotation of the laser at different speeds. The objective is to analyze the coverage patterns of laser sweeps depending on the revolutions per second. In this figure, a maximum distance of 30 m in front of the laser can be observed, while the lateral and vertical coverage is delimited by the maximum aperture of the sensor. Applying the calculus seen in Fig.7, the linear aperture at 30 m, with an angular aperture of 270°, is ±70.69 m.

In the previous figure it can be seen that, as the rotation of the system is increased, the laser scanning is more curved. This curvature is produced when the rotation speed of the external motor is close to the internal motor speed of the LIDAR laser. An interesting fact is that homogeneity of the data is lost at 5 RPS and above, because each scanning suffers too many distortions to obtain acceptable density points, so dead zones appear. Therefore, the homogeneity of the data is lost above 5 revolutions per second, in which each laser beam is too distorted to get an acceptable point density. Fig. 9 shows two consecutive laser beams at different speeds between 5 and 8 revolutions per second. At 5 revolutions per second, the sensor would turn 90 degrees in 0.05 seconds, that is two laser scans (every laser sweep lasts 25 ms).

![Figure 9: Two consecutive laser beams with several rotation speeds above 5 RPS](image)

### 3.2. Point cloud coverage density at varying velocities

To better observe the relationship between point density and rotation speed, a constrained linear aperture has been chosen. The chosen linear aperture is ±20 meters in horizontal axis and ±5 meters
3.3. Analysis under dynamic conditions

In a dynamic case, a vehicle has to maintain a guaranteed density reading capability according to vehicle speed and realistic obstacle behavior. Sensor dynamics can thus be adjusted on the fly to meet desirable detection conditions. Therefore, the speed of the vehicle has been taken into account in this section.

Knowing the speed of the vehicle and the time that it gets to stop, it can be estimated the maximum detection time to avoid the obstacle and consider the minimum rotation speed necessary to detect it. The minimum rotation speed has to permit to obtain points in all regions defined in the time established. As the chosen sensor has an aperture of $\pm 135^\circ$ (Fig.3), only 180 degrees rotation is needed to sense all the space around the vehicle. The results for a vehicle speed of 11 m/s can be seen in Table 2. In the table, it can be seen different distances to an obstacle, and the minimum rotation speed to sense points around all vehicle of the environment.

In Fig. 10 it is shown an example of verification of these minimum values of rotation (see Table 2), in which it can be seen all laser scans accomplished for 0.27 seconds, which is the time until detection (see Table 2), and the mesh generated at each speed of rotation.

Simulation results show that at 3 RPS the system is able to obtain data from all regions while at 1.8 RPS it has not turned round enough and, therefore, it has not obtained data from all regions. Rotations above 3 RPS obviously sense all the regions, but the minimum cell is increased.

Table 3 shows the minimum cell size at different obstacle distances while considering the vehicle speed and realistic obstacle behavior. Senor dynamics can thus be adjusted on the fly to meet desirable detection conditions. Therefore, the speed of the vehicle has been taken into account in this section.

With these results, it can be seen that there is not a linear relation between speed rotation and minimum cell size. Therefore, a complementary study is required to select the optimum rotational speed in each case, depending on the vehicle speed and the required point density.

Table 1: Meshes (in meters) with different angular apertures

<table>
<thead>
<tr>
<th>Angular apertures</th>
<th>180°</th>
<th>90°</th>
<th>45°</th>
<th>30°</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 RPS</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30 m</td>
<td>1.0×1.6</td>
<td>1.0×1.6</td>
<td>1.0×1.5</td>
<td>1.0×1.5</td>
</tr>
<tr>
<td>20 m</td>
<td>2.0×1.5</td>
<td>2.0×1.5</td>
<td>1.0×1.5</td>
<td>1.0×1.5</td>
</tr>
<tr>
<td>10 m</td>
<td>2.0×2.0</td>
<td>0.9×0.9</td>
<td>0.9×0.9</td>
<td>0.3×0.4</td>
</tr>
<tr>
<td>5 m</td>
<td>0.8×0.8</td>
<td>0.3×0.3</td>
<td>0.2×0.2</td>
<td>0.1×0.1</td>
</tr>
<tr>
<td>4 RPS</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30 m</td>
<td>1.0×1.4</td>
<td>1.0×1.4</td>
<td>1.0×1.5</td>
<td>1.0×1.5</td>
</tr>
<tr>
<td>20 m</td>
<td>2.0×1.7</td>
<td>2.0×1.6</td>
<td>1.0×0.8</td>
<td>0.8×0.8</td>
</tr>
<tr>
<td>10 m</td>
<td>1.0×1.7</td>
<td>0.9×0.9</td>
<td>0.4×0.4</td>
<td>0.2×0.2</td>
</tr>
<tr>
<td>5 m</td>
<td>0.8×0.8</td>
<td>0.3×0.4</td>
<td>0.2×0.2</td>
<td>0.1×0.1</td>
</tr>
<tr>
<td>5 RPS</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30 m</td>
<td>1.0×2.2</td>
<td>1.6×2.2</td>
<td>1.0×1.5</td>
<td>1.0×1.5</td>
</tr>
<tr>
<td>20 m</td>
<td>3.0×2.6</td>
<td>1.0×1.7</td>
<td>0.7×0.9</td>
<td>0.2×0.2</td>
</tr>
<tr>
<td>10 m</td>
<td>2.0×2.5</td>
<td>0.8×0.9</td>
<td>0.6×0.6</td>
<td>0.3×0.4</td>
</tr>
<tr>
<td>5 m</td>
<td>1.6×1.3</td>
<td>0.3×0.5</td>
<td>0.2×0.2</td>
<td>0.1×0.1</td>
</tr>
</tbody>
</table>

Table 2: Time until detection at 11 m/s

<table>
<thead>
<tr>
<th>Obstacle distance (m)</th>
<th>Real distance to detect the obstacle (m)</th>
<th>Time until detection (s)</th>
<th>Minimum RPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>1</td>
<td>0.09</td>
<td>5.555</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>0.18</td>
<td>2.75</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>0.45</td>
<td>1.11</td>
</tr>
</tbody>
</table>

Table 3: Minimum cell size at different rotation speeds.
this table, so the vehicle is considered to be moving at 11 m/s without any previous data of the sensory system. This situation is more restrictive than a typical real case, because in real situations the sensory system will create point clouds around the vehicle before any move, and it will have some knowledge of the obstacles around. But this theoretical assumption is valid for the case that a dynamic spurious obstacle may arise in a given time.

Table 3: Minimum cell size at different rotation speeds (speed vehicle: 11 m/s)

<table>
<thead>
<tr>
<th>RPS</th>
<th>Min. mesh (meters) (±20 m ±5 m)</th>
<th>Horizontal axis</th>
<th>Vertical axis</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>&gt;7</td>
<td>&gt;7</td>
<td></td>
</tr>
<tr>
<td>1.8</td>
<td>6</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>1.9</td>
<td>4.3</td>
<td>4.3</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>3.9</td>
<td>4.5</td>
<td>4.5</td>
<td></td>
</tr>
<tr>
<td>4.9</td>
<td>4.5</td>
<td>4.5</td>
<td></td>
</tr>
<tr>
<td>5.9</td>
<td>&gt;4</td>
<td>&gt;4</td>
<td></td>
</tr>
</tbody>
</table>

Table 3 shows that the minimum cell size at one revolution per second is too big. This is normal as the minimum RPS to cover all the environment in 0.27 seconds is 1.85 RPS (see Table 2). It can be seen that the best result is obtained at 1.9 RPS (above 1.85 RPS) but it does not improve as the rotation speed increases.

Another case of study has been considered, with lower vehicle speed, so there is more time to detect any obstacle. This leads to get more data and therefore the minimum cell size is improved. The results can be seen in Table 4 and 5.

Table 4: Time until detection at 8.33 m/s

<table>
<thead>
<tr>
<th>Obstacle distance (m)</th>
<th>Real distance to detect the obstacle (m)</th>
<th>Time until detection</th>
<th>Minimum RPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>3.19</td>
<td>0.3823</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>4.19</td>
<td>0.5023</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>5.19</td>
<td>0.6223</td>
<td>&lt;1</td>
</tr>
</tbody>
</table>

Table 5: Minimum cell size at different rotation speeds (speed vehicle: 8.33 m/s)

<table>
<thead>
<tr>
<th>Mesh (m) (±20 m ±5 m)</th>
<th>RPS</th>
<th>Horizontal</th>
<th>Vertical</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>1.8</td>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
</tr>
<tr>
<td>3</td>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
</tr>
<tr>
<td>3.9</td>
<td>&gt;4</td>
<td>&gt;4</td>
<td>&gt;4</td>
</tr>
<tr>
<td>4.9</td>
<td>&gt;4</td>
<td>&gt;4</td>
<td>&gt;4</td>
</tr>
<tr>
<td>5.9</td>
<td>&gt;4</td>
<td>&gt;4</td>
<td>&gt;4</td>
</tr>
</tbody>
</table>

Location of the sensor is also important as it will influence the optimal density area along the center of its workspace. The place chosen for installing the sensory system is near the bumper of the vehicle, it is has been set at 1 m above the ground and with a slight down tilt to get maximum surface data density at the road level in front of the vehicle.

Angle of inclination has been chosen to allow detecting an obstacle of 10 cm high and 10 m away from the vehicle, so high point density has been focused at 10 cm from the ground and 10 m away. The tilt angle was calculated to achieve that objective, so it has to detect a conventional curb or step 10 cm high.
The graphs in Fig. 11 show the laser scans for 0.45 seconds, with different rotation speeds and with a mesh of 10 cm in order to verify that it is possible to detect an obstacle of that size at 10 m from the vehicle.

![Image of laser scans](image)

Figure 11: Laser scan configured to detect an obstacle of 10 cm

Results show that the obstacle will always be detected in front of the vehicle even when the coverage pattern depends on the rotation speed.

The system shows properties similar to the human vision where most resolution and detail is obtained in the center of the measurement volume while at the periphery, data is processed at the same rate but with less detail. In case that the system should examine an object at the periphery, the system can decide to focus on it by reducing rotation speed when passing around that area.

In this section, the maximum theoretical rotation speed has been discussed, but it is also necessary to establish a theoretical minimum rotation speed. According to the resolution, i.e. distance between two consecutive points of the same scan, the minimum rotation speed will be calculated so the minimum distance between one point of a scan and the same equivalent point in the next scan is equal to the former resolution. In order to achieve the proposed resolution, the motor rotation angle between two consecutive points can be calculated using the law of sines, as seen in Fig. 12 and the following equation:

\[ 2 \cdot \text{range} = \frac{\text{resolution}}{\sin(\alpha)} \]

![Figure 12: Calculation of rotation angle between two points](image)

In the proposed case, the range is 30 m, and the resolution is 0.1309 m (see Equation(1)), so rotation angle is 0.125°. Once the motor rotation angle is calculated, it can be inferred the rotation speed taking into account the time between two consecutive scans. In the proposed case case is 25 ms (see Fig. 3), so the minimum rotation speed is 0.0139 RPS.

Therefore, the rotation speed must be between 0.0139 and 5 RPS. Those limits are too wide but, thanks to the studies previously presented in this section, the optimal rotation speed can be obtained. To obtain it, some steps must be followed: First of all, the environmental conditions must be considered (at least maximum vehicle speed and maximum dynamic obstacle speed). After that, the worst case must be studied as in section 3.3 was shown. Finally, the optimal rotation speed is the minimum which lets the laser system sense the entire region around the vehicle under the worst imposed conditions.

Our study reflects that the sensor can be operated in different regimes according to resolution and dynamic needs. An optimal rotation speed can always be found so that the laser system covers the region of interest with a desired maximum grid size. This is only limited by physical properties of the sensor itself such as the stated min. 0.25° resolution. For highly dynamic use cases, the sensor may not be able to achieve the most accurate homogeneous grids since it needs to slow down to a minimum 0.25° by 0.25° grid speed.

A prototype of this sensor has been built and experimental results confirm results from the simulation trials presented.
4. Experimental results

The 3D mapping system has been developed using a 30LX module of Hokuyo [28], which is a time-of-flight based LIDAR system. This module has a detection angle of 270°, an angular resolution of 0.25° and a detection range between 0.1 to 30 m. The high level architecture of the sensing system can be seen in Fig. 13.

As it can be seen in Fig. 13, a slip ring is installed to transmit the power and the data signals between the motor system and the laser sensor, thus ensuring continuous rotation without cable damage. Besides, the sensing system has an IMU (Inertial Measurement Unit) to compensate the orientation and tilt of the sensor, so the 3D maps are correctly composed. The measurement of the orientation and tilt is accomplished using three gyroscopes, three accelerometers and, optionally, three magnetometers. Finally, a closed loop positioning and speed controller is included to read the encoder data and control the motor with high accuracy.

Fig. 14 shows the sensor, the slip ring, and the gear reducer, motor and encoder. The cost of these components is less than 5000 USD.

Simulations of the system have been done using the Gazebo robotics simulator [29] using a computer. In this case, real time is achieved if the computer analysis is accomplished at least at the same speed of the sensory data. Therefore, the computer should process 1080 points every 25 ms, which is the data rate of the sensor. The proposed system, using a processor Intel i7 running Linux Ubuntu 14.04, is able to create a model of the environment in real time using less than the 60% of the CPU time, including the operating system. A graphical representation of a Gazebo simulation is shown in Fig. 15. In this figure, it can be seen the scanned area around the laser sensor, with an angular aperture of 270°. The simulation shows how the sensor detects a wall-shaped obstacle, and the shadow that the obstacle projects.

As it was seen in section 3, the rotation speed affects the mapping coverage and the update time of a sensed point. As it was explained before, the optimal speed should be inferred taking into account the speed of the vehicle, speed of dynamic obstacles, etc, so it is not unique for all situations. In the experimental results shown in this section, a rotation speed of 1.5 RPS has been selected for testing purposes. This works suboptimally for static cases but gives enough flexibility to use in vehicle speeds up to 5.5 m/s. The system can increase its rotation speed if the vehicle moves quicker.

All the capture and processing stages have been developed using ROS (Robot Operating System) [30]. This robotic-oriented framework provides abstraction layers and multitasking. A ROS-based system splits its functionality into nodes (process) which run independently but they are connected between each other’s. The renders of the 3D maps have been built using Rviz [31] and Octovis [32].

In the following subsections, static and dynamic results will be shown.
4.1. Static experiments

The first experiment is an static map of a room which also includes static obstacles, as it can be seen in Fig. 16.

![Picture of the sensed room](image)

Figure 16: Picture of the sensed room

As it can be seen, the room has a crystal wall partially hidden by a vertical white screen, and two boxes of different sizes in front of the sensor. In Fig. 17 it is shown the 3D map built with Octovis. This Octovis representation has transformed every point in a 5x5 cm cube.

![3D Octovis representation of the room](image)

Figure 17: 3D Octovis representation of the room

Fig. 17 shows the boxes correctly sensed. Besides, it can be seen that the system has sensed the space beyond the crystal wall. However, the crystal distorts the acquired data, which can be seen at the right side of the map. In Fig. 18 it can be seen a 2D map which can be helpful to navigation purposes.

Analyzing quantitatively the experimental results, it can be shown that the error in the measure of the left wall is 10 cm (3.12%), and the error in the front wall is 7 cm (2.06%). Different significant points have been analyzed and the error of the sensing system is about 10 cm in average.

4.2. Dynamic experiments

This subsection includes two experiments: mapping an underground parking with the sensor mounted on a moving vehicle, and the detection of a person moving in front of the static vehicle.

In the first experiment, moving vehicle, the IMU system gains importance because it compensates the orientation changes of the vehicle, so the map is consistent. However, as the IMU cannot offer ideal results, the error in this system produces distortion in the map. Besides, the error of the IMU is cumulative.

Fig. 19 shows a sequence of pictures with the path that the vehicle follows during this experiment, which is an underground parking with a grid of pillars.

![Sequence of pictures of the vehicle path](image)

Figure 19: Sequence of pictures of the vehicle path

In Fig. 20, it can be seen the 2D representation of the parking after the mapping process. The vehicle speed has been estimated because at experiment time the vehicle wheel odometer was not present.
Therefore, it can be seen that the pillars are distorted in the 2D representation, but the system produces a suitable map. If a speed meter were installed, most of the produced distortion would be removed.

Figure 20: 2D representation of the underground parking

The second experiment, as it was mentioned before, lies in a static vehicle with a moving obstacle in front of the vehicle.

Fig. 21 shows the experiment in which a person walks in front of the vehicle and Fig. 22 shows the map produced with Rviz before the person crosses the vehicle area.

As the person (dynamic obstacle) starts to move in front of the vehicle, the sensing system detects this obstacle in real time. In order to represent this dynamic obstacle, it is shown a 3D representation with a persistence option to capture the movement. Fig. 23 shows this 3D representation at the beginning and end of the obstacle movement. As it can be seen, the system detects the obstacle at different places, so the vehicle could stop if it was moving.

Due to the big amount of information generated by the sensor, subsampling and data reduction techniques have been used as part of the sensor processing chain. Linear and angular aperture can be selected for the sensor generated point clouds. Several algorithms for autonomy are being enabled by the sensor capabilities such as real-time ground detection and obstacle classification.

4.3. Discussion

A comparison of features with a state of the art device such as the Velodyne HDL-32E follows (see
Table 6: Comparison between the proposed system and Velodyne HDL-32E

<table>
<thead>
<tr>
<th></th>
<th>Proposed system using Hokuyo UTM-30LX-EW</th>
<th>Velodyne HDL-32E</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Horizontal and Vertical Field Of View</strong></td>
<td>360° x 270°</td>
<td>360° x 41.3°</td>
</tr>
<tr>
<td><strong>Laser Line Resolution</strong></td>
<td>0.25°</td>
<td>No line</td>
</tr>
<tr>
<td><strong>Laser scanner</strong></td>
<td>Hokuyo UTM-30LX-EW</td>
<td>32 individual lasers</td>
</tr>
<tr>
<td><strong>Spatial Grid Angular Resolution</strong></td>
<td>From 0.25°</td>
<td>1.33° vertical</td>
</tr>
<tr>
<td><strong>Accuracy (distance)</strong></td>
<td>±30 mm typical</td>
<td>±20 mm</td>
</tr>
<tr>
<td><strong>Measurement Range</strong></td>
<td>From 0.1 m to 30 m</td>
<td>From 1 m to 70 m</td>
</tr>
<tr>
<td><strong>Dimensions [H x L x W]</strong></td>
<td>130 x 195 x 80 mm</td>
<td>150 x 86 x 86 mm + interface box</td>
</tr>
<tr>
<td><strong>Orientation correction</strong></td>
<td>Yes, Internal IMU</td>
<td>Yes, Internal IMU</td>
</tr>
<tr>
<td><strong>Time for a complete 360 scan at 0.25° resolution</strong></td>
<td>18 sec</td>
<td>No 0.25°</td>
</tr>
<tr>
<td><strong>Laser</strong></td>
<td>Pulsed laser 905 nm. Class 1</td>
<td>Pulsed laser 903 nm. Class 1</td>
</tr>
<tr>
<td><strong>Price</strong></td>
<td>Less than 5,000 USD</td>
<td>29,900 USD</td>
</tr>
</tbody>
</table>

Table 6). HDL-32E 3D LIDAR system is built from 32 individual laser points which are rotated 360° continuously thus covering a plane. Laser pointers are positioned in different angles covering a 40° vertical range with fixed 1.33° resolution. This commercial sensor has different characteristics as it rotates about the vertical axis in contrast to the horizontal front axis rotation of the sensor described in this paper. More information on the Velodyne HDL-32E sensor can be found in [33]. It achieves very good resolutions at high rotation speeds in the horizontal plane but cannot match those resolutions in the whole vertical space. Our sensor can be operated with high resolutions in the complete vertical space 270° at the expense of rotation speeds. Regarding the cost of the LIDAR systems, the proposed system costs less around 6 times less than the commercial one. Depending on the application, one or the other may be better suited for the task.

5. Conclusions

A 3D laser-based mapping system has been proposed, which includes a 2D laser sensor, and a rotation system in order to produce real time 3D maps. This proposal, which is much less expensive (under 5,000 USD) than 3D off-the-shelf lasers (around tens of thousands of USD), has been designed for mobile unmanned ground vehicles. The proposed system is able to generate real-time point clouds in order to detect static and dynamic obstacles. Different simulation studies, which include patterns and obstacle detection, have been conducted to assess the resulting measurement data. As it was explained, the rotation speed of the sensor is key to a reliable obstacle detection, so density studies have been also made, reaching interesting results. Simulation studies show that there is not an optimal rotation speed suitable for all vehicle speeds, so the rotation speed should be adapted to the vehicle speed. Studies show that the optimal rotation speed is the minimum rotational speed which lets the scan sense all the region around the vehicle.

The proposed system can detect an obstacle of 10 cm at 10 m in front of the vehicle. Experimental results also show that it is possible to sense and produce maps of the environment in real time with high accuracy, measuring obstacles and walls with an error about 3%. Besides, the results exhibit that dynamic obstacles are also detected. Therefore, the proposed 3D sensor system provides relevant real time measurements of the surrounding for unmanned vehicles.
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