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Cooper pair splitting (CPS) is a process in which the electrons of the naturally occurring spin-singlet
pairs in a superconductor are spatially separated using two quantum dots. Here, we investigate the evolution
of the conductance correlations in an InAs CPS device in the presence of an external magnetic field. In our
experiments the gate dependence of the signal that depends on both quantum dots continuously evolves
from a slightly asymmetric Lorentzian to a strongly asymmetric Fano-type resonance with increasing field.
These experiments can be understood in a simple three-site model, which shows that the nonlocal CPS
leads to symmetric line shapes, while the local transport processes can exhibit an asymmetric shape due to
quantum interference. These findings demonstrate that the electrons from a Cooper pair splitter can
propagate coherently after their emission from the superconductor and how a magnetic field can be used to
optimize the performance of a CPS device. In addition, the model calculations suggest that the estimate of
the CPS efficiency in the experiments is a lower bound for the actual efficiency.
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In the Cooper pair splitting (CPS) process the electrons
of the Cooper pairs in a superconductor are separated
spatially using two quantum dots (QDs) coupled in parallel
to a central superconductor contact (S) in a three-terminal
geometry [1–3], see Fig. 1(a). The Coulomb repulsion on
the QDs and the quasiparticle energy gap of the super-
conductor enforce the electrons to separate into different
normal metal electrodes (N1 and N2). Since Cooper pairs
are spin-singlet states, such devices could serve as a source
of nonlocal spin entangled electron pairs. Similar geom-
etries are also relevant in the search for Majorana bound
states [4] in local S-N junction experiments and in three-
terminal devices, where an increase in CPS efficiency
might serve as a signature of the elusive exotic states [5].
In a series of recent experiments on semiconducting

nanowires (NWs) [6–9], carbon nanotubes [10–12], and
graphene [13], CPS was demonstrated by positive con-
ductance correlations between the currents from S into N1
andN2. In these experiments, external magnetic fields were
solely used to suppress the superconductivity for control
experiments, but not as a parameter to tune CPS. In
addition, most experiments were interpreted in terms of
an incoherent picture with independent transport mecha-
nisms, only coupled by the QD dynamics [9,11].
Here, we report experiments in a NW-based Cooper pair

splitter with a Nb superconducting electrode. The large

critical magnetic field of Nb allows us to explore CPS up to
∼1 T. We find that the conductance correlations can not
only manifest as symmetric peaks and dips in the gate
dependence, but also as strongly asymmetric shapes rem-
iniscent of Fano resonances. We interpret the experimental
results in a minimal model that incorporates the super-
conducting proximity effect, the tunnel coupling between
the QDs, and quantum interference [see Fig. 1(b)].
Interference results in asymmetric Fano-type features for
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FIG. 1 (color online). (a),(b) Schematics of a Cooper pair
splitter and the corresponding three-site model in which S is
coupled to the QDs by a central NW region. The dashed and solid
lines represent two different interfering single-electron paths
from S to N1, which can result in Fano-type conductance
resonances. ϵ1;2 are the QD energy levels, ϵm is the level position
of the middle region, γ1;m;2 are the tunnel coupling strengths to
the respective reservoirs, and t1m;2m are the couplings between the
middle region and the QDs.
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local transport processes, whereas CPS produces
Lorentzian shaped contributions to the conductances.
These effects can be strong enough to obscure the positive
correlations due to CPS. The interference features in our
experiments suggest that electrons can be transmitted
coherently through a CPS device, which is a fundamental
prerequisite for testing Bell’s inequality in a beam mixer
setup [14]. Since often the spin-coherence time is longer
than the spatial coherence time, our results are also
encouraging for the various propositions to detect spin
entanglement [15–19].
Figure 1(a) shows a schematic of a CPS device. Using

electron-beam lithography, an array of twelve 40 nm
wide local bottom gates (4/18 nm Ti/Pt, ∼60 nm spacing)
was fabricated on a silicon substrate, electrically insulated
by ∼25 nm SiNx. A single NW (∼70 nm diameter) was
then deposited perpendicular to the gates using micro-
manipulators. The NWs were grown by solid-source
molecular beam epitaxy [20], using an optimized process
to suppress stacking faults [21]. A 330 nm wide and
110 nm thick superconducting Nb contact in the center and
two normal metal electrodes (7/95 nm Ti/Au) at the ends of
the NW were fabricated consecutively by conventional
electron beam lithography, using an ammonium sulfide
passivation [22] to remove the native NW oxide.
The experiments were carried out in a dilution refriger-

ator at a base temperature of ∼50 mK. The QDs on either
side of S were each induced in the NW by a negative
voltage applied to two neighboring bottom gates, of which
one was also used to tune the chemical potential of the
respective QD. We label the voltages on these two tuning
gates as Vg1 and Vg2 and use the terms “local gate” and “far
gate” to distinguish the two gates when discussing a
specific QD. A sinusoidal voltage VðacÞ ≈ 10 μV applied

to S results in the simultaneously recorded currents IðacÞ1 and

IðacÞ2 in the contacts N1 and N2, which were held at
carefully nulled potentials. We define the differential

conductance through each QD as Gi ¼ IðacÞi =VðacÞ, both
of which show well-defined, uncorrelated Coulomb block-
ade diamonds [23].
Figure 2(a) showsG1 andG2 as a function of the two QD

tuning gates for B ¼ 0. The resonance amplitudes of both
QDs are increased when both are on resonance (resonance
crossing), which results in a positive correlation between
the conductance variations. In contrast, in the measure-
ments at B ¼ 1 T in Fig. 2(b), the conductance maxima do
not occur exactly at the expected resonance crossings, but
vary in position, which results in a conductance not
symmetric with respect to a crossing. Figures 2(c) and
2(d) show cross sections taken on top of the QD resonance
as a function of the respective far gate for a series of
magnetic fields. Away from a resonance crossing the
resonance positions and amplitudes are independent of
the respective far gate, while near a crossing both vary with

gate voltage and exhibit different symmetries with respect
to the resonance crossing (dashed lines) with increasing B.
For B ¼ 0 both resonance modulations are dominated by a
roughly Lorentzian shape with a small minimum at the low-
voltage side of the resonance crossing. As we increase the
magnetic field, G1 and G2 evolve differently: while G1

changes only little up to B ≈ 400 mT and then becomes
broadened at higher fields, the variation of G2 first evolves
into a dip-peak structure, then into a dip at intermediate
fields and into a maximum at the low-voltage side of the
resonance crossing for the highest fields. The finite-field
curves are reminiscent of Fano-type resonances, rather than
Lorentzians. Directly comparing the B ¼ 0 to the B ¼ 1 T
curve, one finds that the conductance maximum is shifted
from the right to the left side of a crossing. We note that for
most curves the maxima and minima in the conductance
variations do not coincide with the resonance crossing.
The resemblance of the experimental conductance var-

iations to Fano-type resonances suggests that at least one of
the transport mechanisms is prone to quantum interference,
which cannot be described in the incoherent models of
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FIG. 2 (color online). (a),(b)G1 andG2 as a function of Vg1 and
Vg2 for B ¼ 0 and B ¼ 1 T, respectively. (c),(d) G1 and G2 as a
function of the respective far gate Vg2 and Vg1 for a series of
magnetic fields B with the local gates set to a QD resonance, as
indicated by black arrows in (a) and (b). The dashed lines indicate
the resonance crossings.All curves are shifted vertically for clarity.
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previous works [9,11]. To account for the observed
interference patterns also requires us to go beyond earlier
coherent two-dot models [10,25,26], where the QDs are
coupled by direct tunneling. Here, we introduce a three-site
model, shown schematically in Fig. 1(b), in which each QD
is represented by a single spin-degenerate level with
Coulomb interactions and coupled coherently to a central
NW segment below S and to the leads N1 and N2. The
central segment is also modeled as a single level coherently
coupled to S. The Hamiltonian (without the coupling to the
leads [23]) reads

H0 ¼
X

σ;i

ϵi;σni;σ þ Uini;↑ni;↓ þ
X

σ;i≠m
timd

†
i;σdm;σ þ H:c:;

where i ¼ 1; m; 2 label the left, middle, and right levels with
the on-site energies ϵi;σ ¼ ϵiðBÞ þ σgiB=2, comprising
orbital and Zeeman shifts. For the g factors gi we use typical
values in the range of jgj ¼ 5–15 [27,28]. tim corresponds to
the hopping amplitudes from the QDs to the central site. To
simulate the superconducting proximity effect we set the
Coulomb interactions on the central region to zero,Um ¼ 0,
which is justified by the large size and the screening by the
superconductor. This assumption allows the central level to
be occupied by two electrons, e.g., by a Cooper pair from S.
We assume that only this central region is coupled to S. γi,
with i ¼ 1; m; 2, are the tunneling rates from the three sites to
the respective lead, see Fig. 1(b). We calculate the linear
transport characteristics using an equation of motion
approach for the electronic Green’s functions [23,29]. The
conductances can be decomposed as Gi ¼ Gloc;i þ GCPS

where the local contributions comprise local Andreev reflec-
tion (LAR) and single quasiparticle tunneling, Gloc;i ¼
GLAR;i þGqp;i. GCPS denotes the contribution due to CPS.
The three-site model qualitatively reproduces the experi-

ments in Fig. 2. The corresponding calculated transport
characteristics are plotted in Fig. 3 for typical experimental
parameters. Here, −ϵi corresponds to the changes in gate
voltage (up to a lever arm factor). The model accounts for
the shifts of the resonance maxima and minima and the
peak-dip-peak transitions in G2 with increasing magnetic
field, as well as the relatively weak changes in G1 at low
fields.
To intuitively understand the structure of the conduct-

ance variations and the field evolution, we plot in Fig. 4(a)
the local and CPS contributions to the total conductanceG2

for B ¼ 0 and B ¼ 1.2 T. We find that Gloc of both QDs
often exhibits a strong asymmetric dip as a function of the
respective far gate voltage, whileGCPS generally results in a
Lorentzian peak, not necessarily at the same position. The
physical reason for these characteristics is the impact of
interference: for the local processes into N1, the lowest
order nonzero contribution comprises two different paths.
Either an electron tunnels directly from the central region to
QD1 and to lead N1, or it reaches QD1 and N1 after an

excursion to QD2 and tunneling through the middle region,
see Fig. 1(b). Since the transmission phase acquired on a
QD state can vary by a large fraction of π [30], the two
paths can interfere constructively or destructively, depend-
ing on the relative level positions, resulting in a minimum
or a maximum in the local contribution and in an asym-
metric conductance variation. Especially when all reso-
nances are at the Fermi energy, the wave function of path 2
in Fig. 1(b) is shifted by ∼2 × π=2 with respect to path 1,
which results in a dip in the local contributions. In contrast
to the local currents, the lowest-order nonzero CPS con-
tribution stems from the direct tunneling of one electron
into each QD, which is not affected by interference [23].
The sum of the local and nonlocal processes [31] can then
result in the observed Fano-type line shapes.
The inversion of the line shape symmetry with the

magnetic field, shown in Fig. 4(a), can be understood as
follows: when ϵm is below (above) the Fermi energy, the
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FIG. 3 (color online). Conductances through QD1 and QD2 in
the three-site model with parameters chosen to qualitatively
reproduce the experiments in Fig. 2. (a),(b) G1 and G2 as a
function of both QD level positions. (c),(d) On-resonance
conductance variations of QD1 and QD2, respectively, as a
function of the level position of the other QD, for increasing
values of the magnetic field. The parameters used in the
calculations are ϵm ¼ −0.03Δ, 2t1m ¼ t2m ¼ 0.1Δ, U ¼ 3Δ,
and the coupling to the leads γ1 ¼ 0.15Δ, γ2 ¼ 0.2Δ,
and γm ¼ 0.11Δ.
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asymmetry of the local contribution results in a maximum
in the total signal at a more positive (negative) gate voltage
than the dip. In our model this symmetry is thus determined
by ϵm, which plays the same role as the shape parameter in
the conventional Fano resonance [32].
In the experiments of Figs. 2(c) and 2(d) we find a

transition from a peak-dip to a dip-peak structure at
B ≈ 0.6 T, which we thus identify as the field at which
the position of the central level is shifted from below to
above the Fermi energy by orbital and Zeeman shifts. We
note that an asymmetric shape also shifts the maxima of the
total conductance with respect to the resonance crossing.
We observe these characteristics in the experiments
[Figs. 2(c) and 2(d)] as well as in our calculations
[Figs. 3(c) and 3(d)], where the maxima and minima do
not occur at the dashed lines that indicate the crossings.
As can be inferred from Fig. 4(a), the CPS contribution

does not change significantly withB (for low enoughB), but
the local contribution can be reduced strongly. The latter is
due to the lifting of the spin degeneracy by the Zeeman shift,
which results in a reduction of LAR due to the opposite-spin
electrons of a Cooper pair tunneling through a (partially)
polarized level. This leads to an increase in the CPS
efficiency defined as χ ¼ 2GCPS=ðG1 þG2Þ [6,11].
The efficiency is relevant for most prospective applica-

tions of a CPS device [11,17]. In the above expression for χ

one usually estimates GCPS by subtracting the conductance
sufficiently far away from the resonance crossing. We call
this experimentally obtained efficiency χe. It was shown for
an incoherent model that this procedure underestimates the
actual CPS efficiency [9]. However, this is not obvious for
coherent transport. In Fig. 4(a) we show in an example that
the local contribution is not constant, but exhibits a
minimum at the resonance crossing, which also suggests
that χ ≥ χe. To further illustrate this effect, we have
calculated G2 vs ϵ1 (i.e., Vg1) in the three-site model for
a series of tunnel coupling strengths γm between S and the
middle level, see Fig. 4(b). We find that the conductance
minimum for weak couplings evolves into a maximum for
γm ≳ tim (black arrow). The reason for this transition is an
additional contribution by states forming in the super-
conducting gap as γm increases. In Fig. 4(c), χ is plotted for
all curves in Fig. 4(b) and is almost identical for all γm. For
comparison, χe is plotted in Fig. 4(d) for the same
conductances, which demonstrates that χe systematically
underestimates χ (we have omitted negative values) [33].
In summary, we report experiments on a Cooper pair

splitting device that exhibits characteristics of quantum
interference, which are tunable by electrical gates and
external magnetic fields. To interpret these data, we
introduce a three-site model that reproduces the experi-
ments on a qualitative level and allows the decomposition
of the conductances into local and CPS contributions.
Specifically, we show that quantum interference is relevant
in such structures, which is promising for any application of
CPS as a source of entangled electron pairs. In addition, we
discuss the impact of various device parameters and find
that the experimentally estimated CPS efficiency is quite
generally a lower bound for the actual value also in the
coherent transport regime. The presented model might also
be used to gain a new vantage point for other fundamental
effects in superconducting proximity systems, such as
fractional fermions or Majorana bound states. For example,
a similar setup could be used to detect the inversion of the
gap in a Majorana wire by the change of symmetry in the
local Andreev conductance as a single level crosses the
Fermi energy.
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