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ABSTRACT

Visual stimulation is frequently employed in electroencephalographic (EEG) research. However, despite its widespread use, no studies have thoroughly evaluated how the morphology of the visual event-related potentials (ERPs) varies according to the spatial location of stimuli. Hence, the purpose of this study was to perform a detailed retinotopic mapping of visual ERPs. We recorded EEG activity while participants were visually stimulated with 60 pattern-reversing checkerboards placed at different polar angles and eccentricities. Our results show five pattern-reversal ERP components. C1 and C2 components inverted polarity between the upper and lower hemifields. P1 and N1 showed higher amplitudes and shorter latencies to stimuli located in the contralateral lower quadrant. In contrast, P2 amplitude was enhanced and its latency was reduced by stimuli presented in the periphery of the upper hemifield. The retinotopic maps presented here could serve as a guide for selecting optimal visuo-spatial locations in future ERP studies.

HIGHLIGHTS

- Extensive and multichannel retinotopic mapping of major visual ERP components.
- C1 and C2 components showed inverted polarity for upper and lower hemifields.
- P1 and N1 components were larger when the contralateral lower field was stimulated.
- P2 showed higher amplitude and shorter latency for peripheral upper field stimuli.
- Present results can be used to select optimal stimulus locations in ERP designs.
INTRODUCTION

Electroencephalographic (EEG) research makes frequent use of visual stimulation to study a variety of cognitive processes, such as perception, attention or memory. Typically, the EEG activity time-locked to stimulus onset is averaged, resulting in the so-called visual event-related potentials (ERPs; also known as visual evoked potentials, VEPs). Visual ERPs can be quantified in terms of the amplitude, latency and topography of their constituent components (Key et al., 2005). Critically, these components are affected not only by the visual stimulus features or experimental manipulation but also by the spatial location of stimulation. The reason for this is that scalp EEG activity largely depends on the geometry of the underlying brain sources (Nunez, 1981; Nunez and Srinivasan, 2006), and in the case of the visual cortex these are retinotopically organized (Sereno et al., 1995; Wandell et al., 2007). A prime example is C1, the first visual ERP component, which reverses in scalp polarity as stimuli are presented in either the upper or the lower visual field (Di Russo et al., 2002; Martinez et al., 1999). This is due to the opposite orientation of the neurons coding upper and lower hemifields in the primary visual cortex (V1), the putative neural generator of C1 as postulated by the “cruciform model” (Jeffreys and Axford, 1972a, 1972b).

The interest in the retinotopic variations of the visual ERPs has been almost exclusively focused on the C1 component (Ales et al., 2010b, 2013; Clark et al., 1995; Kelly et al., 2013a, 2013b). However, we still lack a detailed retinotopic map of later components, which are more commonly studied in the ERP literature, such as P1 and N1 (Di Russo et al., 2012; Klimesch, 2011; Mangun et al., 1998). For instance, it has recently been demonstrated that the amplitude of some components such as P1 or the face-sensitive
N170 is modulated by the gaze fixation position within a face (Zerouali et al., 2013). A systematic description of how visual ERP components differ as a function of stimulus location might assist not only in the interpretation of research findings but also in the design of ERP experiments, for example, by optimizing stimulus position to study a given component.

To our knowledge, only two lines of research have partially addressed this issue. The first one refers to studies employing the multifocal visual evoked potential technique (mfVEP), mainly developed for clinical neuro-ophthalmological purposes (e.g. to improve the diagnosis of patients with glaucoma or optic neuritis/multiple sclerosis; Baseler and Sutter, 1997; Baseler et al., 1994; Fortune and Hood, 2003; Hood et al., 2003; Sutter, 2001; Zhang and Hood, 2004; but see also Bach, 2006). This technique consists in the rapid stimulation of different sectors of the visual field with very good coverage (close to 45° of visual angle). However, the extremely short SOAs (stimulus onset asynchrony, ~17 ms for a monitor refresh rate of 60 Hz) generate strong adaptation effects on visual ERP components, especially on those with extrastriate generators (Fortune and Hood, 2003). Furthermore, these studies have usually recorded brain activity using a limited array of 1-3 electrodes (Oz and/or POz/O1/O2). The second line of research has employed stimulation and recording protocols typically used in ERP studies (e.g. SOAs > 200 ms and multichannel scalp recordings; Clark et al., 1995; Di Russo et al., 2002, 2005). However, these studies have not exhaustively covered the visual field. Instead, they have used stimulation at isoeccentric positions restricted to perifoveal regions (e.g. 4°-8° eccentricity).

Thus, our study aimed to provide a detailed guide on how the spatial location of visual stimuli influences ERP components. To this end, we carried out a systematic retinotopic
mapping of amplitude and latency variations of visual ERPs, combining the best of both previous approaches. As in mfVEP studies, we stimulated the visual field from the fovea to the periphery (up to 22° eccentricity radius) at different polar angles (in 30°-45° steps). However, in line with previous ERP studies (Clark et al., 1995; Di Russo et al., 2002, 2005), we employed multichannel EEG recordings and larger SOAs (200-400 ms) with a twofold aim: to reduce neural adaptation and to strengthen the contribution of extrastriate cortex. In addition, we used beamforming analysis (Gross et al., 2001; Van Veen et al., 1997) to localize the neural origin of the visual ERP components.

MATERIALS AND METHODS

Participants

Thirty-two healthy volunteers participated in the study. However, as explained later, only data from 29 of them were analyzed (13 males; 27 right-handed; mean ± SD age: 22.8 ± 2.0). All participants reported normal or corrected-to-normal vision. They all provided informed written consent before their participation. The study was approved by the Universidad Autónoma de Madrid's Ethics Committee and conducted in conformity with the declaration of Helsinki.

Stimuli and Procedure

The experiment was conducted inside an electrically shielded, sound-attenuated room. Stimuli were presented on a back-projection screen through a RGB projector, while participants seated in a comfortable chair at 50 cm from the screen.
Stimuli consisted of a dartboard centered on a gray background, as employed in mfVEPs studies (Baseler et al., 1994; Horton and Hoyt, 1991b; Wu et al., 2012). The diameter of the dartboard was 40 cm. It was divided into 60 sectors of different polar angle and eccentricity. Each sector comprised a white and black checkerboard of 4 by 4 checks, scaled accordingly to compensate for cortical magnification (Baseler et al., 1994; Horton and Hoyt, 1991b; Wu et al., 2012). Thus, the sectors were placed in six concentric rings of radius 1.2°, 2.6°, 5.8°, 9.8°, 14.9° and 22.2° (see Figure 1).

**Figure 1. Stimulation design.** Dartboard composed of 60 scaled sectors of different polar angle and eccentricity. Each sector contained a 4 by 4 checkerboard stimulus (for visualization purposes, only a selection of them is shown in black and white, and the rest are shaded). In each trial the checks at a pseudo-randomly selected sector reversed polarity, while the rest of them remained stationary. The figure shows three example trials. Note the pattern reversals (indicated by arrows) at a sector located at the peripheral upper left quadrant in the second trial, and at the peripheral lower right quadrant in the last trial. Stimulus onset asynchrony (SOA) varied randomly between 200 and 400 ms.
Visual stimulation was carried out using Psychtoolbox (v3.0; Brainard, 1997). Trials consisted of one contrast reversing check pattern (i.e. in each trial the black checks of a given sector turned white, and the white checks turned black). The checkerboard did not return to its original phase, but instead continued with the same black-white configuration until this sector was stimulated later again (see Figure 1). These single pattern reversals at each sector were pseudo-randomly sequenced with the restrictions that a given sector was never repeated in two consecutive trials, and each one reversed a total of 80 times across the whole experiment. The stimulus onset asynchrony (SOA) between pattern reversals presented at different sectors varied randomly between 200 and 400 ms. This timing aimed to reduce adaptation effects, compared to the < 20 ms SOA typically employed in mfVEP studies (Fortune and Hood, 2003; Hood et al., 2003), and it has been shown to effectively prevent overlap between successive responses (Capilla et al., 2011). ERP overlapping was further prevented by stimulating different sectors of the visual field in consecutive trials, as previously mentioned.

This resulted in a total number of 4800 trials (80 pattern reversals x 60 sectors) that were organized in 8 blocks. Each block consisted of 12 series of 50 trials (600 trials), each series lasting around 15 seconds, with 2 seconds breaks between them. During the breaks, the screen turned gray and participants were invited to blink and rest their eyes. In addition, participants were allowed short, self-paced breaks between blocks. At the beginning of each series, the dartboard was presented over the gray background. It remained stationary for 2 s before the first checkerboard was reversed. The experiment lasted between 30 and 35 minutes including breaks; thus, each block lasted less than 4 minutes.
A blue fixation point indicated the center of the dartboard. Participants were given verbal instructions to maintain their gaze on the central fixation point throughout the whole experiment. To facilitate that participants maintained fixation, a secondary task (Clark et al., 1995; Di Russo et al., 2002) consisting in the detection of a brief color change was included (i.e. in 5% of the trials, the blue point turned red for 100 ms). Participants were asked to count and report the number of color changes at the end of each series. Trials containing a color change were discarded from subsequent analysis.

**Recording of the EEG Signal**

EEG activity was recorded using an electrode cap with tin electrodes (custom-made by ElectroCap International) and a Contact Precision Instruments system (http://psychlab.com). Fifty-nine electrodes were placed at the scalp according to the International 10-10 System. They all were referenced to the nose-tip and grounded with an electrode attached on the forehead. Electrical activity elicited by vertical and horizontal eye movements was monitored by electrooculogram (EOG) recorded bipolarly from above and below the right eye and on the outer canthi of both eyes. Recordings were continuously digitized at a sampling rate of 420 Hz and filtered on-line with an analog bandpass of 0.3-1000 Hz.

**Analysis of the EEG Signal**

EEG data analysis was performed using the Fieldtrip toolbox (Oostenveld et al., 2011; http://fieldtrip.fcdonders.nl) and in-house Matlab code (The MathWorks). Overall, the analysis of the EEG signal aimed to characterize modulations of ERP components by stimulation through the visual field. To achieve this aim, we first preprocessed the data and removed artifactual activity.
Then, a three step analysis at the electrode- or sensor-level was carried out. First, ERP waveforms and topographies for different stimulus locations were computed. The rationale for this step was to provide a general description of the influence of stimulus location on visual ERPs. The advantage of this preliminary analysis is that the obtained results can be directly comparable between studies. However, as it will be shown later, the main ERP components showed some degree of overlap, making difficult the quantification of ERP components features, specially their amplitude. In order to overcome this problem, a second analysis step employed independent component analysis (ICA) to obtain a set of ICs that captured the ERP components of interest. In the third analysis step, and in accordance with the main aim of the study, the retinotopic distributions of amplitude and latency for each IC ERP component were obtained.

Finally, we extended our analysis to the source-level. The aim of this analysis was to estimate the brain sources underlying the previously identified ERP components, in order to increase our understanding of the retinotopic variations observed at the sensor-level. To this end, we combined beamforming and ICA (see Capilla et al., 2013), using an analogous approach to the previous one applied at the sensor-level.

These steps are explained in detail in the following subsections.

**Preprocessing**

The EEG signal was digitally low-pass filtered below 30 Hz. Then, the continuous EEG signal was epoched into segments of 500 ms (-100 ms to 400 ms relative to each pattern reversal onset), baseline corrected, and assigned to one out of 60 conditions depending on the sector where visual stimulation took place. Epochs containing blinks or eye-
movements exceeding ±50 µV were automatically discarded from further analyses (Verleger, 1993). Also, trials with other stereotyped and non-stereotyped artifacts (e.g. cable movement, swallowing, muscular artifacts, etc.) were visually inspected and manually removed. Artifact rejection resulted in an average of 67.4 ± 6.5 (mean ± SD) epochs per participant and condition. One-factor repeated-measures ANOVAs performed on artifact-free mean number of trials did not reveal differences among sectors \(F_{59,1652} = 0.9, p > 0.5\). Finally, electrodes showing artifactual activity throughout the recording were linearly interpolated based on the activity of neighboring electrodes (mean ± SD of interpolated electrodes 2.1 ± 2.4). Data from two participants showing an excessive number of noisy electrodes (more than 20% of the total number of electrodes) were discarded from the analyses.

Sensor-Level ERPs and Topographies

First, preliminary analyses were performed in order to provide a general description of the main ERP components in terms of amplitude, latency and topography, and how these features changed as a function of polar angle and eccentricity. Thus, artifact-free epochs were selectively averaged for each sector. For visualization purposes, they were also merged in 12 (see Figure 2) and 16 (Figures 3 and 4) sections of visual field. These sections were grouped based on their polar angle (right/left, upper/lower quadrants) and eccentricity (foveal, perifoveal and peripheral rings; radius < 2.6°, 2.6° to 9.8°, and 9.8° to 22.2°, respectively).

Independent Component Analysis (ICA) of Sensor-Level ERPs

One method for dealing with the problem of spatiotemporally overlapping ERP components is ICA (Makeig et al., 1996). In order to obtain a more precise
characterization of the visual ERPs, extended infomax ICA (Bell and Sejnowski, 1995; Lee et al., 1999) was applied on the previously computed sensor-level ERPs for each sector and participant (60 x 29 ERPs for each electrode) (‘runica’ EEGLAB algorithm implemented in FieldTrip; http://sccn.ucsd.edu/eeglab/).

Meaningful independent components (ICs) were selected by visual inspection, comparing their scalp topographies and time courses with the previously identified ERP components. Then, the percent variance accounted for by each of them was computed. IC activation magnitudes were normalized by multiplying each by the root-mean square (RMS) amplitude of the corresponding IC scalp map. This normalization was performed to convert the unit of IC waveforms from arbitrary (a.u.) back to the original recorded unit (microvolt) (Onton and Makeig, 2006). In addition, as the polarity returned by ICA is also arbitrary, IC waveforms were multiplied by either a positive or a negative sign to match the polarity observed at the scalp (e.g. a positive polarity for P1). Finally, as in previous analyses, averages for each sector as well as for groups of sectors were computed for visualization purposes (see Figure 5).

**Retinotopic Distribution of each ERP Component’s Amplitude and Latency**

This analysis was aimed at characterizing the retinotopic variations in amplitude and latency of the previously identified IC-ERP components. Thus, for each of the selected IC and visual field sector, the amplitude and peak latency of selected IC-ERP components were manually extracted. This information was plotted as a function of the stimulated sector position to obtain the measured retinotopic amplitude and latency maps (see Figure 6, “real” retinotopic maps). Subsequently, and in order to obtain the key features of these maps, the retinotopic distribution for each IC-ERP component was estimated by means of linear regression analysis (see Figure 6, “estimated” retinotopic
maps) (Smith and Kutas, 2015). Four regression analyses were carried out independently for each visual field quadrant, as previous analyses showed sharp transitions between them. For each regression analysis three predictor variables were used: the centroid position of the sector in the x-axis, the position in the y-axis and the interaction between them. As sectors were logarithmically spaced, we used the logarithms of the coordinates as predictor variables. Finally, as a measure of the goodness of fit, the correlation value between the real and the estimated retinotopic distributions of amplitude and latency was computed.

Visual field stimulation effects were statistically assessed by comparing mean amplitude and peak latency IC-ERP values in selected visual field regions. T-tests and repeated-measures analyses of variance (ANOVAs) were performed using a Greenhouse-Geisser correction for non-sphericity when required.

Source-Localization Analysis

This last analysis step aimed to assist in understanding the sensor-level retinotopic variations of the pattern-reversal ERP components. We employed beamforming (Gross et al., 2001; Van Veen et al., 1997) to estimate source-level ERPs generated by each voxel of a standard magnetic resonance image (MRI) in MNI (Montreal Neurological Institute) space. For this purpose, a standard boundary element method (BEM) volume conduction model (Oostenveld et al., 2003), as well as standard 10-10 electrode positions were employed. The MRI was segmented into a 10 mm resolution grid, and we computed the lead fields corresponding to the 3 possible orientations for each voxel. The single-trial covariance matrix for the entire time window of interest (from -100 to 400 ms) was calculated and employed to compute the spatial filter coefficients using linearly constrained minimum variance beamformer (LCMV; Van Veen et al., 1997).
Given the remarkable ERP differences between sectors observed in sensor-space, the spatial filter coefficients were computed separately for each sector. Regularization (lambda parameter) was set to 10%, i.e. a unit matrix scaled to 10% of the mean across eigenvalues of the covariance matrix was added to it. Then, each sensor-level trial was projected into each voxel of source-space through a spatial filter corresponding to a dipole located at that voxel with fixed optimal orientation. To avoid differences in amplitude due to voxels depth, source-level ERPs were all normalized as relative change with respect to the RMS of the baseline activity for each voxel (Capilla et al., 2013).

After estimating the source-level ERPs, we aimed to identify the brain regions underlying the previously characterized ERP components. To this end, we performed ICA on the source-level ERPs extracted for each sector and subject (i.e. 60 x 29 ERPs for each grid voxel) (see Figure 1 in Capilla et al., 2013 for a schematic explanation). It is important to mention that, as demonstrated by Jonmohamadi et al. (2014), source-space ICA is able to deal with multiple and correlated sources more efficiently than other source localization techniques, such as using only beamforming or dipole fitting on sensor-level ICs. Given the very high dimensionality of the data (> 1700 voxels), we performed a dimensionality reduction by principal component analysis (PCA) before applying ICA. The number of PCs was set to 4, as this was the number of components selected as meaningful in the sensor-level ICA and the choice that best matched the sensor-level ICs. Analyses restricting the data to 5, 6 or 7 dimensions yielded similar results, as shown in the Results section. The source-level ICs were matched with their corresponding sensor-level ICs by means of correlation analyses. As for the sensor-level ICs, each source-level IC waveform was normalized with respect to the RMS of its corresponding brain pattern. In this way, source-space IC units were converted to its
original unit, i.e. relative change with respect to baseline activity. Finally, the brain distribution of each source-level IC was obtained by rectifying the IC spatial distribution and smoothing it with a Gaussian kernel of 5 mm FWHM.

**RESULTS**

**Behavioral Results**

As expected performance in the secondary task was very high (hits 96.8 ± 2.9%, mean ± SD), demonstrating that participants were engaged in the experiment. Only one participant showed a significantly lower performance (82.3%, < 5 SD below the group mean), being excluded from the analyses for this reason.

**Sensor-Level ERPs and Topographies**

As shown in Figures 2-4, pattern-reversal stimulation elicited five ERP components: C1, P1, C2, N1 and P2 (sorted by latency). ERP waveforms were consistent across subjects when they were stimulated at different retinotopic positions as illustrated in Supplementary Figure 1. In the next paragraphs, we will briefly describe these ERP components.
**Figure 2. Sensor-level ERPs.** Grand-average ERP waveforms elicited by pattern-reversal stimulation at 12 groups of sectors (4 quadrants coded by color, 3 eccentricities coded by color intensity). The left panels show the ERPs resulting from right hemifield stimulation, at Cz and contralateral site PO7. The right panels show the result of left visual field stimulation, at Cz and PO8. The five major ERP components found in this study are labeled.

C1 component was more clearly identifiable for upper field stimulation, where it showed a negative polarity peaking at about 70 ms over midline electrodes (Cz/CPz). The typical C1 polarity reversal was more evident for the most peripheral lower field sectors (see Figures 2 and 3).

The P1 component showed its maximal amplitude at contralateral parieto-occipital sites (PO7/PO8). On average it peaked at 105 ms, although there was some variability depending on the stimulated sector, as can be seen in Figure 2. The topographical distribution of P1 remained relatively stable across the visual field (Figure 4).
Figure 3. Sensor-level topographies of C1, C2 and P2 components. The uppermost left panel displays the grand-average ERP waveform at Cz, averaged across all sectors. The three ERP components, C1, C2 and P2 are indicated. The topographies of each component at the peak latency are shown in subsequent panels. Topographies are shown for a selection of 16 groups of visual field sectors.
The next component, peaking at about 140 ms, was distributed over midline parieto-occipital sites (POz). Although it was not evident at this stage, it was later confirmed by ICA that this component had a different polarity depending on the stimulated visual field; with positive polarity for upper field stimulation, and negative polarity for the lower visual field (Figure 3). Given its changing polarity, we will refer to it as C2.

As the P1 component, N1 showed the highest amplitude over parieto-occipital sites contralateral to stimulation (PO7/PO8). However, unlike P1, N1 component was virtually non-existent for upper visual field stimulation (Figures 2 and 4). The positive
polarity observed at this latency (~180 ms) for the peripheral upper visual field seems to be rather explained by the earlier onset of P2 in this region (see Figure 2). In addition, N1 was characterized by remarkable amplitude differences as a function of eccentricity, with the highest amplitudes evoked by foveal stimulation.

Finally, P2 component was characterized by a non-lateralized positive component peaking at about 220 ms over midline central sites (Cz). It was evident for the whole visual field, although it showed the highest amplitude, as well as the earliest latency, in response to peripheral upper visual field stimulation (Figures 2 and 3).

**Independent Component (IC) Sensor-Level ERPs**

As explained in the Methods section, ERP data was decomposed by ICA. The ERP activations and topographies of the resulting 59 ICs were visually inspected, and those that resembled the previously described ERP components at the sensor-level were selected. Four ICs were finally chosen (Figure 5). Two of them showed a midline topographical distribution, herein referred to as IC#1 and IC#4, whereas the other two ICs were strongly lateralized at left (IC#2) and right (IC#3) parieto-occipital sites.

Taking together, they explained 51.3% of the variance. Individually, the percent variance accounted for by each of them was 5.3% for IC#1, 10.9% for IC#2, 10.8% for IC#3, and 24.9% for IC#4. Supplementary Figure 2 shows the ERPs resulting from back-projecting these four ICs, and illustrates how they retain the main features of the ERP components of interest (see Figure 2). As it can be observed in Figure 5, IC#1 captured C1 and C2; IC#2 and #3 accounted for the P1-N1 complex over contralateral left and right posterior sites respectively; and IC#4 mainly reflected the P2 component.

The characteristic features of each component for each visual field quadrant (i.e. representative electrode, latency and polarity) are summarized in Table 1.
Figure 5. **Independent component (IC) ERPs.** The leftmost column shows the topography of each IC (IC#1 to IC#4; in arbitrary units, a.u.). Subsequent columns display the grand-average IC-ERP waveforms elicited by stimulation at different quadrants (color-coded) and eccentricity (foveal, perifoveal and peripheral regions, respectively).
Table 1. Electrode showing maximal amplitude, characteristic polarity (- for negative, + for positive), and peak latency for each IC-ERP component and visual field quadrant.

<table>
<thead>
<tr>
<th></th>
<th>Upper field</th>
<th>Lower field</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Right</td>
<td>Left</td>
</tr>
<tr>
<td>C1</td>
<td>POz - 82 ms</td>
<td>POz - 82 ms</td>
</tr>
<tr>
<td>P1</td>
<td>PO7 + 113 ms</td>
<td>PO8 + 113 ms</td>
</tr>
<tr>
<td>C2</td>
<td>POz + 184 ms</td>
<td>POz + 180 ms</td>
</tr>
<tr>
<td>N1</td>
<td>PO7 - 201 ms</td>
<td>PO8 - 203 ms</td>
</tr>
<tr>
<td>P2</td>
<td>Cz + 213 ms</td>
<td>Cz + 210 ms</td>
</tr>
</tbody>
</table>

Retinotopic Distribution of Amplitude and Latency

Subsequently, retinotopic maps of amplitude and latency for each IC-ERP component were obtained. The results are shown in Figure 6. The figure shows the estimated retinotopic maps resulting from the regression analyses, the measured retinotopic distributions, and the correlation coefficient between them. In the case of the latency maps, the figure shows the difference between the latency at each sector and the average latency of the component. In the next subsections we will describe in detail these retinotopic distributions, as well as the statistical differences between different visual field regions (see Supplementary Figure 3). Additionally, the temporal evolution of each IC’s amplitude can be found in video-clip format in the supplementary material (Supplementary Videos 1-4).
Retinotopic Mapping of Visual ERPs
**Figure 6. Retinotopic maps.** The figure shows the retinotopic distributions of amplitude (middle column) and latency (rightmost column) for each IC-ERP component. The leftmost column displays the topography of each IC and the ERP waveforms for all visual field sectors (color-coded by quadrant). The “real” retinotopic maps reproduce the measured amplitude and latency (difference with respect to the mean latency) for each IC-ERP component at each sector. The “estimated” retinotopic maps were obtained by means of regression analyses. The correlation coefficient between the real and estimated retinotopic maps are also indicated (R).

**C1 component (IC#1)**

The amplitude retinotopic map of C1 showed a negative polarity for the upper visual field (-0.28 ± 0.13 µV) that became positive for the lower field (0.14 ± 0.07 µV; $t_{28} = 14.7, p < .001$) (Supplementary Figure 3).

In addition, lower visual field stimulation elicited shorter C1 latencies compared to the upper hemifield (lower visual field: 63 ± 3 ms; upper visual field: 81 ± 3 ms; $t_{28} = 20.3, p < .001$) (see Supplementary Video 1).

**C2 component (IC#1)**

A critical result of this study was the finding that not only the C1 component but also the later and larger C2 component was characterized by a polarity inversion. As opposed to C1, the C2 component was positive for the upper visual field and negative for the lower field. Its amplitude, either negative or positive, was higher along the vertical meridian (negative C2: -0.67 ± 0.52 µV; positive C2: 0.45 ± 0.23 µV), compared to sectors closer to the horizontal meridian (negative C2: -0.37 ± 0.24 µV; positive C2: 0.29 ± 0.17 µV) (vertical Vs. horizontal meridian difference for negative C2: $t_{28} = 4.8$, for positive C2: $t_{28} = 6.7; p < .001$) (Supplementary Figure 3).

The negative and positive counterparts of the C2 component also showed strikingly different timing. On average, the negative C2 peaked in the lower field at 129 ± 3 ms,
whereas the latency of the positive C2 in the upper field was 177 ± 3 ms ($t_{28} = 56.0, p < .001$).

**P1 component (IC#2 and #3)**

The P1 component showed a similar behavior on left (IC#2) and right (IC#3) parieto-occipital sites and therefore, they will be described together (see Supplementary Videos 2 and 3). P1 amplitude was highest in the contralateral visual field, particularly at the peripheral region in the lower field immediately below the horizontal meridian, where it reached 0.85 ± 0.41 µV. The amplitude at this region was higher than at the fovea and perifovea ($t_{28} = 2.1, p < .05$), and also higher than at the contralateral upper field as a whole ($t_{28} = 2.8, p < .01$) (see Supplementary Figure 3).

Retinotopic mapping of latency showed a different distribution. Unlike the amplitude map, P1 latency showed a sharp transition across the vertical meridian, being its latency much shorter for contralateral (107 ± 3 ms) than for ipsilateral stimulation (163 ± 3 ms; $t_{28} = 70.7, p < .001$). Similar to P1 amplitude, the shortest latencies were observed over the contralateral lower quadrant. In this quadrant there was a clear eccentricity effect ($F_{2,56} = 106.9, p < .001$), with shorter latencies for the foveal region (92 ± 8 ms) as compared to the perifovea (99 ± 5 ms) and the periphery (113 ± 5 ms) (lower $t$-value: $t_{28} > 3.2, p < .004$).

**N1 component (IC#2 and #3)**

N1 amplitude was also more pronounced for contralateral visual stimulation. Furthermore, N1 was not even evident for ipsilateral stimulation, so the retinotopic maps and the statistical results described here will be restricted to the contralateral visual field.
Similar to P1, N1 amplitude was highest for the lower hemifield, although in this case it was larger for the foveal region. N1 amplitude was modulated by eccentricity in the contralateral lower quadrant ($F_{2.56} = 22.0, p < .001$): it was higher in the fovea (-1.21 ± 0.80 µV) compared to the perifovea (-0.71 ± 0.35 µV) and, in turn, higher than in the periphery (-0.46 ± 0.28 µV) (lower t-value: $t_{28} > 3.9, p < .001$) (Supplementary Figure 3).

A similar pattern was shown by the retinotopic distribution of N1 latency (eccentricity effect: $F_{2.56} = 125.5, p < .001$). The contralateral N1 in the lower hemifield peaked at 169 ± 6 ms in the fovea. This was significantly earlier than in the perifovea (180 ± 6 ms) and, in turn, earlier than in the periphery (193 ± 6 ms) ($t_{28} > 6.9, p < .001$).

### P2 component (IC#4)

Finally, P2 was a positive component elicited by stimuli presented throughout the whole visual field, although its amplitude was much more pronounced for stimulation at the periphery of the upper hemifield (Supplementary Video 4). In the upper visual field P2 amplitude exhibited an eccentricity effect ($F_{2.56} = 29.4, p < .001$), with larger values in the periphery (1.08 ± 0.45 µV) than in the perifovea (0.87 ± 0.35 µV) and fovea (0.61 ± 0.29 µV) (lower t-value: $t_{28} > 3.6, p < .002$).

P2 latency exhibited a similar distribution. It was also characterized by an eccentricity effect in the upper hemifield ($F_{2.56} = 262.8, p < .001$), where the periphery (197 ± 5 ms) elicited the shortest latency peaks. P2 peaked at 212 ± 4 ms for perifoveal stimulation and at 228 ± 6 ms when the foveal region was stimulated ($t_{28} > 11.1, p < .001$).
Brain Sources Underlying Visual ERP Components

The source-level ICs are shown in Figure 7. They were all highly correlated with their corresponding sensor-level ICs (0.66, 0.77, 0.81 and 0.85 for IC#1 to IC#4, respectively). The correlation values between non-corresponding source and sensor-level ICs were considerably lower, ranging from 0.01 to 0.33 (in absolute values). As previously mentioned, source-level ICs were obtained by applying an initial PCA decomposition into 4 PCs. Supplementary Figure 4 shows that reducing the data to more dimensions did not add further information.
Figure 7. Brain sources underlying visual ERPs. The figure shows the results of applying ICA to the source-level ERPs. Source-level ICs have been sorted according to their corresponding sensor-level ICs (from IC#1 to IC#4). The leftmost column shows the brain pattern underlying each source-level IC (in arbitrary units, a.u.; MNI coordinates of the peak voxel are indicated). In analogy to figure 5, subsequent columns show the source-level waveforms for each quadrant (color-coded) and eccentricity (foveal, perifoveal and peripheral regions, respectively). These waveforms are normalized with respect to the RMS of the corresponding brain pattern and expressed as relative change with respect to baseline.

The MNI coordinates and underlying brain regions for each source-level IC are summarized in Table 2. The cortical sources accounting for IC#1 were located around the calcarine sulcus bilaterally (V1/V2). The underlying IC#4 generator was also confined to the striate cortex, over the left hemisphere and slightly deeper than IC#1 sources. It is important to note, however, that the beamforming results for IC#4 showed other strong local maxima over deep medial regions (see Figure 7) suggestive of a residuary center of the head bias, so the localization results for this IC should be taken cautiously. Finally, IC#2 and IC#3 were localized in the middle occipital gyrus of left and right hemisphere respectively, corresponding to dorsal extrastriate cortex.

<table>
<thead>
<tr>
<th>IC#</th>
<th>MNI Coordinates</th>
<th>Hemisphere</th>
<th>Brain Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>IC#1</td>
<td>[−15, −99, 7]</td>
<td>Left</td>
<td>Calcarine sulcus</td>
</tr>
<tr>
<td></td>
<td>[14, −100, 5]</td>
<td>Right</td>
<td>Calcarine sulcus</td>
</tr>
<tr>
<td>IC#2</td>
<td>[−46, −86, 15]</td>
<td>Left</td>
<td>Dorsal extrastriate cortex</td>
</tr>
<tr>
<td>IC#3</td>
<td>[45, −86, 8]</td>
<td>Right</td>
<td>Dorsal extrastriate cortex</td>
</tr>
<tr>
<td>IC#4</td>
<td>[−13, −92, −7]</td>
<td>Left</td>
<td>Calcarine sulcus</td>
</tr>
</tbody>
</table>

Table 2. Source localization results: MNI coordinates and corresponding brain region underlying each source-level IC.
DISCUSSION

The present study provides an exhaustive retinotopic mapping of the pattern-reversal ERP. Inspired by previous mfVEP (Baseler and Sutter, 1997; Baseler et al., 1994; Fortune and Hood, 2003; Hood et al., 2003; Zhang and Hood, 2004) and ERP studies (Clark et al., 1995; Di Russo et al., 2002, 2005) our experimental design incorporated (i) extensive coverage of the visual field (around 45° of visual angle), (ii) a stimulation rate that minimizes neural adaptation (200-400 ms SOA), and (iii) multichannel scalp recordings of EEG responses (59 active electrodes). We made use of advanced analysis strategies, combining ICA and source localization techniques, in order to clarify the retinotopic differences observed at the scalp. It is worth mentioning that previous ERP studies have used electrodes below occipital sites (e.g. Iz) and ERP-dipole modeling in combination with functional MRI to estimate the cortical sources of visual ERP components (Di Russo et al., 2002, 2005). However, despite these differences, present source analysis results are in good agreement with those obtained by other methodological approaches.

Overall, our analyses revealed five major visual ERP components. Two of them, C1 and C2, showed inverted polarity for upper and lower visual fields. The P1-N1 complex had its highest amplitude and shortest latency when the lower contralateral quadrant was stimulated. Alternatively, P2 showed enhanced amplitudes and reduced latencies for peripheral upper field stimulation. In the following sections we shall describe in more detail the retinotopic organization of each ERP component, highlighting the optimal locations to boost each of them. In addition, we shall discuss how our findings may contribute to the current debate on the striate/extrastriate generators of the visual ERPs.
C1 component

The first component (C1) would correspond to the N75 elicited by conventional, large-field pattern reversal stimulation (Odom et al., 2004, 2010). As shown by many previous studies (Clark et al., 1995; Di Russo et al., 2002, 2005; Kelly et al., 2008, 2013b; Zhang and Hood, 2004) and replicated here, C1 polarity is largely dependent on stimulus position. This finding has been often presented as a proof that C1 arises from striate cortex (V1) (Clark et al., 1995; Di Russo et al., 2002; Tabuchi et al., 2002), as the voltage polarity observed at the scalp is consistent with the cruciform configuration of V1 (i.e. the upper and lower hemifields are respectively represented in the lower and upper banks of the calcarine sulcus; Jeffreys and Axford, 1972a, 1972b). However, it is important to bear in mind that a polarity inversion by itself does not constitute sufficient evidence of striate origin, since the retinotopic organization of extrastriate regions (V2/V3) could also lead to polarity inversions at the scalp (Ales et al., 2010b; for a recent discussion see Ales et al., 2013; Kelly et al., 2013a, 2013b).

Source localization analysis employed here showed that C1 originated around the calcarine fissure, in line with previous reports (Clark et al., 1995; Di Russo et al., 2002; Tabuchi et al., 2002). Moreover, our results are consistent not only with the polarity inversion criteria but also with additional predictions derived from the cruciform model, pointing to a striate origin of C1 (Kelly et al., 2013b). First, assuming a surface-negative activation, the predicted polarity would be negative for the upper hemifield and positive for the lower, as shown in Figure 6 and in consonance with previous research findings (Clark et al., 1995; Di Russo et al., 2002, 2005; Kelly et al., 2013b). Second, it has been posited that if the lower bank of the calcarine sulcus is not perfectly oriented in the horizontal, it would tend to point to the medial plane, and would thus be captured by ipsilateral electrodes (Kelly et al., 2013b). This would lead to asymmetry in the
topographies for upper and lower stimulation, being slightly ipsilateral for the upper and contralateral for the lower hemifield. Our C1 scalp topographies (Figure 3), similar to those shown in previous studies (Di Russo et al., 2002, 2005; Kelly et al., 2013b), are consistent with this prediction. Finally, the retinotopic map of C1 amplitude suggests that the polarity reversal point of C1 is not located at exactly the horizontal meridian, but rather in the 0°-30° range in the lower hemifield (see Figure 6). This is in agreement with Clark and colleagues (1995), who found that the reversal point was on average 15°-20° below the horizontal meridian. Subsequent studies have replicated this finding (Aine et al., 1996; Kelly et al., 2013b; Zhang and Hood, 2004) suggesting that the optimal locations for boosting the C1 inversion effect are not symmetrical (around 25° above and 45° below the horizontal meridian) (Di Russo et al., 2002, 2005, 2008, 2012). This finding implies that the horizontal meridian might not be represented at the apex of the calcarine sulcus, but rather in the lower bank (Clark et al., 1995), though this has not yet been conclusively demonstrated (Ales et al., 2013). Nevertheless, the smooth transition observed for C1 across the horizontal meridian seems more compatible with a striate source, given that the ventral and dorsal segments of extrastriate regions V2 and V3 are precisely divided by the horizontal meridian (Horton and Hoyt, 1991a; Sereno et al., 1995). Taken together, therefore, present results support the notion that V1 is the dominant generator of the C1 component.

**C2 component**

In a similar way to C1, the subsequent C2 component also inverted its polarity for upper and lower hemifields (i.e. positive for upper and negative for lower field stimulation). This component was not evident in the initial sensor-level ERPs, but rather emerged when ERPs were unraveled by ICA. In the raw ERPs, C2 was negative (see Figure 2),
probably as the result of the superposition between C2 and the N1 component peaking in the same time window (130-200 ms). In the upper hemifield, the opposite polarities of the positive C2 and N1 might have resulted in cancelation, whereas in the lower hemifield, both C2 and N1 were negative, resulting in a prominent negative component (see Figure 2; Di Russo et al., 2005). It is possible that C2 went largely unnoticed in previous research for this reason. An exception is the studies carried out by Di Russo and colleagues (Di Russo et al., 2005, 2012) which described a similar component, called C2 or P125/N135 (for upper and lower hemifield respectively) and originating from the same brain source as C1.

Present source-space ICA analyses revealed that both C1 and C2 originated around the calcarine fissure. However, unlike the case of the retinotopic distribution of C1 amplitude, C2 exhibited its highest amplitude along the vertical meridian. This suggests that C2 arises from the confluence of V1 and V2, where the vertical meridian is represented (Sereno et al., 1995; Wandell et al., 2007). Furthermore, it could be hypothesized that C2 is mostly generated in V2 rather than V1, given that (i) the waveform and timing of the C2 component closely parallels the one predicted for V2 (Ales et al., 2010a) and (ii) as mentioned above, the sharp transition of C2 amplitude between the upper and lower hemifields is suggestive of origin in extrastriate cortex, whose representation of the visual field above and below the horizontal meridian is segregated in ventral and dorsal sections (Horton and Hoyt, 1991a; Sereno et al., 1995; Wandell et al., 2007).

However, although the retinotopic features of C1 and C2 suggest generators located in V1 and V2 respectively, the latency difference between the two components is greater than the expected delay between V1 and V2 (Ales et al., 2010a, Hagler et al., 2009). This discrepancy might be explained by the fact that the methodological approach used
here was not able to disambiguate the responses from these two adjacent visual areas (unlike the approach employed by Ales et al., 2010a or Hagler et al., 2009). In this way, the waveform of IC#1 could be the result of the summed V1 and V2 responses. If, as shown by the two above-mentioned studies, the response amplitude is higher for V1 compared to V2 during the first time window, the summed response would be initially dominated by V1 features. If, later on, V2 amplitude is higher, the features of this area will predominate in the summed response. For example, as it can be seen in Supplementary Video 1, some retinotopic features indicative of a V2 origin (e.g. strongest amplitude along the vertical meridian) are already present at 105-110 ms, before the C2 component peaks.

**P1-N1 complex**

Unlike the rest of midline components, P1 and N1 appeared as strongly lateralized, with maximum activity over parieto-occipital electrodes contralateral to stimulation. On average P1 peaked at about 100 ms and N1 at about 180 ms, though their latencies were highly dependent on stimulus location. The retinotopic distribution of latency was very similar in the two cases, showing earlier activity for stimulation at foveal locations in the contralateral lower quadrant. In general, amplitude was also maximal when stimuli were presented in the contralateral lower quadrant, though the retinotopic distribution of amplitude showed some differences between the two components, as described below.

On the one hand, and in line with previous reports (Clark et al., 1995; Di Russo et al., 2002, 2005), P1 amplitude was not very sensitive to stimulus location. Although it was higher for the contralateral lower quadrant, especially at peripheral locations, P1 was also evident for the contralateral upper field and even for the ipsilateral hemifield (though at significantly longer latencies and exhibiting a negative polarity in some
sectors, see Figure 6). On the other hand, N1 was much more sensitive to stimulus location. Like P1, it showed maximal amplitude for the contralateral lower quadrant, although preferentially at central locations. However, unlike P1, the N1 component was markedly reduced for the upper visual field and non-detectable for ipsilateral stimulation.

Despite the above-mentioned differences in retinotopic distribution, the two components were captured by a single IC at both sensor and source-level (IC#2 for left hemisphere activity and IC#3 for right hemisphere). This suggests that P1 and N1 components are generated by an activation of nearby regions, in line with previous reports (Clark et al., 1995; Di Russo et al., 2002; Novitskiy et al., 2011). For this reason we have grouped them as the P1-N1 complex. As was the case for the C2 component, the retinotopic map of the P1-N1 complex showed a striking transition at the horizontal meridian, suggestive of extrastriate sources. In addition, the observed amplitude enhancement elicited by stimulation in the lower field would indicate a dorsal generator. This would be in agreement with previous studies (Clark et al., 1995; Di Russo et al., 2002; Martinez et al., 1999; Novitskiy et al., 2011), as well as with our beamforming results, which located the main generator of the P1-N1 complex around the dorsal part of extrastriate area V3. Moreover, the characteristic topography and biphasic waveform of the P1-N1 complex largely resemble the estimated activity of this brain region (Ales et al., 2010b; Hagler et al., 2009).

It is possible that the ventral part of V3 representing the upper visual field (i.e. VP; Burkhalter et al., 1986; Sereno et al., 1995) contributed to the P1-N1 complex, but with lower intensity. This lower intensity might be simply explained by the distance from the source to the electrodes, which would be shorter for area V3 compared to VP. However, some evidence suggests a real advantage for the lower hemifield, both in the strength of
electrophysiological (Portin et al., 1999) and behavioral (Carrasco et al., 2001; Levine and McAnany, 2005; Liu et al., 2006) responses. This functional benefit might be explained by the anatomical overrepresentation of the lower hemifield in the retina (Perry and Cowey, 1985), the lateral geniculate nucleus (Connolly and Van Essen, 1984) and V1 (Van Essen et al., 1984). Furthermore, dorsal V3, unlike its ventral counterpart, has reciprocal connections with V1 and is more myelinated (Burkhalter et al., 1986). Overall, these anatomical and functional asymmetries might explain the higher amplitude and shorter latencies observed for the P1-N1 complex in the lower visual field.

**P2 component**

Finally, we observed a positive component at about 220 ms. As in previous research, the P2 component showed a mid-central scalp distribution and was more prominent for upper field stimulation (Di Russo et al., 2002, 2008; but see Clark et al., 1995, for a larger P2 with lower field stimulation). We also found that P2 had increasingly higher amplitudes and shorter latencies as stimuli were more peripherally presented (especially for eccentricities above 10°; see Figure 6).

As previously mentioned, the results of P2 generation should be interpreted with caution given the presence of activation foci over deep medial areas. Nevertheless, our source localization analysis identified one occipital generator of P2 around the calcarine fissure (V1/V2), similar to the location of C1 and C2 sources, though slightly deeper. This would fit with the larger P2 for stimuli appearing at the periphery, as this is more anteriorly represented in visual cortex than the fovea (Wandell et al., 2007). It has been previously proposed that P2 might be a sign of V1 reactivation, due to top-down feedback from higher level visual areas back to primary visual cortex (Di Russo et al.,
2008). This could explain why P2 is not clearly seen with the mfVEP technique (e.g. Zhang and Hood, 2004), as the rapid stimulation rates employed in these studies might have prevented feedback to V1.

The smooth retinotopic distribution of P2 (see Figure 6) would support the notion that this component arises from striate cortex. However, in conflict with this hypothesis, P2 polarity was positive for the whole visual field, while a V1 source would be expected to produce a polarity inversion between upper and lower hemifields. The absence of a polarity inversion in this case might be explained by the anatomy of the calcarine sulcus. Based on Horton and Hoyt’s (1991b) map of the representation of the visual field in V1, we speculate that the curvature of the upper calcarine bank representing peripheral locations from 10° to 20° (the eccentricity range with a larger P2) might result in signal cancelation at the scalp. In contrast, the lower bank of the calcarine would not be subjected to this opposing geometry, resulting in clear responses when the upper visual field is stimulated. This interpretation is nevertheless tentative, as V1 anatomy and folding patterns are highly variable among individuals (Stensaas et al., 1974), and we do not have access to the individual MRIs that could confirm it.

**CONCLUSIONS**

In conclusion, present results demonstrate that visual ERPs are considerably affected by stimulus location. Furthermore, we have quantified such an effect, providing the first systematic retinotopic mapping of amplitude and latency of major visual ERP components. These findings could be applied in future ERP studies to select optimal spatial locations for visual stimulation.
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