Electrophoretic Versus Dielectrophoretic Nanoparticle Patterning Using Optoelectronic Tweezers
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Currently, there is increasing interest from many scientific disciplines in the development of systems that are able to sort and arrange many objects in parallel at the nano- and micrometric scale. Among others, photovoltaic tweezers (PVT) are an optoelectronic technique for trapping and patterning nano- and micro-objects in accordance with an arbitrary light profile. In this work, the differential features of electro- and dielectrophoretic (EP and DEP) nanoparticle (NP) patterning using PVT are deeply investigated. The study is carried out through theory and experiments. The developed theory extends the applicability of a previously reported model to be able to compute EP potentials and to obtain numerical values for the EP and DEP potential energies. Two-dimensional patterns of charged and neutral aluminum NPs are fabricated on top of Fe:LiNbO$_3$ crystals, and different light distributions and other experimental parameters (crystal thickness and NP concentration) are compared. Patterns of charged and neutral NPs show remarkable differences in both particle density distribution and fidelity to the original light profile. The observed different features between EP and DEP trapping are satisfactorily explained by the theoretical analysis. The results provide routes for the optimization of the NP arrangements for both regimes.
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I. INTRODUCTION

Manipulation and patterning of nano- and micro-objects is a fundamental issue in many, very active fields such as nanotechnology and biotechnology [1-6]. To this end, different purely optical [7] or optoelectric techniques [2] have been developed. The former ones (optical tweezers) are more suitable for single-particle manipulation, whereas the latter methods allow parallel manipulation of many objects. Among other optoelectric techniques, photovoltaic tweezers (PVT) are an emerging, flexible, low-cost technique that allows massive and parallel particle trapping and patterning on the surface of certain ferroelectric materials [8,9]. This tool is based on the remarkably high light-induced electric fields generated in those materials via a singular phenomenon, the so-called bulk photovoltaic (PV) field. When such ferroelectric crystals are illuminated, electrons are photoexcited along a preferential direction (the polar or $c$ axis) giving rise to a PV electronic current. This PV current and the subsequent charge migration and redistribution are responsible for the high PV electric fields inside the material. For the most common ferroelectric material used as PV substrate, Fe-doped LiNbO$_3$, the PV fields can reach values as high as $10^4 - (2 \times 10^5)$ V/cm [10,11]. These fields extend outside the crystal and attract its surface charged or neutral particles existing in its surroundings through either electrophoretic (EP) or dielectrophoretic (DEP) forces, respectively [8].

Recently, PVT has attracted considerable interest due to its flexibility and easy operation. Unlike optical tweezers, this technique allows the simultaneous manipulation of a large number of particles and efficiently operates at low or moderate intensities [9]. Among its advantages over other optoelectric techniques, PVT do not require any electrode or voltage sources, as electric fields are generated simply by illumination. In addition, PV electric fields remain in the material for months or even years under appropriate dark conditions, favoring long pattern stability [8]. These characteristics together with its efficiency and low cost are making PVT a competitive tool for organic and inorganic particle...
manipulation. This technique has been successfully applied in different fields including (i) microfluidics for microdroplet dynamic deformation, patterning, and splitting [12–14] and particle desorption mass spectrometry microchannel fabrication [15], (ii) plasmonics, as a tool for obtaining plasmonic particle desorption mass spectrometry microchannel fabrication [16], (iii) biophotonics and biomedicine as a method of killing cancer cells [17] and for bacteria, pollen, and spore arranging [18,19], and (iv) photonics, for the fabrication of flexible diffractive optical elements [20].

Although PVT are able to manipulate both charged and neutral particles, all theoretical calculations are focused on the patterning of neutral particles [21]. Furthermore, most reported experiments on the trapping of nano- [22,23] and micro-objects [24–27] deal with different illumination and crystal configurations but considering only particles with no electric charge. Concerning electrophoretic trapping, a few experimental results have been reported [28,29]. The information available on the specific features of EP particle trapping and on the comparison with the DEP regime is still scarce. A comparative analysis of this issue is interesting not only as a basic research topic but as an important question to be answered in order to extend the possibilities of the PVT technique to new, naturally electrically charged targets such as DNA and other biological or inorganic entities [30]. Also, the different expected features of EP and DEP trapping increase the versatility and possibilities of the PVT technique when using objects that can be either charged or neutral, as the metallic NP used in the present work.

The aim of this work is to delve into the main features of EP and DEP trapping and the resulting NP patterns and to compare both configurations. To this end, the present study is performed via theoretical simulations and experiments. In Sec. II, we address a series of calculations of EP and DEP potential energies in the vicinity of a photovoltaic crystal. These calculations are developed applying, and extending when needed, a previously reported model for DEP trapping [31]. In Sec. III, we present a set of patterning experiments on Fe:LiNbO$_3$ with both charged and neutral aluminum nanoparticles and analyze them with the help of the theoretical potential energy curves. Finally, we deduce the advantages, disadvantages, and main features of each configuration, paying special attention to the fidelity of the particle pattern to the illumination profile.

II. THEORETICAL MODEL

For ease of understanding, let us briefly describe a few more details of the PVT before introducing the theoretical model itself. Particle trapping by PVT is carried out in two stages: (i) sample illumination and (ii) particle approach to the crystal and trapping onto its surface. These stages can be simultaneous or consecutive. In this work, the consecutive method is used, as we find that it allows better control of the experimental parameters and reproducibility. A diagram of this consecutive procedure is shown in Fig. 1. In the first step [Fig. 1(a)], a ferroelectric crystal sample is illuminated with the desired light pattern, and, due to the photovoltaic effect, an electron current is established in the material. As a consequence, a charge redistribution occurs inside the crystal, generating a space-charge distribution in the bulk and the related electric fields inside and outside (evanescent field) the sample. In this work, to carry out the second stage [Fig. 1(b)], the crystal is introduced in a suspension of the particles to be trapped. Depending on the charge state of the particles, the evanescent field gives rise to EP or DEP forces on them, which arrange and trap the objects on the crystal surface. The orientation of the $c$ axis in the substrate is a key parameter for the PVT, and it has been well studied elsewhere [27], as it is the main factor that determines the different patterning capabilities of $x$-cut ($c$ axis parallel to the surface) and $z$-cut (normal to the surface) crystals. Regarding this aspect, on the one hand, we preferentially use $z$-cut samples since they allow 2D patterning faithful to the illumination, whereas the $x$-cut ones do not [27,31]. On the other hand, we show how $x$-cut samples have turned out to be a good configuration for testing the charge state of particles.

As can be deduced from above, the evanescent electric field in the proximity of the surface of the photovoltaic crystal is a key parameter for PVT operation. Because of the complexity of this electric field, a theoretical model that is able to describe and predict it under specific experimental conditions is necessary. As we mention in the Introduction, the theoretical simulations presented in this work are based on a previously published model for DEP trapping [31]. The cited model is a simplified approach to the steady-state solution of the Kukhtarev equations [32], the system of partial differential equations that describes the charge transport and redistribution inside a photovoltaic crystal, as Fe:LiNbO$_3$, for moderate light intensities. This simplified model focuses on the current-density evolution:

$$J = q\mu n E - qD \nabla n + q\sigma s IN_{\nu} \hat{u}_{\nu}.$$  

In Eq. (1), $J$ is the current density, $\mu$ the electron mobility, $E$ the total electric field acting on the crystal, $D$ the diffusion coefficient, $s$ the photoionization cross
section, \( I \) the local light intensity, \( N_D \) the donor concentration, \( L_{PV} \) the photovoltaic transport length, \( \hat{u}_{PV} \) a unit vector in the direction of the polar axis, \( n \) the free-carrier concentration, and \( q \) the elementary charge. In the model, the diffusion term \( (qD\nabla n) \) is disregarded, as it is much lower than the other two (drift and photovoltaic) in typical experimental conditions. This way, the steady-state electric field \( (E_{sat}) \) reached in the center of an isolated Fe:LiNbO\(_3\) cuboid homogeneously illuminated [see Fig. 2(a)] can be easily calculated taking into account that at steady state the current density is null, so that \( E_{sat} \) becomes

\[
E_{sat} = -\frac{sIN_D L_{PV}}{\mu n} \hat{u}_{PV}.
\]

As the carrier concentration is proportional to the local light intensity, \( E_{sat} \) is dependent only on the crystal properties. Once \( E_{sat} \) is calculated, the model allows us to obtain the saturation space-charge density generated at the faces of the Fe:LiNbO\(_3\) cuboid (see Fig. 2). In this model, the charge density is homogeneous. From this charge distribution, the evanescent (fringe) electric field \( (E_{ext}) \) is numerically calculated. Furthermore, using the dipole approximation for neutral isotropic particles, one can obtain the DEP force \([31,33]\) that is the gradient of the dielectrophoretic potential energy:

\[
F_{DEP} = \nabla (p \cdot E) = \nabla (\alpha E_{ext}^2),
\]

\[
U_{DEP} = -\alpha E_{ext}^2,
\]

where \( \alpha \) is the scalar particle polarizability and depends on the particle’s own properties and its surrounding medium \([33]\):

\[
\alpha = 2\pi r^3 \varepsilon_0 \epsilon_m - \epsilon_p - 2\epsilon_m.
\]

In Eq. (5), \( r \) stands for the radius of the particle, \( \varepsilon_0 \) for the vacuum permittivity and \( \epsilon_m \) and \( \epsilon_p \) for the medium and particle relative permittivities, respectively. For metallic nanoparticles in typical dispersive media \( (\epsilon_p \gg \epsilon_m) \) like the ones used in Sec. III, the previous equation can be simplified to

\[
\alpha = 2\pi r^3 \varepsilon_0 \epsilon_m.
\]

In order to compare the EP and DEP regimes, in this work we extend the applicability of the theoretical model that we describe above to be able to compute not only the DEP potential energy but also the EP one associated to the same space-charge-density distribution of a crystal. This EP potential energy can be obtained directly from the well-known expression

\[
U_{EP} = -\int Q E_{ext} \cdot dl.
\]

where \( Q \) is the particle electric charge, and \( l \) is an arbitrary curve that connects a point where the potential energy is known to the point \( P_i \), where this value is wanted. For the sake of simplicity, zero potential energy is fixed at infinity, and our integration path is a line perpendicular to the crystal surface. Thus, the integral of expression (7) turns into

\[
U_{EP}(X_i, Y_i, Z_i) = -\int_{Z_i}^{Z} Q E_{ext,z}(X_i, Y_i, z)dz,
\]

in which \( Z_i \) is the height above the crystal where the potential is calculated. We assume the same spatial discretization and expressions of the external electric field as those obtained in Ref. [31].

The potential energy functions \( U_{DEP} \) and \( U_{EP} \) are the main tools to predict and analyze the main features of the patterns since NPs tend to trap in its minima. It should be noted that the model does not take into account the interaction between different cuboids, and it works only with light and dark illumination profiles. Therefore, in principle, it is limited to describe pixelated illumination geometries compounded by many cuboids. Although a more complex model that overcomes these limitations has been already published by the authors [21], it is valid only for an \( x \)-cut configuration, and it can be used only to check \( x \)-cut results. Because of the greater complexity presented by the \( z \) cut for theoretical modeling, a similar detailed model cannot be found in the literature. In addition, the present model does not take into account particle-particle interaction. The presence of a particle trapped on the surface of the substrate locally modifies the electric field and so the effective potential felt by the next one. The lower the period, the more important this effect [25]. Nevertheless, we show that the simple model presented above is good enough to reveal the most important features of EP and DEP trapping.

FIG. 2. Illumination diagram of a single cuboid (a) and charge-density distribution inside the photovoltaic crystal in the (b) \( x \) cut and (c) \( z \) cut.
A. Theoretical results and analysis

The model is applied to simulate EP and DEP potential energy curves for a 250-µm-side single square homogeneous light distribution, similar to the one shown in Fig. 2. The results are presented in Fig. 3 for the x- [Figs. 3(a) and 3(c)] and z-cut [Figs. 3(b) and 3(d)] crystals at different distances from their surfaces. In order to obtain quantitative values for the potential energies, we use the properties of the particles used in Sec. III (Ø = 70 nm aluminum NP in hexane; see Table I). Because of the difficulties of measuring the total charge of a NP suspended in a nonpolar medium, a minimum positive charge density is estimated for the calculation of EP potential energies, as we explain below. First, the peak DEP force is obtained from the DEP potential energy curves in the z cut, resulting in around 3 nN at 1 µm from the crystal surface. Then, the minimum total charge of a single NP is estimated by making the EP force peak 1 order of magnitude larger than the DEP one under the same conditions. This way, we ensure that DEP forces can be disregarded as charged particles. The obtained minimum charge, around $2 \times 10^{-17} \, \text{C}$, is in good agreement with the previous calculations made for similar theoretical arrangements by Mokrý et al. [34]. According to Table II, it is evident that for both EP and DEP regimes, the potential energy values are several orders of magnitude larger than the thermal energy at room temperature $kT$, being $k$ the Boltzmann constant and $T$ the absolute temperature.

Starting with the x cut, this square-type illumination generates two opposite-charged planes inside the crystal [see Fig. 2(b)]. We show that while the dielectrophoretic potential energy (proportional to $E^2$) is symmetric [Fig. 3(c)], the electrophoretic one is clearly antisymmetric [Fig. 3(a)]. The DEP potential energy is also sharper, and its

![Figure 3](https://example.com/figure3.png)

**FIG. 3.** EP (a),(b) and DEP (c),(d) potential energies at four distances from the surface due to a single square illumination in the x cut (a),(c) and z cut (b),(d). Potential energies are calculated at the midline. In the z cut, they are calculated on the $c+$ face of the crystal.

Because of the difficulties of measuring the total charge of a NP, a minimum charge of $3 \times 10^{-17} \, \text{C}$ is estimated for the calculation of EP potential energies, as we explain below. First, the peak DEP force is obtained from the DEP potential energy curves in the z cut, resulting in around 3 nN at 1 µm from the crystal surface. Then, the minimum total charge of a single NP is estimated by making the EP force peak 1 order of magnitude larger than the DEP one under the same conditions. This way, we ensure that DEP forces can be disregarded as charged particles. The obtained minimum charge, around $2 \times 10^{-17} \, \text{C}$, is in good agreement with the previous calculations made for similar theoretical arrangements by Mokrý et al. [34]. According to Table II, it is evident that for both EP and DEP regimes, the potential energy values are several orders of magnitude larger than the thermal energy at room temperature $kT$, being $k$ the Boltzmann constant and $T$ the absolute temperature.

Starting with the x cut, this square-type illumination generates two opposite-charged planes inside the crystal [see Fig. 2(b)]. We show that while the dielectrophoretic potential energy (proportional to $E^2$) is symmetric [Fig. 3(c)], the electrophoretic one is clearly antisymmetric [Fig. 3(a)]. The DEP potential energy is also sharper, and its

<table>
<thead>
<tr>
<th>TABLE I. Experimental parameters used in the simulations.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Material</td>
</tr>
<tr>
<td>Relative permittivity</td>
</tr>
<tr>
<td>Surface-charge density (mC/m²)</td>
</tr>
<tr>
<td>Diameter (nm)</td>
</tr>
</tbody>
</table>

**TABLE II. Maximum absolute values of the potential energies shown in Fig. 4 and thermal energy.**

<table>
<thead>
<tr>
<th></th>
<th>x cut</th>
<th>z cut</th>
</tr>
</thead>
<tbody>
<tr>
<td>EP (pJ)</td>
<td>1.19</td>
<td>10.12</td>
</tr>
<tr>
<td>DEP (pJ)</td>
<td>$1.40 \times 10^{-2}$</td>
<td>$3.85 \times 10^{-1}$</td>
</tr>
<tr>
<td>Thermal at 300 K (pJ)</td>
<td>$4.14 \times 10^{-9}$</td>
<td></td>
</tr>
</tbody>
</table>

minima are extremely defined for close distances to the surface. Then, neutral particles should arrange in two identical particle strips, whereas charged particles are expected to trap only on one of the edges of the illuminated area depending on its sign.

In the case of the z cut, EP [Fig. 3(b)] and DEP [Fig. 3(d)] potential energies are calculated at the $c+$ face of the crystal, where the charge density is negative. The potential wells are both symmetrical, in accordance with the fact that the pattern itself is symmetric and electron migration inside the crystal is perpendicular to its surface. However, for the EP case, the potential energy softly varies from far away from the illuminated region to a minimum at the center, whereas for the DEP regime, there is a strong edge effect at the boundary of the illumination zone. This latter case presents very deep wells close to the surface corresponding to the edges of the square and almost a constant higher value in the center [Fig. 3(d)]. From these potential energies, one expects a main difference between the EP and DEP particle profiles in the z cut: for neutral particles, one should expect them to distribute through the whole illuminated spot with preferential trapping at the borderline of the light profile, while charged ones are expected to place mostly in the center of the illuminated region and fade towards the edges.

To sum up, the theoretical model shows clear differences in EP and DEP potential energies for a single square illumination in both cuts. These differences are expected to be translated in diverse patterning features depending on each crystal cut and particle charge state and to be present somehow in more complex trapping profiles.

III. EXPERIMENTAL PROCEDURE

As we mention in the previous section, nanoparticle patterns are obtained in a two-step process. First, the crystal sample is illuminated, and then it is introduced in the particle

---
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suspension. As PV substrates, 1-mm-thick $x$- and $z$-cut Fe:LiNbO$_3$ crystals with 0.1-wt% iron impurities are used. The suspensions contain aluminum nanoparticles ($\Omega = 70$ nm) in hexane. As the aim of this work is the comparison of EP and DEP trapping, different pairs of suspensions with the same nanoparticle concentration are made; one of each pair has neutral nanoparticles, and the other one has positively charged ones. The NP concentrations are between 0.01 and 0.2 g/L [$\left(2 \times 10^{13} - 4 \times 10^{14}\right)$ NP/L]. Except for two cases explicitly indicated in the text, all other experiments are conducted with NP concentrations of 0.04 g/L ($8 \times 10^{13}$ NP/L). The immersion times are about 40 s.

For crystal illumination, a frequency-doubled Nd:YAG laser at 532 nm is used. The beam is shaped by a spatial light modulator (SLM) model HOLOEYE LC-R 1080 together with a lens and a pair of crossed polarizers. According to the setup provided by the manufacturer, the laser beam is first polarized and then reflected on the SLM screen, where the desired light profile is presented. The different diffraction orders of the outcoming beam are collected by the lens, and the original image is reconstructed on its image plane. The phase changes induced in the light beam by the SLM are turned into amplitude modulation when it propagates through the second polarizer. Light intensities on the sample are approximately 10 W/m$^2$, and the illumination time is 10 min.

In order to check the electric charge of the Al NP during the study, a control test based on the potential energy curves shown in Figs. 3(a) and 3(c) is developed. Before and after each experiment, we illuminate an $x$-cut sample with a homogeneous single-slit pattern and trap on it the particles from the suspension we want to test. According to the EP and DEP curves of Figs. 3(a) and 3(c), one should expect a single strip of particles if the NPs are charged and two if they are not. An example of this illustrative test is shown in Fig. 4. If one compares the experimental patterns with the theoretical potential energy curves of Figs. 3(a) and 3(c), one can deduce that in Fig. 4(a), most particles have electric charge, while in Fig. 4(b), they are neutral. Making a good calibration, this experiment can be used to estimate quantitatively the proportion of charged and uncharged particles in a suspension. Even more, the charge sign can be determined if the positive and negative ends of the polar axis are located and vice versa. Therefore, the $x$-cut configuration is a simple and efficient way to check the charge state of the NP.

A. Experimental results and discussion

In order to deeply investigate the differences between the EP and DEP patterns, experiments using $z$-cut substrates are preferred, as this cut is able to successfully reproduce 2D light patterns, whereas an $x$ cut is not [9,27]. To this end, we develop a series of experiments of different light profiles and experimental parameters. The first light profile we study is represented in Fig. 5(a). It consists of a $7 \times 9$ checkered pattern, and each square has 250-μm sides.

In Fig. 5, the patterns made with charged [Fig. 5(b)] and neutral [Fig. 5(c)] aluminum NP particles are shown. In the case of positively charged particles, there is a clear radial

\[ E_{\text{EP}}(\mu m) = \begin{cases} 
-25 & \text{if } x < 0 \\
-20 & \text{if } x = 0 \\
-15 & \text{if } x > 0 
\end{cases} \quad \text{for EP pattern}
\]

\[ E_{\text{DEP}}(\mu m) = \begin{cases} 
-21 & \text{if } x < 0 \\
-16 & \text{if } x = 0 \\
-11 & \text{if } x > 0 
\end{cases} \quad \text{for DEP pattern}
\]

FIG. 4. Aluminum nanoparticles deposited on the surface of an $x$-cut Fe:LiNbO$_3$ crystal after single-slit illumination. Positively charged (a) and electrically neutral (b) aluminum nanoparticles.

FIG. 5. Checkered pattern, 250-μm square sides. (a) Light profile. (b),(c) Charged and neutral aluminum nanoparticle patterns on $z$-cut Fe:LiNbO$_3$ and the corresponding particle density profiles through the highlighted column. (d),(e) EP and DEP potential energies at 1 μm from the crystal surface. Dark and light colors indicate low and high values of the potential energies, respectively.
particle density gradient from the edges towards the center: the squares on the corners are barely defined, while the inner ones are complete, although they are a little blurry and smaller than the ones that form the illumination. On the contrary, when the particles are neutral, all the squares are basically equal and very well defined. In fact, there is higher particle density at the square sides, as can be clearly seen in the inset. The particle density profiles added in Figs. 5(b) and 5(c) are made for both patterns through the third column of squares, and they confirm these differences (see the Fig. 5 caption). The one corresponding to the EP trapping shows a higher NP density of the inner squares and the smooth variation of this parameter inside each one individually. On the contrary, the DEP particle density has steep boundaries between the particle and no-particle regions and larger particle trapping at the square edges.

The charged and neutral NP patterns are very different, as they are expected to be in light of the Sec. II analysis. In order to better explain these different features, we make additional theoretical calculations of the EP [Fig. 5(d)] and DEP [Fig. 5(e)] potential energies using the same parameters as those of the experiments. They are calculated at 1 μm from the crystal surface. In the plots shown in Fig. 5, the cool colors indicate low values of the potential energy and the warm colors high ones. For obtaining numerical values, the same assumptions as for Fig. 3 are made. A clear agreement with the experimental patterns described above is found. The global EP potential energy softly varies from the edges of the illumination towards the center. This characteristic matches with the fading of the particle density and the definition observed in the experimental pattern [Fig. 5(b)]. In the DEP potential, all the squares are mostly equal, sharply defined, although if one pays attention to the sides of every single square, a line of much lower potential energy is visible in purple (it is best noticeable in the border squares). This narrow region of extremely low potential is the responsible of the larger number of particles in the edges of the squares shown in Fig. 5(c).

It is worthwhile to also look at some particular pattern details of the EP and DEP trapping. Looking again at Figs. 5(b) and 5(c), a faint NP trapping is visible in the center of the nonilluminated areas in the DEP, whereas in the EP, the regions between the squares are basically clean [this effect also appears in the particle density profiles of Fig. 5(c)]. The explanation can be found in Figs. 3(b) and 3(d). Far away from the crystal surface, both potential energy curves are almost flat, which makes the particles distribute homogeneously at 1–10 μm above the crystal. Closer to its surface, both are lower—as they are attractive—but while the EP graph shows a soft decrease towards the center of the square, the DEP potential remains essentially flat outside the illuminated square. From this potential distribution we conclude that neutral particles will feel lower lateral forces than charged ones, so they have a larger probability to be trapped in nonilluminated areas.

In order to ensure that the effects described above are not specific to the chosen pattern but characteristic of EP and DEP trapping, we test other simple geometries with different symmetries, i.e., the periodic pattern of circles shown in Fig. 6. In this pattern, each circle is 250 μm in diameter, as it is the square’s side length. The same z-cut Fe:LiNbO₃ crystals and aluminum NP as in the previous experiment are used. Again, we address the experimental patterns together with the theoretical simulations. The particle patterns are similar to those presented in Fig. 5, although the edge effects are less noticeable, probably because of the radial symmetry of the motives. Nevertheless, there is still a soft increase of the particle density and definition towards the center in the EP trapping [Fig. 6(a)], and in many of the circles of the DEP pattern [Fig. 6(b)], their edges have a larger number of NPs than the inside (top left). In addition, although the light pattern is exactly the same in both cases, the charged particles seem to generate smaller circles due to the global envelope and the gentle slope of the potential wells.

Therefore, the EP potential energy curve is smoother than the DEP one, as shown in Fig. 3. In fact, the main features we predict for a single square in each kind of potential also appear as an envelope in a more complex pattern, which is translated into two very different kinds of patterns depending on the charge state of the particles. If the particles are charged, one can expect a gradient in both trapped particle density and pattern definition from the edges of the pattern towards the center. In the case of neutral particles, the definition of the whole pattern should
be approximately the same but with larger particle densities at the edges of the motives (edge enhancement).

The present results indicate that, in general, DEP particle patterning gets a more accurate reproduction of the light profile than EP patterning, as the motives are better defined and homogeneous. However, the large number of parameters involved in the process provides the technique with much flexibility. The user has some degrees of freedom to improve or modify the patterning capabilities of their system and to obtain diverse results at will. Some of the most interesting parameters are discussed below.

The first one is the thickness of the photovoltaic crystal. In DEP trapping there is not a great difference in the resulting particle patterns for the typical range of samples with thickness 0.5–1 mm. However, we observe that for EP patterning, the homogeneity of the patterns significantly increases as the crystal thickness decreases. In the top left of Fig. 7(a), a good-quality Al NP particle pattern is shown. It is made with the same experimental parameters as in Fig. 5(a), including the positively charged suspension, except for crystal thickness, which is 0.5 mm instead of 1 mm. This last pattern is repeated at the bottom of the image for better comparison. It is evident that the pattern made with the thinner crystal is much more homogeneous and that it resembles the light profile much more than the bottom one. The theoretical calculations agree with this result; Fig. 7 also shows the EP potential energy through the same row of squares for 1- and 0.5-mm crystal thickness. As can be seen, in the second case the curve is flatter than in the former one, which means a lower particle gradient through the pattern.

Additional calculations for 0.75 and 2 mm are made, and they follow this trend: the thinner the crystal, the flatter the potential energy curve. The origin of this dependence is the increasing proximity of the two charged surfaces of the crystal when its thickness decreases, what reduces the total electric field felt by the particle. In addition, in the DEP potential energy curves, the edge effect also decreases with lower crystal thicknesses, although less noticeably. That is the reason why DEP experiments usually show a slight edge enhancement even when thin crystal samples are used.

Two other simple but important parameters are immersion time and suspension concentration. They cannot be addressed independently as the higher the concentration, the lower the immersion time needed to obtain similar patterns. Looking again at Fig. 5(c), the value of the DEP potential energy in the edges of each square is much lower than in the center. This potential distribution produces an increase in the particle density in the edges of each individual square, as shown in the inset of Fig. 5. In the limit in which the particle density or immersion time is low enough, one can obtain DEP patterns similar to the one presented in Fig 8(a), in which even though the illumination is a distribution of solid circles, Al NPs define only a circumference (edge patterning). The experimental parameters of this pattern are the same as in Fig. 5 but with a decrease of the NP concentration from 0.04 to 0.01 g/L. The opposite case is shown in Fig. 8(b). For this experiment, the concentration increases up to 0.2 g/L, and as a consequence, the particle density in the center is no longer lower than in the edges but equal to it, although the number of particles in the background also increases, which is usually undesirable.

**IV. SUMMARY AND OUTLOOK**

The behavior of charged particles under PV-induced electrophoretic forces, i.e., the manipulation of these particles by PVT, is thoroughly characterized via theoretical calculations and experimental patterns. Moreover, the different features of EP and DEP NP trapping and patterning are analyzed in detail. Charged and neutral aluminum nanoparticles are trapped on the surface of a photovoltaic substrate (Fe:LiNbO3) following the given 2D light patterns. We find that under the influence of EP potentials, NP patterns tend to exhibit radial fading, with larger particle density and pattern definition in the central region with regard to the edges. On the contrary, DEP trapping produces very homogeneous patterns, faithful to the light pattern, although a noticeable edge enhancement of the
molecules is visible, and it tends to present more particles out of place than EP patterning.

These experimental results are discussed and compared with theoretical simulations for the same conditions, showing really good agreement. Although the calculations are based on a previously reported theoretical model that describes DEP trapping [31], the present work extends the applicability of this model to be able to also obtain the EP potentials. In addition, the potential energies’ values are calculated, showing that they are much larger than the thermal energy at room temperature, indicating a good stability of the patterns. Despite the model simplicity, it is proven as a useful tool for predicting and understanding all the experimental results.

It is worth mentioning that most of the conclusions presented above are essentially applicable regardless of the method used for obtaining the electric field. In particular, there are related optoelectronic techniques and nonoptical electric deposition techniques on ferroelectric substrates that take advantage of charge distributions similar to the PVT ones for particle arranging. One may point out pyroelectric and ferroelectric domain-based trapping of biological [36,37] and inorganic [6,38] matter and photo-induced Ag-NP deposition from Ag⁺ on Fe∶LiNbO₃ [39].

Furthermore, the interest and impact of the obtained results is twofold. First, this work provides a characterization of the trapping behavior of charged particles by PVT, a pending issue in the development of this technique. We believe these results will encourage the use of non-neutral objects, as very few studies have been reported so far. As an example, one may consider the controlled deposition in complex shapes of relevant charged biological polymers such as DNA and RNA or other organic compounds as dyes. Second, the comparative analysis of the electrophoretic and dielectrophoretic regimes provides routes for PV patterning optimization when the manipulated nano- or micro-object can be either charged or neutral, as the metal NP shown in this work. In those cases, one may choose which configuration, EP or DEP, is better adapted to the specific needs of their particular application.
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