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Resumen y Conclusiones

El objetivo central en scattering inverso es recuperar un potencial ¢(z), x € R™, desconocido, a
partir de los datos de scattering us,. Sea k € (0,00), y 0,0 € S"7 L. uy(k,0,0') describe el
comportamiento asintético de las soluciones de scattering us(k, 0, x), © = |x|6’, que satisfacen

(1)

(—A+q—KkHu=0
junto con la condicién de radiacién de Sommerfeld.

El problema de recuperar ¢(z) a partir de u(k, 8,0") estd sobredeterminado, ya que el poten-
cial depende de n pardmetros (es una funcién R™) y los datos de scattering dependen de 2n — 1.
De hecho, la transformada de Fourier de ¢ se puede recuperar puntualmente de los datos totales
Uoo(k,6,0"), y 1o mismo ocurre en ciertos casos especificos, cuando los datos dependen solo de n+1
parametros.

Por lo tanto, es natural considerar problemas inversos formalmente bien propuestos, restrin-
giendo el dominio de us(k, 0,0") para que dependa solo de n pardmetros. Desde el punto de vista
de las aplicaciones, esto tiene sentido ya que siempre es de interés reducir el nimero de medidas
necesarias. Existen distintas maneras de reducir el niimero de parametros. Uno de los més estu-
diados es el problema de backscattering. En este caso, como el nombre sugiere, solo se consideran
las ondas reflejadas por el potencial en la direccién opuesta a la onda incidente (los ecos), esto es,
Unicamente uq(k, 8, —0) se da por conocido. Este es el principal problema tratado en esta tesis,
pero también estudiaremos el caso de scattering de dngulo fijo, en el cual las ondas se envian desde
una direccion fija 8 = 6. Ademas se presentardn algunos resultados relacionados para el caso de
datos totales, problema que presenta algunos rasgos en comun con los dos anteriores.

En estos tres problemas, una de las maneras usuales de proceder es construir la aroximacion
de Born del potencial, que denotaremos por gp en el caso de backscattering y gy in en el de
scattering de angulo fijo. La aproximaciéon de Born es esencialmente la transformada de Fourier
inversa de los datos de scattering reducidos, y es también una funcién de R™. En cierto sentido, es
la aproximacion lineal del problema inverso y es muy utilizada en las aplicaciones. Desde el punto
de vista tedrico, la transformada de Fourier de qg se puede entender como una transformada de
Fourier no lineal del potencial ¢q. Esto se puede observar en la férmula

q5(—2k0) :/ e Vq(y) (™Y + uy(k, 0,y)) dy, (2)

donde la no linealidad se debe al hecho de que us(k, 6, ) depende de ¢ a través de (1).
A partir de la férmula anterior, podemos establecer una relacién més inmediata entre la aprox-
imacién de Born y el potencial, a través de serie de Born

a5 ~q+ Y Qilq)

=2

v
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En el problema de scattering de angulo fijo, existe una relacién del todo analoga:

@ ~q+ Qo)

=2

Utilizamos el simbolo ~ para evitar tratar en este resumen la convergencia de ambas series. @,(q)
y Qo ;(q) son ciertos operadores multilineales que describen la dispersién miltiple de la onda
e’z v se pueden expresar en términos de la resolvente del laplaciano. Como el nombre sugiere,
la aproximacién de Born es una buena aproximacién para ¢, en el sentido de que la diferencia
q — gp es pequena en una norma apropiada para potenciales que satisfacen ciertas condiciones de
pequenez.

Desde el punto de vista matemaético, una cuestiéon importante que no esta respondida satisfac-
toriamente es establecer cuanta informacién contiene la aproximacion de Born sobre el potencial
q, v si es posible recuperar completamente ¢ conociendo gg. Esto es equivalente a preguntarse
si la transformada de Fourier no lineal dada por (2) es invertible. Este es un problema de gran
complejidad y de hecho, la cuestién de la unicidad solo se ha respondido parcialmente.

Motivado por el uso de la aproximaciéon de Born en las aplicaciones, un posible enfoque para
buscar resultados de recuperacion parcial del potencial parte de preguntarse qué tipo de informacién
sobre ¢ se puede recuperar directamente de qp, o de forma muy inmediata. Este es el camino
seguido en [36] donde se muestra que la aproximacién de Born construida a partir de los datos
totales contiene las principales singularidades de gq. Desde entonces este tipo de resultados han
recibido una gran atencion en los tres problemas de scattering aqui comentados.

El objetivo principal de este trabajo es cuantificar la regularidad de ¢ — ¢g, y comprobar
cuando esta diferencia es mas regular ¢, dependiendo de la dimensién n, y de la regularidad a
priori del potencial ¢ medida en la escala de Sobolev. Trataremos la misma cuestion en el caso de
scattering de angulo fijo. La mayoria de los resultados de esta tesis se pueden encontrar también
en los articulos [27-29]. Se consideran potenciales complejos a lo largo de todo el trabajo, y no se
asume ninguna condicién de pequenez sobre los mismos.

Los principales resultados obtenidos se pueden dividir en tres grupos. En primer se estudia
la recuperacién de singularidades en backscattering para dimensién n, mejorando la mayoria de
los resultados previos conocidos hasta ahora (ver teorema 2.3). Ademds por primera vez se de-
muestra que existe una condicién necesaria que limita las singularidades que se puede obtener de
la aproximacién de Born (ver teorema 2.2). En segundo lugar, se intentan obtener resultados de
recuperacién de singularidades que sean 6ptimos de acuerdo con el teorema 2.2, bien pasando de
medir la regularidad de ¢ — ¢p de los espacios de Sobolev a la clase de Holder (teorema 2.7 y coro-
lario 2.8), bien asumiendo que los potenciales son radiales, o satisfacen ciertas condiciones un poco
menos restrictivas (teorema 2.9 y corolarios 2.10 y 2.11). Por dltimo, en tercer lugar, se extienden
los dos primeros resultados mencionados al caso de scattering de dngulo fijo (ver teoremas 2.13 y
2.14).
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Chapter 1

Introduction

The central problem in inverse scattering for the Schrodinger equation is to recover
an unknown potential ¢(x), z € R™, from the scattering data, the so called far field
pattern or scattering amplitude .

Let k € (0,00), and 6,0 € S 1. uy(k,0,0") describes the asymptotic behavior
of the scattering solutions us(k, 8, x), v = |x|¢, which satisfy

{(—A+q—k2)u—0 (1.1)

u(z) = e* 4y (k, 0, 1),

together with a certain condition at infinity (the Sommerfeld radiation condition).
Therefore, uy is just the difference between the generalized eigenvalues of the Hamil-
tonian H = —A + ¢ and the plane waves, the generalized eigenvalues in the free
case. When 0 # 0', u(k,0,0") is related to the probability amplitude (in the quan-
tum mechanics sense) that a free particle of energy k? incoming from direction 6
is scattered by the potential in direction €. Indeed, the far field pattern is closely
related to the scattering matrix, which has a central role in quantum mechanics.

The problem of recovering ¢(z) from uy(k,0,6’) is greatly overdetermined since
the former depends on n parameters (is a function in R™) and the latter depends
on 2n — 1. In fact it can be shown that the Fourier transform of ¢ can be recovered
pointwise from the whole data u.(k,0,6'), and the same happens in certain specific
instances if we restrict the data to depend only on n + 1 parameters.

Therefore is natural to consider formally well posed inverse problems by restrict-
ing the domain of u.(k,0,6) to depend only on n parameters. This makes sense
from the point of view of applications, where very often is of great interest to reduce
the number of measurements as much as possible. There are different natural ways
to do this.

One of the most widely studied is the backscattering problem. In this case, as
the name suggest, only the waves scattered in the opposite direction of the incident
wave (the echoes) are taken into account, that is only wus(k, @, —0) is considered
known. This is the main problem studied in this thesis, but we will also treat the



fized angle scattering problem, where the waves come instead from a fixed direction
0 = 0. Some results will also concern the full data scattering problem, that shares
some common traits with the previous ones.

In these scattering problems, the usual procedure is to construct the Born ap-
proximation of the potential, which we denote by ¢p in the case of backscattering
and gy in the case of fixed angle scattering. The Born approximation is essentially
the Fourier inverse transform of the restricted scattering data, and it is also an R”
function as ¢. In a certain sense, it is a linear approximation to the inverse problem
and it is widely used in applications. From the theoretical point of view, the Fourier
transform of ¢p is a kind of nonlinear Fourier transform of the potential ¢ since we
have the formula

GE(—2k9>:(/;emaaﬂyxe%ﬁy+—uxk,940)dy. (1.2)

The nonlinearity comes from the fact that us(k, 6, z) also depends on ¢ by (1.1).
From the previous formula, a more direct relation with the potential can be
established through the so called Born series expansion

a5~ q+ Y Q) (1.3)
j=2
In fixed angle scattering we find a completely analogous relation,
qo ~ q+ Z Qo.3(q), (1.4)
j=2

(we use the ~ symbol to avoid claiming anything about convergence yet). @Q;(q)
and Qg (q) are certain multilinear operators describing the multiple dispersion of
the wave e”*®® that can be expressed in terms of the resolvent of the Laplacian.
We will call the Q5 operator the double dispersion operator of backscattering and
analogously in fixed angle scattering. As the name suggest, the Born approximation
is a good approximation for potentials satisfying certain smallness conditions, in the
sense that the difference ¢ — gp is also small in appropriate function spaces.

From a mathematical point of view an important question that is still not com-
pletely answered is to establish how much information does the Born approximation
contain about the actual potential ¢, and if it is possible to recover ¢ completely from
the knowledge of gg. This is equivalent to asking if the nonlinear Fourier transform
given by (1.2) can be inverted. This is a hard problem, and in fact, the question of
uniqueness is only partially answered.

Motivated by the use of the Born approximation in applications, and in search
of partial recovery results, another approach is to ask how much and what kind
of information about ¢ can be obtained just by looking at ¢p, that is, in a very
immediate way. In this sense, in [36] it was shown that the Born approximation of full
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data scattering must contain the leading singularities of ¢q. Since then, this approach
has received great amount of attention in all the different scattering problems.

The main objective of this work is to quantify as exactly as possible how much
more regular than ¢ can ¢ —gp be in general, depending on the dimension n, and the
a priori regularity of the potential ¢ measured in the Sobolev scale. We will address
the same question in fixed angle scattering. Most of the results that we will present
in this thesis can also be found in the papers [27-29]. The potentials considered can
be complex valued and we don’t assume any smallness condition on them.



Chapter 2

Main results

2.1 Historical remarks

Scattering theory studies a huge number of physical phenomena in which particles
or waves are scattered by a collection of objects or inhomogeneities in a medium. In
our case, the object responsible of the scattering phenomena is ¢(z), a compactly
supported electrostatic potential in R"™. For scattering theory, the most important
information is how scattered waves or particles deviate from the free case, loosely
speaking the situation in which there are no objects or inhomogeneities disturbing
their propagation (for us this clearly will be the case ¢ = 0). This is essentially the
information contained in the scattering data. Given a certain underlying physical
theory (non relativistic quantum mechanics, Maxwell equations, elasticity...), inverse
scattering deals with the reconstruction of the parameters which describe the object
responsible of the scattering phenomena from the scattering data. As in other inverse
problems, some of the main questions are uniqueness, stability and reconstruction.

In mathematical physics, the backscattering problem was extensively studied
in [37-41]. From the point of view of the inverse problems, the question of uniqueness
is still open. In particular it is not even known if qg = 0 implies that ¢ = 0 for
potentials in C2°(R™). There are several results concerning uniqueness, but they are
related to different definitions of the scattering data. In fact, the backscattering data
can be introduced in the context of the stationary Schrodinger equation or in that
of the time dependent wave equation. The reader may consult [42] for more details
and references. In [51] it is shown, among other uniqueness results, that in n = 3
the backscattering data determines the convex hull of the support of a compactly
supported potential. Generic uniqueness and uniqueness for small potentials has
been obtained in [13-15,25,50] for dimensions 2 and 3. Similar results have been
obtained in odd dimension n > 3 in [55] and for even dimension in [56]. Also, in [42]
it has been proved for n = 3 that two potentials differing in a finite number of
spherical harmonics with radial coefficients must be identical if they have the same
backscattering data.
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In fixed angle scattering, uniqueness for the inverse problem of recovering ¢(z)
from the previous data is also an open question. Generic uniqueness and uniqueness
for small potentials has been obtained in [50] for potentials in dimension 3 with
certain smoothness conditions. Also, it has been shown in [7] that if the scattering
amplitude vanishes for a fixed @, then ¢ has to be zero.

A different problem that we didn’t mention in the introduction is the fixed energy
scattering problem. In this case the scattering data u(k, €,6') is considered known
for a fixed energy k = ko and for every 0,6’ € S*!, and hence it is formally well
determined only in dimension 2. The Born approximation, as it turns out, is not
very useful in this case, and that is one of the main reasons we don’t address it in
this work. In fact, this problem is strongly related to the Calderon problem, and the
main tools used to study it are Calderén-Sylvester-Uhlmann complex exponential
solutions. This is because, for compactly supported potentials, knowledge of the
scattering amplitude at fixed energy is equivalent to knowing the Dirichlet-Neumann
map for the Schrodinger equation, measured on the boundary of a large ball which
contains the support of the potential (see, for example [54]).

The interest of studying the reconstruction of singularities from the Born approx-
imation comes from the fact that it is a very simple procedure that yields important
qualitative information about the potential. This is of special interest in geophysics,
where an algorithm which yields the singularities of the parameters describing the
medium of propagation of the waves is denominated a a migration scheme (see [10]).

Thee are many works which study the recovery of singularities in backscatering ,
see [3,8,17,19,27,31,43-45,48], and also in full data scattering, see [2,33-36]. In fixed
angle scattering we mention [28,46]. Also, an analogue of the Born approximation
has been introduced to study the recovery of singularities of live loads in Navier
elasticity, see [4,5]. In a slightly different spirit, in [22,32] they study the problem
of reconstructing the corners of the boundary of a penetrable obstacle of polygonal
shape from the measurement of a single acoustic scattered wave.

2.2 The Born series expansion

The scattering solutions wu,(k,0,z), k € (0,00), § € S"! that appeared in the
introduction are perturbed solutions of the stationary Schrodinger equation. They
satisfy the following equation and conditions

(A +q¢—k)u=0
u(z) = ™ +uy(k, 0, ) (2.1)
limys oo (G — ikus) () = of|a]~"72).

The last line is the outgoing Sommerfeld radiation condition, necessary to have

uniqueness of solutions. An important property of the scattering solutions satisfying
the outgoing Sommerfeld radiation condition is that if ¢ is compactly supported,
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then wu, has the following asymptotic behavior when |z| — oo
us(k,0,x) = C\.’B!‘("—1)/2k("—3)/26ik‘z'uoo(k, 0,x/|x|) + 0(|£L"_(n_1)/2),

for a certain function u.(k,0,0'), k € (0,00), 6,60/ € S*"1. As mentioned in the
introduction, wu., is the so called scattering amplitude or far field pattern that de-
scribes the behavior of ug(k, 0, x) at infinity. The far field pattern can be expressed
directly in terms of the potential,

w10, = [ e g(y)uty)dy, 2.2

where w is the solution of (2.1), and hence also depends on ¢, k and . This is also
a theorem of Rellich.

To construct the scattering solutions us we apply to the first line of (2.1) the
outgoing resolvent of the Laplacian Ry, an inverse operator of A + k%. Formally,
this gives the Lippmann-Schwinger integral equation

us(k,0,x) = Rk(qeike'('))(x) + Ri(qus(k,0,-))(x). (2.3)

Since k? is in the spectrum of the Laplacian, R;, cannot be a bounded operator
in L*(R"), but it is bounded from L% to L? ; with § > 1/2. This is the well known
limiting absorption principle of [1]. Its Fourier symbol is given by the following limit
in the sense of distributions

Ri(£)(&) = lim(—[¢]* + k2 + ie) (&), (24)

e>0

and computing the inverse Fourier transform of the previous expression it can be
shown that

Rip(f)(z) = ;i pn—2 Flhw)e™™ do(w) + P.V./ ginC (<)

———d
2 S§n—1 n _‘CP + k2 C7

For a more detailed account of all these facts see [47] or [16] (in the latter the case
non-compactly supported real potentials with certain decay in L is also consid-
ered).

The existence of scattering solutions of (2.1) can be reduced then to showing
existence for the Lippmann-Schwinger equation (2.3). To do that, certain a priori
estimates for Ry, are essential. Denote T} (h) := Ri(qh) and f = Ry(qe™ ")), then
(2.3) can be written as

(I = Ti)us = f. (2.5)

If the potential ¢ € LP, p > n/2 is compactly supported and real, it can be shown
that T} is a compact operator. Then, by Fredholm theorem, using Rellich uniqueness
theorem for the Helmoltz equation and unique continuation properties, it follows
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that for each k € (0,00), # € S"~! there is a unique u, solving Lippmann-Schwinger
equation (see, for example, [47] or [11]).

If ¢ € L? is a complex and compactly supported potential, we cannot use Fred-
holm theory. In this case, since the norm of T} decays to zero as k — oo in appro-
priate function spaces, we can use a Neumann series expansion in (2.5) which will be
convergent for k > kg > 0, where kg depends on the LP norm of ¢q. See Lemma 6.5
for a detailed proof of these facts. We mention [30] for other examples of complex
potentials which enjoy existence of scattering solutions for high energy (see [2] for
more references). In both cases the condition ¢ € LP(R"), p > n/2 is required. We
remark that by the Sobolev embedding this is satisfied by ¢ € W#2(R"™), 8 > 0, if
g>(n—4)/2.

We can now introduce the Born series expansion. If we insert (2.3) in (2.2), we
can expand the Lippmann-Schwinger equation in a Neumann series. Then we obtain
the Born series, which relates the scattering amplitude with the Fourier transform
of the potential.

Uoo (K, 0,0') = )+ Z/ T (qR))Y T (g()e™ ) (y) dy

+/n e MY (qRy) T (q(us(k, 0,) () dy,  (2.6)

where the last is the error term. Since we are considering complex potentials,
Uso(k,0,0") is not defined for £k < ko as we have seen. Therefore we also have
to ask k£ > ko in (2.6).

As we explained in the introduction, the problem of determining ¢ from the
knowledge of the scattering amplitude is formally overdetermined in the sense that
the data u(k,@,0") is described by 2n — 1 variables, while the unknown potential
q(z) has only n. And indeed g(&) can be recovered pointwise if ¢ is compactly
supported and if u.(k,6,6') is known for every k € (0,00), # € S*! and 0 €
S"'N P, where P is any two dimensional plane passing through the origin (see [47]).
Therefore the usual approach is to restrict the number of parameters for which
Uso(k,0,8") is considered known. As we have already mentioned, the main cases
are the fixed energy scattering problem, the fixed angle scattering problem, and the
backscattering problem.

Leaving aside fixed energy scattering, in the following sections we examine more
closely the backscattering and fixed angle scattering problems. We will also intro-
duce the full data scattering problem, but first we give the formal definition of the
Sobolev spaces that we use in this work.

Let (D), a € R be the Bessel fractional derivative operator given by the Fourier
symbol () with (z) = (1 + |z|>)*/2. We consider the weighted Sobolev spaces
Wi"P(R"), 0 € R,

Wi (R") = {f € S'(R") « () (D) fll1» < 00}.
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We always use the notation LE(R") := W{P(R") and WP(R") := W (R™). Also
we say that f € WoP(R") if ¢f € W*P(R") for every ¢ € C°(R™).

C

2.3 Backscattering

2.3.1 Main results of recovery of singularities

In backscattering we avoid the overdetermination by assuming knowledge only of
Uso(k, 0, —0) for all € S*~! and for all k > ko, if ¢ is complex, or k > 0 if ¢ is real.
Therefore, this problem is formally well determined. The Born approximation ¢g is
defined by the identity,

8(&) == us(k,0,—60), where &= —2k6. (2.7)

Since U (k, 0, —0) is not defined for k < kg in the complex case, from now on we
consider that gg(x) is defined modulo a C* function. We also define the multiple
dispersion operators,

Qi(9)(6) == / M (gR) T a()e ™) (y) dy, (2.8)
and the remainder term
Q@O = [ R (b 0.9)(0) (2.9)

in both cases with £ = —2k6.
Consider a constant Cy > 1 and let 0 < x(§) < 1, £ € R™, be a smooth cut-off
function such that

€)= 1 if €] > 2C, and x(€) = 0 if |¢] < Co. (2.10)
We define
0,0 = xOQLDE), OMa)(E) = x(OQWD(E). (2.11)

and so, (),(q) differs from @j(q) in a smooth function, and the same for the remain-
der. If we also take Cy > 2k we can write (2.6) as follows

—

t —
x(§)as(&) = x(§)a(§) + Z Qi(q)(€) + QF(q)(§)

for all £ € R™. Then if we take the inverse Fourier transform we can write that,
modulo a C* function,

g =q+ Y Qila)+ Q). (2.12)

o,
Il ~
no
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We call the previous series the high frequency Born series of backscattering.

As we mentioned in the introduction, the central problem of this work is to
determine with precision which singularities of ¢ can be recovered from ¢g or from
the scattering data. Essentially we want to determine which is the best (5) > 0,
such that for every ¢ € WP?*(R"), # > 0 we have that ¢ — ¢p € I/ng(]R”) for all
a < B+ e(f) (this would be an ()~ derivative gain).

In backscattering there have been a great number of works addressing this prob-
lem. For real potentials we mention [31,44] in dimension 2, and [45,48] for dimensions
2 and 3. In [43,45] it is shown that the derivative gain (/) is always at least 1/2
for n =2, 3:

Theorem 2.1 (J. M. Reyes and A. Ruiz). Let n = 2,3 and 8 > 0. Assume that
q € WP2(R") is compactly supported and real valued. Then q — qg € W**(R"),
modulo a C* function, for all o < 5+ 1/2.

Clearly the condition ¢ — gg € W*?(R") modulo a C* function implies that
q—qy € VV[jf(]R”). We will use the same condition in most of the results in this
work. Also, in [8], using a certain modification of the Born approximation and of
the @); operators, they show that it is possible to take () = min(5 — (n — 3)/2,1)
forn >3 odd and 8 > (n — 3)/2.

Apart from the previous works, which use the Sobolev scale to measure the
regularity of ¢ — ¢p, in [3] they use the Holder scale. With this approach they
are able to obtain for complex potentials and n = 2, a whole 1~ derivative gain
in the integrability sense. In a different spirit, the recovery of singularities from
backscattering data has also been studied in [17,19] without resorting to the notion of
the Born approximation. Instead, the authors reconstruct the conormal singularities
of ¢ from the scattering data using the time domain approach to scattering.

We now introduce the main results of recovery of singularities in backscattering
for general potentials ¢ € W52(R").

Theorem 2.2. Letn > 2 and § > 0. Assume that ¢ — qg € W2 (R™) for every

loc

q € WP2(R") compactly supported, radial, and real. Then o necessarily satisfies,

o< { 28— (n—4)/2, if (n—4)/2<pf<(n-2)/2,

| B+1, if (n—2)/2<p< o0, (2.13)

Theorem 2.2 is the first result giving upper bounds for the maximum possible
regularity that can be obtained from the Born approximation in backscattering. It
means that necessarily £(5) < min(5 — (n — 4)/2,1). As we shall see, condition
(2.13) is a consequence of upper bounds for the regularity of the ()2 operator given
by Theorem 2.5 below.

A remarkable consequence of condition (2.13) is that for 8 < (n—2)/2 and n > 2
it is not possible to reach the expected gain of one derivative over the regularity of
q (see Figure 2.1 for the cases n = 2,4). More surprisingly, if n > 4, () vanishes
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Figure 2.1: The (red) dashed line represents the limitation on the regularity gain
given in Theorem 2.2 for ¢ — gp, and the solid (blue) line represents the positive
results given in Theorem 2.3. When n = 2, the dot dashed line represents the
previously known positive results of [45].

when ( approaches the value (n — 4)/2. In practice, the condition § > (n —4)/2
is imposed to guarantee (by the Sobolev inequality) that ¢ € LP(R™) for some
p > n/2. This is required, essentially, to have convergence of the Born series (and
more basically, existence of scattering solutions). Therefore it is worth noticing that
B > (n—4)/2 is also the necessary condition to obtain a non-negative regularity
gain for the double dispersion operator (see Theorem 2.5).

Theorem 2.3 (Recovery of singularities). Let n > 2 and 8 > 0. Assume that
q € WP2(R") is compactly supported. Then q¢ — qg € W*2(R"), modulo a C
function, if the following condition also holds

a<{25—(n—3)/2, if (n—3)/2<pf<(m—-1)/2, (214

B+1, if (n—1)/2<8 < o

See Figure 2.1 for a graphic representation of these results for n = 2, 4.

As far as we know, these are the first results of recovery of singularities for every
dimension n > 2 in backscattering. Since Theorem 2.2 implies that a one derivative
gain is the best possible result, the 1~ derivative gain in (2.14) is optimal except for
the limiting case a = § 4 1. A similar result has been obtained in [8, Corollary 4.8]
in odd dimension n > 3 using a certain modified Born approximation. As we shall
see briefly, Theorems 2.2 and 2.3 hold identically in fixed angle scattering.

Unfortunately, the previous couple of theorems leave a gap of up to 1/2 derivative
when max((n —4)/2,0) < 5 < (n —1)/2 between the positive and negative results.
This gap is only partially closed in dimension 3 in the range 0 < 5 < 1/2 thanks to
Theorem 2.1. In the next section we will address the problem of closing this gap in
more cases.

Theorem 2.3 is a consequence of new estimates for the (); operators that we now
introduce.
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Theorem 2.4. Letn > 2 and j > 2. Assume that 0 < 8 < oo and that the following
condition also holds

e { BHG-DE=(m=3)/2, if =3)2<f<m=-D/2 -
B+0—1), if (n—1)/2<8 < oc.
Then for g € WE2(R™) and j = 2 we have the estimate
Qo) < Cllgl oo (2.16)
Otherwise if j > 3 and ¢ € W} (R") we have that
105 (@)l wee < Clallyy s (2.17)

Notice that in this theorem we include weighted Sobolev norms since we consider
non compactly supported potentials. B

To prove Theorem 2.4 we estimate the Fourier transform of @);(¢). One of the
most impg@lt points in the proof is Proposition 3.2 where we give an explicit for-

mula for ();(¢) as certain distributions acting on the radial parameters of a spherical
operator that we introduce in Section 3.1. The spherical operators basically consist
of a series of convolutions of the Fourier transform of ¢ over the so called Ewald
spheres. And the radial distributions that act on the spherical operator are, as in
(2.18), certain principal values and Dirac deltas. In the case of j = 2 the formula is

—

Q:(a)(n) = iSi(a)(n) + P.V. / C

1—7r

Sr(q)(n) dr, (2.18)

where S, is the operator given by

2

Sr(q)(n) == )

/F A€ &) €.

and I'.(n) is the sphere satisfying I'.(n) = {£ € R™ : | —n/2| = r|n|/2}, r € (0,00).

The main tools used in the proof of Theorem 2.4 are trace estimates to control the
spherical integrals, and a new method based on (2.18) to reduce the estimate of the
terms with principal values to estimates of the spherical operator. One advantage
of these techniques is that with the same effort we can prove estimates for general
dimension n > 2 and are also useful to study the case of fixed angle scattering.
Nonetheless we mention that the estimate of the ()3 operator for n = 3 given in [45]
is still the best estimate in the range 0 < § < 1/4.

Finally, we give an upper bound for the regularity of the double dispersion oper-
ator, which constrains the amount of regularity of ¢ that one can expect to recover
from the Born approximation, as stated in Theorem 2.2.
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Theorem 2.5. Let 0 < 8 < 0o and assume that Qs(q) € W*(R™) for every poten-

loc

tial ¢ € WP2(R") radial, real and compactly supported, then o necessarily satisfies

ag{%—(n—ﬁx)/?, if 0<f<(n-2)/2,

B+1, if (n—2)/2<8< o0, (2.19)

The proof will be given in Chapter 5.

2.3.2 Optimal estimates for the double dispersion operator

We now address the regularity gap that appears between the results of Theorem 2.4
with 7 = 2 and Theorem 2.5. The final goal is to improve the results of recovery of
singularities for ¢ — ¢p and, if possible, to also close the gap between Theorem 2.2
and Theorem 2.3.

We follow two different approaches. In the first one we restrict the range to
f > (n —2)/2, and, instead of the Sobolev scale, we use the Holder scale A*(R")
to measure the regularity of Q2(g), as in [3]. In the second one we maintain the
Sobolev scale but in exchange we assume the potentials to be radial.

The Hoélder spaces A*(R™), a > 0 are the Banach spaces given by the norm,

£ llae = D> 10 flloo + > aup 07f(-) —’té‘?:f(- —t)]’

[v]<m [v[=m

where we are decomposing « in its integer and fractional parts, a = m + ¢ with
m € Nand o € [0,1).
We now state the following result of [3].

Theorem 2.6 (J. Barcelé, D. Faraco, A. Ruiz and A. Vargas). Let ¢ € W5?(R?)
and assume there exists some p € (1,2) such that

| la(-) € LP(R?),
then for any 8 > (2 —p)/p and a < B — (2 — p)/p we have Qo(q) € A*(R?).
As mentioned, we have extended this result to the case n > 3.

Theorem 2.7. Let n > 3 and assume that ¢ € W/*(R") with 3 > (n —2)/2. Then
1Q2(@)llae < Cligly.. (2.20)

foralla < B —(n—2)/2.

Actually we are able to prove a slightly better result than (2.20), an estimate for

—

Q2(q) in LL(R™) (see Proposition 7.1 below). Theorem 2.7 and Theorem 2.6 imply
the following result of recovery of singularities (the case n = 2 was already derived
in [3]).
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Theorem 2.8. Letn > 2 and assume that ¢ € WP2(R™), 8 > (n—2)/2, is compactly
supported. Then for any a < B — (n — 2)/2, we have that ¢ — qp € A*(R™) modulo
a C* function.

By the Morrey-Sobolev inequality we have that

[fllar--272 < Cllflwrsra, (2.21)

if v > (n —2)/2. This means that, for 5 > (n —2)/2, we can interpret the previous
theorem as a 1~ derivative gain in the integrability sense. As a consequence of this,
we may consider Theorem 2.8 as nearly optimal since, by (2.13), we know that,
when 8 > (n — 2)/2, the best possible result in the Sobolev scale is a 1 derivative
gain. Notice that by (2.21), Theorem 2.3 yields the same result in the Sobolev scale
only for > (n—1)/2.

For radial potentials we can obtain an optimal result in the Sobolev scale.

Theorem 2.9. Let n > 2 and assume that 5 > 0, and f > (n —4)/2. Then the
following estimate holds

1Q2(9)lwez < Cllalype, (2.22)
for all o < B+ () and every g € W2(R™) radial, if and only if
e(f) =min(8 — (n —4)/2,1). (2.23)

Notice that this theorem does not imply any result for the limiting case o =
f+¢(B) which it is still an open question. As a consequence we obtain the following
corollary of recovery of singularities.

Corollary 2.10. Let n > 2 and let ¢ € WP2(R"), 3> 0, be a compactly supported
and radial function. Then we have that ¢ — qg € W*?(R"™) if

B+1, if (n—2)/2<p8< oo. (224)

) {B +2(6— (n=3)/2), if (n-3)/2<f<(n-2)/2

See Figure 2.2 for a graphic representation of this results. The previous result
gives a 1~ derivative gain in the range 8 > (n—2)/2 which is the best possible result
(except for the limiting case a« = 5 + 1) by Theorem 2.2. Unfortunately, this is not
the case in the range (n —4)/2 < 8 < (n—2)/2, since, to get an optimal result, the
estimates of the other ); operators with j > 2 should be improved too.

Since the results of recovery of singularities of a potential are non quantitative in
nature, to get Corollary 2.10 we don’t need necessarily a quantitative estimate like
(2.22), it is just enough to show that the norm in the left hand side is finite. Then,
instead of asking ¢ to be radial, we can consider potentials which satisfy a weaker
assumption. This yields the following corollary.
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Figure 2.2:  The solid (blue) line represents the value of ¢(8) for Q2(q) given by
Theorem 2.9. The dashed line represents the results of Theorem 2.4 for j = 2, and
the results of [45]. The dot dashed (blue) line represents the regularity gain of ¢ —gp
given by (2.24).

Corollary 2.11. Let n > 2 and let ¢ € WP2(R") be compactly supported. Assume
also that there exists some g € WP2(R"™) radial such that |q(&)] < g(€). Then we
have that ¢ — qg € W*?(R") if a and B satisfy (2.24).

To prove Theorem 2.7 and Theorem 2.9 we need to improve the estimates of the
spherical operator S, used to get Theorem 2.4. For this task, it will be essential to
do a finer analysis of the integrals over the spheres I',.(). In the case of r = 1 we
use a simple case of Santalé’s formula in spheres for which we give a short proof in
Section 7.1.2.

2.4 Fixed angle and full data scattering

2.4.1 Fixed angle scattering

In the fixed angle scattering problem one assumes knowledge of us(k, 6, 6’) only for
a fixed # € S"! and its opposite unit vector —6, and for all k > ko (or k > 0 if the
potential is real), and ¢ € S"~!. Then the problem is formally well determined.

Now, for a fixed 6, the identity £ = k(6' — ) is a diffeomorphism from (0, 00) x
S*~1 to Hy C R™, where

Hy :={¢e€R":£-0 <0},

is an open half space of R™. For £ € Hy, the inverse of this diffeomorphism, is given
by the formulas

k(&,0) := P and 6'(€,0) := k(€ + k0). (2.25)

0. ¢
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We notice that the condition k(€,6) > ko holds if we ask || > Cj for any constant
Co > 2k since we have always that 2k > |¢|. Therefore for [¢] > Cp, we can define
the Born approximation of fixed angle scattering:

(©) {uww(g,e),e,e'(g,e)), when ¢ € H,, (226

Uso(k(€,—0), —0,0'(&, —0)), when &€ H_y,

where we need the data related to the angle —6 to generate also the opposite half
space H_g4, so that we can cover a full measure subset of R"”. This is not necessary
for real potentials, since in this case the following reciprocity relation holds

Uoo (K, 0,0") = uno(k, —0,—0"), (2.27)

(see [11]), but we consider directly the general case. Notice that we have avoided
to give a definition of ¢y(&) for all [¢] < Cp. As a consequence, from now on it
will be understood that the function gy(z) is defined modulo a C* function (as in
bakscattering, we remind that this subtlety is not necessary when dealing only with
real potentials).

We define the multiple dispersion operators and the remainder term of fixed
angle scattering, as follows:

— —

Qo3(0)(&) = Bo;(q)(€) + B-o;(0)(6),  Qf(0)(€) == Bg(q)(€) + BI—%,j(Q)(é)?QS)
where, if k = k(£,0) and 0’ = 0'(&,0) are given by (2.25), we have |
S e (qRE)Y T (g™ O (y) dy, i € € Ho,
By,j(q)(§) := {o £ ed H, (2.29)
R _ Jan e (R (qus (K, 6, ) (y) dy, i € € Hy,
By i(a)(§) = {0 i ¢dH, (2.30)

Also, we write

— —
o — L ——

Qos(@)(€) = X(€)Qus(@)(€),  QF;(a)(€) == x(OQF(a)(©), (2.31)

where x (&) is the cut-off introduced in (2.10). Hence, @/97j(q> and Qp;(q) differ just
in a C'* function, and the same for the remainder terms.
Multiplying (2.6) by the cut-off we get

—

OB = X(OTE) + 3 Qsl0)(©) + Q0O 232
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and hence, taking the inverse Fourier transform, we have that
E ~ ~
qo = q+ Z Qo.3(q) + Qg'e(q)- (2.33)
=2

modulo a C* function.

In appearance, the backscattering problem has less complicated expressions and
formulas than fixed angle scattering, since in the former, the choice 8/ = —6 yields
¢ = —2k0, which clearly has a much simpler inverse than (2.25). But, from the
point of view of the Sobolev estimates, the fact that in the right hand side of (2.29)
0 and 0" are independent is in some cases an advantage. In fact it makes possible the
use of the Stein-Thomas restriction theorem for the Fourier transform, which yields
in certain instances better regularity estimates for the multiple dispersion operators
(see Proposition 6.13, or [46]).

2.4.2 Full data scattering

The full data scattering problem is closely related to the fixed angle scattering prob-
lem. As the name suggest in this case one uses all the data u., to construct a Born
approximation, by averaging in 6 the Born approximation ¢y of fixed angle scat-
tering. One of the advantages of this procedure is to simplify the structure of the
multiple dispersion operators by making them radially invariant, as in backscatter-
ing. We denote by qr the Born approximation of fixed angle scattering. Since all
the data are used, it is natural to expect that the recovery should be better than in
fixed angle scattering or in backscattering. As we shall see in the next section, this
appears to be the case for the positive results (see Theorem 2.12), but not for the
constraints on the regularity of ¢ — ¢p (see 2.13).

To construct the Born approximation we take the average of (2.33) in S"~!. This
gives, modulo a C* function

¢
q=qr+ Z Qrylg) + CN?%Z(CI% (2.34)
j=2

— —
— —_—

where, as before Qr,;(a)(€) = X()Qr;(¢)(€), and QF;(a)(&) = x(QF;(a)(€).

Writing explicitly the averages we have

(@) = ala)do(0)

Qr;(q)(x) = Qoj(a)(x)do(0), and  Qi;(q)(z) = Q'5(q)(x) do(0).

sn—1 Sn—1
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In this work we are not going to need any explicit formula for the Q) ; operators,
only to observe that by (2.28) we have

2

S {pesn—1:£.0<0}

Qry(a)(€) = By ;(q)(€) do(0), (2.35)

(to see this, notice that the average in 6 commutes with the Fourier transform).
We also mention that in [33, pp. 708-709] the Fourier symbol of Qp» as a bilinear
operator is computed explicitly,

Qeat@) = [ [ o mmie G acn

o\ 1/2
n (i (E&m
I = ey (1 (|§||77|>> ’

and in [2] they use this formula to prove the following result.

Theorem 2.12 (J. Barcelé, D. Faraco, A. Ruiz and A. Vargas). Let § > 0, 1 <
r,s < 0o, and consider ¢ € WP (R") compactly supported. Assume that B < a <
B+ 1 and that

a<min(6+1+(é—%)ﬂ(ﬁ—l—l)-l—(%—%)).

i) Then R (Qra(q)) € Wi (R™).

loc

where

it) If we also assume for n > 2,

2n e 2n
/r. )
n+1 n—1

or forn =2, 6/5 <r <6, then Qra2(q) € Wi’ (R™).

loc

As a consequence of this theorem, in the same paper they also obtain a result of
recovery of singularities (see Theorem 6.15).

2.4.3 Main results

We now introduce the main results of this work concerning fixed angle scattering
and full data scattering.

Theorem 2.13. Letn > 2 and § > 0. Assume that at least one of the statements
q—q € WP2(R"), or q—qp € WQQ(]R”) holds for every ¢ € W52(R"™) compactly

loc loc
supported, radial, and real. Then o necessarily satisfies,

B2 i (-a)2<8< (-2
= B+, if (n—2)/2<f <.
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Figure 2.3: The (red) dashed line represents the limitation on the regularity gain
given by Theorem 2.13 for ¢ — g9 and ¢ — qp. The solid (blue) line represents the
positive results given in T'heorem 2.14. The dot dashed line represents the previously
known positive results of [46].

As far as we know, this is the first time that necessary conditions are given for the
regularity of ¢ — gy and ¢ — qr. As a consequence, Theorem 2.13 and Theorem 2.2,
establish that in general it is not possible to have more than one derivative gain
in the Sobolev scale in all the three scattering problems considered in this work.
It is remarkable that these results are identical in the three cases, since the Born
approximations have been constructed in very different ways. Notice that, as we
mentioned for backscattering, when 5 approaches the value (n—4)/2, the derivative
gain goes to zero (see Figure 2.3). All the comments after Theorem 2.2 also apply
to this case.

We also have the following positive results.

Theorem 2.14 (Recovery of singularities). Let ¢ € WA2(R") with 0 < 3 < oo be a
compactly supported function. Then q¢ — qg € W*2(R"™), modulo a C* function, if
the following condition holds,

a<{2@—(n—3)/2, if (n—3)/2<B<(n—1)2,
A+1, if (n—1)/2<8< o0,

This theorem shows that there is a 1~ derivative gain when § > (n—1)/2, which,
except for the limiting case a = 5 + 1, is the best possible result by Theorem 2.13.
It also improves the results of [46] in the spaces W*?(R") for every value of 3 (see
Figure 2.3). The key point to prove Theorem 2.14 is to obtain new estimates of the
double dispersion operator Qg that we now introduce. In Theorem 6.15 below we
also give a partial improvement of the results of recovery of singularities of full data
scattering given in [2].

Theorem 2.15. Let n > 2 and g € WJ*(R") with 0 < 8 < co. Then

1Qo.2(g)lwez < Cllgll .
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if the following conditions also hold,

<{26—(n—3>/2, if (n=3)2<f<(n-1)/2 (2.36)

B+1, if (n—1)/2<p8 <.

Conversely, if we assume that Qpa(q) € W2 (R™) for all ¢ € WP(R™) real, radial

and compactly supported, then o necessarily satisfies
a <min(f+ 1,26 — (n —4)/2). (2.37)

The necessary condition (2.37) also holds for the double dispersion operator Q2
in full data scattering (see Theorem 5.1 below). It is interesting to notice that this
implies that the estimates of ()p2 given in Theorem 2.12 are the best possible for
every 0 < f < oo and 7 = s = 2 (except for the limiting case). Hence, in full
data scattering the regularity gap between the positive and negative results for the
double dispersion operator has been closed for the complete range of § and n > 2.
Unfortunately, this is not translated into optimal results of recovery of singularities,
since also the estimates of higher order (Qr; operators should be improved in the
range (n —4)/2 < < (n—2)/2.

2.5 Structure of the thesis

Chapter 3 is devoted to prove Theorem 2.4. The main tools are Proposition 3.2

which yields an explicit formula for @(n) and Lemma 3.3 which allows us to
control the principal value terms. We first study the case 7 = 2 which is the easiest
one, and then we apply a similar line of reasoning when j > 2. The key result is the
estimate of the spherical operator given by Lemma 3.5. This chapter is the most
complex part of this work.

In Chapter 4 we estimate the double dispersion operator of fixed angle scattering
(we prove the first part of the statement of Theorem 2.15). To do that, we adapt
the techniques from the backscattering case introduced in Chapter 3.

In Chapter 5 we prove Theorem 2.5 and Theorem 2.15 by constructing in Proposi-
tion 5.4 an explicit family of counterexamples. The main result in this chapter is
Theorem 5.1.

Chapter 6 contains the proofs of the main theorems. First, in Lemma 6.1 and
Lemma 6.11 we study the remainder term of the Born series. With these lemmas,
and the main results proved in previous chapters, we can finally prove Theorem 2.2,
Theorem 2.3, and Theorem 2.13. With the same techniques we reduce the proofs
of Theorem 2.8 and Corollary 2.10, respectively, to Theorem 2.7 and Theorem 2.9.
Also, in Proposition 6.13 we give estimates for the multiple dispersion operators in
fixed angle scattering, which allow us to prove Theorem 2.14.

Finally, in Chapter 7 we study more carefully the double dispersion operator in
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backscattering, in order to prove Theorem 2.7 and Theorem 2.9. Among other
things, we will use again Lemma 3.3 to control the principal value term of Q2(q).
The main estimates of the spherical operator are given, respectively, in Lemma 7.5
and Lemma 7.8.



Chapter 3

The multiple dispersion operators
in backscattering

As we have explained in the previous chapter, the (); operators that appear in the
Born series expansion of ¢ can be expressed as a sum of a spherical term and several
principal value operators. The usual strategy is to estimate the spherical part and
then try to extend this estimate to the other terms. This is generally a very long and
technical process that must be repeated case by case if the dimension or the value
of j is changed (see [3,44,45,48]). As a consequence, we want understand better
the structure of the ); operators in order to estimate them by applying recursive
arguments. In the first section we will prove a formula that simplifies greatly this
task. Later we will study how to reduce the estimate of the principal value terms
to the estimate of the spherical operators.

3.1 The structure of the (); operators

We begin studying the case of the (02 operator, which is simpler. Define the following
distributions. Let f € C2°((0,00)), we put

1
1—7r

d(f) = /000 (1 —=nr)f(r)dr, and P(f) = P.V./OOo f(r)dr, (3.1)

where ¢ denotes the Dirac delta distribution, as usual.

Proposition 3.1. Let r € (0,00) and consider the (modified) Ewald spheres defined
by the equation

Le(n) == A€ € R 1 |€ —n/2| = rn|/2}, (3:2)
(see Figure 3.1). Then we have that

—

Q2(q)(n) = (imd + P)S:(q)(n), (3-3)

23
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where, if we denote by o,, the Lebesque measure of I';(n),

nl(1+7r)

We omit the proof since it is just the case j = 2 of Proposition 3.2 below. In the
case of r = 1 the sphere I';(n) is just the usual Ewald sphere as introduced in [48].
The case of the (); operators is a bit more complicated, since it involves several
radial parameters instead of just . To manage this, let £ > 1, and assume we have
€ (0,00)%, v = (ry,...,m) and f € C((0,00)*). In analogy with the j = 2 case,
we define the operators,

Prdy: C2((0,00)) = C2((0,00) "), i=1,....L,

S.(q)(n) = ——— / AT~ €)d ). (3.4)

following the notation introduced in (3.1),

di(f)(’f’l,...,’f’;,...,rg) = (5(7@—1)]‘(1‘) d’f’i,

Pi(f)(ri,...,T5 ... 1) == P.V./Oo
0

where 7; indicates that this coordinate is deleted in the list. Hence, if £ = 1, d;(f)
and P;(f) are just scalars. Also, if r € (0,00)¢ we define the manifold,

Le(n) =T, (n) x -+ x (),

and we denote by o, its Lebesgue measure (product of the measures of the spheres

v, (),
do—l‘(éla s 75@) = do’rm(él) X X do—rm(éf)'

Proposition 3.2 (Q;(q) structure). Let n > 2 and j > 2. Then we have that

H ind; + P;) S (q)(n), (3.5)
where r = (r1,...,7;_1), and
R
Sie(a) 1) = (H 1 +) ..

|n|§‘—1/r( q(n— &) (Hq — &it1 ) Q&) doe(€r, ..., 60).  (3.6)
)

Proposition 3.2 implies that the higher order operators (); have a similar struc-
ture to the @)y operator. In fact, when j = 2, (3.5) is equivalent to equation (3.3)
since with the new notation we have S, = Sy, (in this case we have r = r, since
there is only one parameter).
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Figure 3.1: The largest sphere is the Ewald sphere I'1(n), and the small one repre-
sents the Ewald sphere I',.(n) for some r < 1.

Proof of Proposition 3.2. Let k € (0,00), we are going need the identity

Flkw)e*e da(w)—i—P.V./ e ¢ UG, ¢, (3.7)

o
Ri(f)(z) = igk" T

S§n—1

introduced in the previous chapter. We take spherical coordinates in the principal
value integral, denoting by ¢t := |(| the radial variable and we use the change of
variables t = rk in the radial integral,

ix-C J/‘.\(C) o > 1 iztw T n—
P.V./ne e d(—P.V./O o /Snle Fltw) £ dor(w) dt

1 > 1 izrkw 7 n—
_py i1 i(€—h)a F_¢ _
rvi [ a=ma T = k) do ()

where to obtain the integral over the Ewald sphere in the last line we have used
the change of variables rkw = —& — kf in the spherical integral, and that I',(n) =
{E€R™: |+ kO] =rk}ifn = —2k0 (see (3.2)). Hence, using the analogous change
of variables kw = —& — k@ in the first integral in (3.7), we finally obtain

Re(f)@) = in— [ M F(g 1) do, (€)

In] T1(n)

[o.¢] 2 4
P.V. i(—€—k)w F(_¢ _ 1) d ) J
i /0 In)(1 —7) (1 +7r) /FT( c (=& = k0) doy (€) dr

— (ir 2 ei(f —k0)-x e o
~timd+ P) (g [ ki) @)
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We recall that by (2.8), we have

Qa)(-2k0) = [ M aR gl O) ) dy (39)
Let m € N, we define
Fnl@) = Rl (B (a()e™O)) @), (3.10)

We claim that

fm(z) = <H(2'7rdi+P¢)> <H (1irz)> ‘771|m X

i=1

m—1
/FTm( /Fm(n (—Em—k0)-x qn—&) (H —&it1 > doe(&1, .., &m).

- (3.11)

We prove the claim by induction. The case m = 1 follows directly from (3.8) using
that qe?() (&) = q(§ — kf) and that n = —2k6.

We are going to prove (3.11) for m + 1 assuming that it is true for m. On the
one hand, by (3.10) and (3.8) we have

fmi1(2) = Riqfm)(2) = (indmys + Prya) - -

9 U
((1—+r O e @) = K6) da”’“"(g’"“))
m T‘m+177

(3.12)
On the other hand, by (3.11), changing the order of integration we have
@) = [ i) fle < dy
= imd; + P
(E(” ' >> (H = ) 5 o™ oy 700
m—1
( q(& —fiﬂ)) qkO + C+&n) doe(§1s -, 6m)-
- (3.13)

Thus, putting ¢ = —&,,+1 — k@ in the previous equality and using (3.12), we get

m+1 ' m+41 9 1
(i) (i )

i=1

/ / Z( Em-+1-k0) CIZAT/ 51 (HC] gl-‘rl ) dar(gla"'vfm-"—l))
FT,,H,l(T]) FTl( )
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which proves the claim.

By (3.9), since n = —2k#, we have that m(n) = q/f]\;l(—kﬁ), and hence, in
order to obtain (3.5), is enough to put ¢ = —k6 in (3.13),

AU = (H“’”di* P”) (H <1+27~,->) Tk

=1
/Frjl(n) . /Frl( : 7] 51 <Hq éz—i—l ) a(gj—l) do'r(fl, C.. 7€j—1)- [l

3.2 From the spherical integral to the principal
value integral

The formulas (3.3) and (3.5) motivate the following lemma to control the the prin-
cipal value terms.

Lemma 3.3. Let 1 < p < oo and a € R. Assume that there is a 0 < § < 1,
T €R, v >0 and M > 0 such that the one parameter family of L},.(R") functions

{F }re(o,00) satisfies

i) Fora.e.n €R" fized, 0,F,.(n) is a continuous function for allr € (1—46,144),
and in the same interval satisfies the estimate

10rFr || e < M. (3.14)
ii) For every r € (0,00),
|Fullsg < (14+7)77M. (3.15)
Then we have that
|(imd + P)EF||p, < CoM, (3.16)

for every o < a and Cy = Co(6, v, &, 7, p, 7).
Notice that the value of 7 in (3.14) does not have any influence on the value of

o in (3.16).

Proof. By the definition of d in (3.1), we clearly have that ||d(F,)|» < 277M
follows directly putting » = 1 in (3.15). Therefore it remains to estimate in L2 the
term

P(F.)(n) = P.V./O00 - TFT(T]) dr.

Set
Oy :=0(n)"", (3.17)
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for some s > 0 that will be chosen later. Since for any a > 0, P.V. f|17r|<a % =0,
we have that
P(F.)(n) =
F, — F F, F,
- / L(n) dr + / 5 g, / W 4
[1—r|<6, L—r Sy <|1—r|<é L—r 5<|1—r| IL—r
:= Pa(n) + Pg(n) + Po(n), (3.18)

where the P.V. is not necessary any more, since we can cancel the singularity in the
denominator since Fj(n) is C! in (1—4§,1+46) by condition 7). Applying Minkowski’s
integral inequality and estimate (3.15), we obtain that

F.|l;»
Pl < [ W <o (3.19)
s<|1—r| 1=l

By the fundamental theorem of calculus we have

F()—F@m [
B / OuFu ()] e

where u(t) = (r — 1)t + 1. Then the inequality
<n>s/2 < 51/2’1 . 70|71/2’

that holds in the region |1 — 7| < 4, yields

1
[1Pallrz = (/ e / / OuEu()] 0y A I
n [1—r|<éy YO
1
< 51/2 (/ <77>p(a—s/2) (/ |1 _,r,|—1/2/
N n [1—r|<é 0

1
< 51/2/ | 5/ 1 =[Oy e, dtdr,
1—r|< 0

where to get the last line we have used Minkowski’s inequality.

We have two cases. If in (3.15) and (3.14) we have o« < 7 we can choose s = 0,
otherwise, if a > 7, we choose s such that a — s/2 = 7. In both cases by (3.15) we
obtain

P 1/p
dn)

P 1/p
dt dr) dn)

1
|Pallzs < 51/2/ / 1= 1|20y 2zt dr
[1-r|<é JO

< 45M. (3.20)
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To finish we need estimate Pg which is non-zero when s > 0, that is when o > 7.
We set N(n) = —log,(d(n)~*), and consider the next dyadic decomposition,

Pg(n) : :/BMdT

1—1r
> F.(n)
= / 4 , X{\I—TK(S"}(T) —1 d?“.
0<joN () {270V <1-r| <273} -r

If j =0,1,...,N(n), for n fixed, the definition of N(n) implies that 27 < (n)®/d,

therefore
o0

Po(m)] < 3 2 oy (1)) / \Fo(n)] dr. (3.21)

=0 |[1—r|<2—d

But observe that in the last line we have an expression of the kind
o) = xion oo (0)°) [ IR dr
[1—r|<A

with 0 < A < 1. Computing its L2 __ norm when ¢ > 0 and applying Minkowski’s
integral inequality we obtain

HP)\HLng < A\E/s /{|1 |<>\}HFTHLZ dr < )\1+E/SM, (3'22)

where we have used estimate (3.15), and that in the region where the characteristic
function does not vanish we have that (n)~° < §75/*\¥/¢. Hence, taking the L?,
norm of (3.21) and applying estimate (3.22) with ¢ = a — o’ yields

1Pgllr, <23 2| P¥ |0, <267/ M Y 279
[e% JZO « JZO
< O((S,oz,o/,ﬂp)M. (3.23)
Observe that this is the first time we need the strict inequality o/ < « in the

statement of the theorem. Therefore since P(F,) = P4 + Pp + Pc we conclude the
proof putting together estimates (3.19), (3.20) and (3.23). O

In our case usually the family of functions F;. is given by a multilinear operator
over the potentials, as it can be seen in (3.3) where F, = S,(q).

3.3 Estimate of the spherical operator of double
dispersion

In this section we study in detail the spherical operator S, associated to the double
dispersion operator ()5 in order to prove Theorem 2.4 for j = 2. This section will
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serve to illustrate the approach that we will follow in the next section to obtain the
main estimates of the spherical operators S ;.
For notational convenience we define the operator

Then, multiplying both sides of equation (3.3) by the smooth cut-off x(n) we get

—

Q2(q)(n) = (imd + P)S,(q)(n). (3.24)

Hence, the main step to estimate the @2 operator is to apply Lemma 3.3 to the
particular case F, = S,(q). We begin with the necessary estimates for S,.(q).

Lemma 3.4. Let n > 2 and ¢ € WP (R™) with 3 > 0. Then the estimate

1S (@)l < C(1+ T)_V“qnf,vlﬂm

holds when
aSBH(E-(=3)/2), if (1-3)/2<B<(n-1)2 525
a< B+1, if (n—1)/2<8< o0, '
for some real number v > 0 (possibly depending on 3 and o).
To simplify later computations we define the operator
Ko (g1,92)(0) = X () K+ (91, 92) (). (3.26)
where )
Ki(g1,92)(n) := — 191(E)1g2(n — §)| doy (€). (3.27)
|77’ 'y (n)
Then we have that 5
3, ) <RG0, 3.28
(@)n)| = T K@ D) (3.28)

and therefore the proof of Lemma 3.4 is an immediate consequence of the following
lemma taking v =1 — .

Lemma 3.5. Letn > 2 and f1, f> € Wlﬁ’Q(Rn) with B > 0. Then the estimate

1K (Frs )l < CrM | fullyse L follypos (3.29)

holds when condition (3.25) is also satisfied, for some real number 0 < A < 1
(possibly depending on B and «).

In the proof we are going to use the following result.
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Lemma 3.6. Let S, C R" be any sphere of radius p and let do, be its Lebesque
measure. Then for any 0 < XA < (n —1)/2, we have that

do (y) S C)\p2)\7
S, ’SL’ _ y’(n—l)—Q)\ 14

for any x € R™, and for a constant C that only depends on .

This can be proved by direct computation (for a detailed proof see Appendix A.1).
Also, We want to highlight the following property of Sobolev norms that we will use
frequently in this work.

Remark 3.7. We have that Wf’Q C V[/f,/’2 if 5> (" and § > §'. This follows from
the equivalence

12D fllze ~ KDY ()° Fll 2,
and Plancherel theorem, see, for example, [21, Definition 30.2.2]. We will also use
the inequality

i fllwpz < Cll fllypez,

(this can be proved, for example, for integer values of § and extended by interpola-
tion).

Proof of Lemma 3.5. Since by (2.10) x(n) = 0 for |n| < 1, we have that |p|~! <
2(n)~! in the region where y does not vanish. Then

RGPty = [ o ([ 1R©IR0-9lde(0)

Now, n = (n —&) 4+ &, so if we choose any 0 < ¢ < 1/2 at least one of the conditions
€] > ¢|n| and |n—&| > ¢|n| must hold. But now observe that the change of variables
¢ = n—¢ leaves invariant I',(n) and I?r(fl, fg), except for the fact that interchanges
the roles of fl and ]/6\2 Therefore is enough to study only the case of || > ¢|n| since
then the other follows applying the change of variables. We want to estimate

Ii= [ ( / RGIR! dam@))zdn,

where A,(n) :={£ € L' (n) : [§] > c[n|}.

We introduce a real parameter 0 < A < (n — 1)/2. Then by Cauchy-Schwarz’s
inequality we have

I<c / ()% / |F1(©) 21 fa(n — )P — €]" 172 doyy (€) X ..
n Ar(n)

1
X /F L )

) I =g
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Then, since I',(n) has radius r|n|/2, using Lemma 3.6 to bound the second integral
we obtain

I< CTQA/ (77>2a_2|77|%/ AP F(n — ©1Xn — &P oy (€) dy
R™ Ar(n)
<o [ ] R@POM - Ol - P do(e iy, (330
R J T (n)

using also that (n)22=2+22 < C(£)2272+22 which follows from the fact that |n| < ¢/|¢],
if we impose the extra condition « — 14+ A > 0.

We are going to use the trace theorem to bound the L*(T,(n)) norm given by the
second integral in (3.30). The fundamental point is that for spheres, the constant of
the trace theorem can be taken to be 1, independently of the radius of the sphere.
See Proposition A.1 in the Appendix for an elementary proof of this fact.

1< or* /R RO R — O (- Vg dn

R
+ CT2/\/ /

wo [ Rpge

v (R )] 1B — ot — 0> dgdy

V (Rt — &2 dgan

Therefore changing the order of integration and using that by Plancherel theorem

we have

I< CTQAHfl Hivlaflﬂ»? Hf2|’$,[,1<n—1>/2—x,2-

o~

V(R de < Cll e

we obtain

As we have explained before, in the case | — &| > ¢|n| we obtain the same estimate
but interchanging the roles of f; and f,. Putting both estimates together we get

1K (Fry fo)llz

< 07)‘ <||fl||W{3¢71+)\,2”f2HW1(n—1)/2—A,2 -+ HfQHW{xflJr)\,Q||f1||W1(n—1)/2—A,2> .

We also add the extra restriction A < 1, this is necessary to have a negative value
for v in Lemma 3.4. Now, we also ask A to satisfy the equality

f=a—1+A\ (3.31)

Hence, the condition a— 14X > 0 used in the proof implies we must have g > 0. As
a consequence of (3.31), equation (3.29) follows directly in the range § > (n —1)/2
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(we are using Remark 3.7). But, by the conditions imposed in the proof we have to
take into account the restrictions

0<A<1 b<a<f+1
0< )<l — 11—l < 1

We can discard the lower bounds for o using that ||f[|z2 < [|f][;2, always holds if
a < . Therefore only the restriction o < 4+ 1 remains. ’
Otherwise, if 8 is in the range 0 < § < (n — 1)/2, estimate (3.29) will follow if
we add the extra condition
(n—1)/2—-X<B. (3.32)

Then, since A < 1, we must have 5 > (n—3)/2 (the other conditions on A don’t add
new restrictions). Also (3.31) and (3.32) imply together that a < 28 — (n — 3)/2,
which is a stronger condition than o < § + 1 since we have § < (n — 1)/2. Hence,
we have obtained the ranges of parameters given in the statement. O]

Lemma 3.8. Let ¢ € §'(R") such that q is smooth. Then, for every n # 0 fized,
S.(q)(n) is smooth in the r variable. Moreover, we have the following pointwise
inequality

10:5:(q) ()| < CKA(,9)(n) + Clnl Y K. (%34, 7). (3.33)

=1

In general, the constant C'in the estimate might depend on ¢, but this is harmless.

Proof. 1f § € S*1, we center the Ewald sphere I',(n) at the origin with the change
§=mn/2+rn/2|0,

Sr(q)(n) = %/qu< g 4 2) q( ‘”|9+ 2) do().  (3.34)

Now we can compute derivatives in the r variable. Consider 7 fixed, then
0r5(q)(n) =
((n =121 +7r) —r" Hin|" > / |77| |77|
= —0 —0 do (6
9n=2(1 + 1)2 L I\ +2 a +2 (6)

Gl S i

We have passed the derivative inside the integral since we are integrating in finite
measure and ¢ is smooth. Observe also that the last two terms are identical (this
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can be verified with the change w = —0). Hence, if we undo the change to spherical
coordinates we get

O e =€) don(€)

2 E=1/2) v eV do
L) /Fr(n) €= /2 Va(&)q(n — £) dory (). (3.35)

Therefore by (3.27), if we fix some 0 < § < 1, for r € (1 — §,1 4 §) we obtain

1005+ (@) ()| < CK (g, 9)(n) + Clnl K (IVal, ) (n).

The estimate follows then using that
KA(VaLa) < S K,0a,9) = 0> K, (70,3, =
i=1 i=1

From Lemmas 3.4 and 3.8 we get the following proposition.

Proposition 3.9. Letn > 2 and fiz any 0 < 6 < 1. Then for everyr € (1—0,1+76),
and g € S(R™) we have that

|’ar§r(Q)||L(2171 < CHQH

e
holds when o and B > 0 satisfy condition (3.25).
Observe the appearance of the Sobolev space WQ’B 2 instead of Wlﬁ 2,
Proof. Multiplying (3.33) by x(n) we get
10:5:(a)llz2_, < CIE@ DIz, +C D K (7id, D1z
i=1

Notice that we get the L? norm in the last term due to the extra || factor appearing
in (3.33). Then, by Lemma 3.5 we obtain the desired estimate using that

1 (%50, @)l 2z < Cllwallypellalwpe < Cllallse- (3.36)

The estimate ||z;q|y52 < Clq|l,p2 can be verified for integer § and extended by
1 2
interpolation to the general case.

]

By Lemma 3.4 and Proposition 3.9 we can apply Lemma 3.3 to estimate the @2
operator, but we leave this for the next section.
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3.4 Estimate of the multiple dispersion operators

3.4.1 Proof of Theorem 2.4

We now introduce the §j7r spherical operators,

as we did for j = 2. The following proposition generalizes the results of Lemma 3.4
and Proposition 3.9 for j > 2. Its proof will be given later on.

Proposition 3.10. Let ¢ € S(R"), n > 2, j > 3 and 0 < § < 1. Consider all
the multi-indices a = (a1, ...,a;_1) with a;, 1 <i < j—1, either 0 or 1. Then the
estimate

j—1
- 1 .
ag. j
085,0(a) 1z, < C (J! Ear )> lall (3.37)
holds for 5 > 0, a certain v > 0 (possibly dependent on [3), and some constant
C =C(n,j,«,B), if the following conditions also hold

r,€(1=6,149)ifa; =1 andr; € (0,00) if a; = 0, (3.38)

(3.39)

a<f+({G-1)B-(n=3)/2), if (n=3)/2<f<(n-1)/2
a<f+(j-1), if (n—1)/2<p < o0.

With this proposition we can prove finally Theorem 2.4, with the help of the
following density argument.

Lemma 3.11. Let j > 2, 1 < p < oo, and 6 € R. Assume that, for every q €
C*(R™), the operator Q; satisfies an a priori estimate

1Q;(@)lwez < C||Q||ivf,p- (3.40)

Then there is a unique continuous extension @j - WIP(R™) — W2(R") of the
operator, and it satisfies (3.40) for every q € Wf’p(R”).

With this lemma we can extend the estimates for @j(q) without having to give
an estimate for the multilinear operator Q;(f1,..., f;) (this operator is defined by
putting f; instead of ¢ in (2.8) following the order of appearance of each ¢ in the
formula). The advantage of having f; = ¢ in most of the estimates in this work is a
question of (great) notational simplicity, but it is not an essential restriction in any
of them. Lemma 3.11 is a direct consequence of Lemma A.3 in the appendix.
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Proof of Theorem 2.4. We begin with the case j = 2. By Proposition 3.9 and
Lemma 3.4, for each ¢ € S(R") we can apply Lemma 3.3 with F,. = S,(q), p = 2,
T=a—1and M = C’||q||12/vﬁy2. Therefore by (3.24) this yields the estimate

2

—

||Q2<Q)||Li, < CHQH?@%

for o/ < « and « in the range (3.25). Then by Plancherel theorem we get the
desired estimate for @2((]) in the Sobolev norm, and by Lemma 3.11 we can extend
by density these estimates for every ¢ € Wf ’Q(R”). This is enough to prove estimate
(2.16).

Now, let’s study the case j > 3. Consider f € S(R"). We introduce the following
operators,

Tia(re, =) (f) « = Sja(f), (3.41)
Tik(res . oosrim)(f) 1 = (indy—1 + Po1) g1 (i1, -+ -, m5-1) () (3.42)
k-1
= [Tmdi + P)S; (1),

for2<k<j5—1, and

Tj(f) = (imd;_y + Piy) Ty -1 (rj-0)(f) = [ [(imds + P)S;u(f)

=1

—

= Q;(f), (3.43)

T k(T - -, mj-1)(f)(x) is a well defined function, smooth in the variables 7, ..., 74
and x (see Proposition A.4 in the Appendix for more details). As we are going to
see, the proof can be reduced to proving the following claim.

Claim 3.12. Let 1 <k < j, and let a= (ay,...,aj_1) witha; =0 if 1 <i<k—1,
and a; = 0,1 if k <i < j—1. Then the estimate

1R T (s -y r-) (P2, < Ck||f\|ivf,27 (3.44)
holds for o/ < (o — |al|) if conditions (3.38) and (3.39) are satisfied, with

j—1
1
k—1 | |

where Cy is the constant introduced in Lemma 3.3.
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By (3.43), we have that for ¢ € S(R"), estimate (3.44) with £ = j, a = 0 and
f =q gives
||Q]( iz, < C'||CI||J

for every o/ < « and « in the range (3.39). Then, using Plancherel theorem and
Lemma 3.11 to extend the resulting estimate for all ¢ € W, ?(R"), yields estimate
(2.17).

We now prove Claim 3.12 by induction in & (observe that j is fixed in the claim).
By (3.41), the case k = 1 of estimate (3.44) is equivalent to Proposition 3.10. To
prove that (3.44) holds true for 2 < k < j, in each induction step we are going to
use Lemma 3.3 and (3.42).

Let’s assume that the claim holds for a certain k, 1 < k < j — 1, then we are
going to prove it for k + 1. Let a’ = (a},...,d; ;) with a; = 0if 1 <4 <k, and
a; =0,1if k+1<i<j—1. We are going to apply Lemma 3.3 with

Frk (:U) = af'l/irj,k(rk? s 7Tj—l)<f)(x)'
By the induction hypothesis (3.44) with a = a’, and (3.45) we have

Ck+1 _
I1Fllzz, < s O I e (3.16)

for o/ < (o —|a’|) and ry € (0, 00). Moreover, taking now a with a; = a for i # k,
and ay = 1, we also get from (3.44) the estimate

Ck+1 -1
10n Fr |2, | < m ||f||W52a (3.47)

with o/ < (o —|a’| = 1) and 7, € (1 — 0,1+ 9). Then, for each f € S(R") we can
apply Lemma 3.3 since condition (3.14) is given by (3.47) and (3.15) by (3.46) with
M = ckHC’Q_leH?/VB,Q. Therefore, for o/ < (o — |a’|), we obtain that

4

H@,?'Tj,kﬂ(m,---J;’q)(f)HLi, =
(imdy + PO Tyn(ra, - o) (F)llz2, = (imdy + Po)Fy [l 2, < Ck||f||ivfz,

where the first equality is true by Proposition A.4 in the Appendix. This concludes
the proof of the claim. O

3.4.2 Proof of Proposition 3.10
We define the operator

Kie(g)(n) = Kjx(1, -, 95)(n) :=

L/ lg1(n — &) (H |9i+1(& fi+1)|> 19(&-1)| dow (&, -5 &),
I'r(n)

=t
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and K ,(g:)(n) := x(n)K;x(g:)(n) . Hence we have that

1+7r;

Siela)n)| < (f[ - )f?j,r@...,axn). (3.43)

The main tool to prove Proposition 3.10 is the following Lemma.

Lemma 3.13. Let n > 2 and j > 3, and consider f; € WP2(R™), 1 <1 < j with
£ > 0. Then the estimate

j—1
| KGe(frseo s fi)llzg <C (H (L47) ) l_IHﬁHW62
=1

holds when « is in the range given in (3.39) for some real number 0 < A < 1.

Proof. Since
—2

n=m-&)+ ) (& — &) +&i-,

1

.

i

if we fix ¢ < 1/j, one of the conditions |n — & | > ¢|nl|, & — &+1] > ¢|n| for some
1 <i<j—2 or[{_1| > c|n| must hold. Hence, the sets

Al(m) ={(&,...,&-1) €Te(n) : In—&| > cnl},
Al(n) ={(&,.... &) €Teln) s |G =&l >cnl}, i=2,...,5—1,
Al(n) ={(&, .-, &-1) €Te(n) = 1€l > elnl},

satisfy T'w(n) = Ul_, A%(n). As a consequence

1w (Fry ey Fi)llze < Zn Py Iz, (3.49)

where K ¥, is defined as K, but integrating over A¥(n) instead of T'y(n).
From now on we fix

f=a—(j—1(1-=N). (3.50)

In the region where x(n) does not vanish, |n| ~ (n), and hence

1K (fr s F)Z <

JRCR ( / »

r

fi(n — &) (H’f@-{-l §i+1)‘> |J?j(fj—1)!d0r> dn,
(3.51)

where ) is a real parameter satisfying 0 < A < (n—1)/2, and do, = do (&1, ..., &5-1)-
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The analysis is exactly the same for each K j’fr k=1,---,7, so we only show one
explicitly, for example, the case k = j.

If 8 > 0 we can use that (n)? < C(&_1)” in AJ(n). Hence multiplying and divid-
ing by |n— &1 Hf;f |& — & 1|17 and applying Cauchy-Schwarz inequality,
we get the following point-wise estimate for the integrand of (3.51),

()| 201 (/ GRS (Hlfm @H>|> Iﬁ(fjl)\d0r>

T

ST / = &Pl = & (H Forn (& = &) Pl6 fw—l-”)
r(7 .

< B(&-0P) dow [ dov. (352)

e (

(n) |T] £1|n 1=2y H ’gz §z+1|n =2y

Now, by Lemma 3.6 we have that

. 1 i-1
\77!‘2(]‘1)/ doe <CT[r?, (353
e g s o<1

where C' is some constant independent of 7 (to see this, always compute first the
integral in the variable ¢; that only appears in one factor, in this case &;_;). Hence,
using this in (3.52) and integrating in the n variable we get the estimate

j—1
TSR ||L2<0H 22 / / IF G e
n Fr/r]

where

F(§17"'7£j—1’77): f(ﬂ £I)<77 §>n1/2>\x-~
=
(Hfi+1(§i—§i+1)<§i—§i+1> e A) Fil&-1)(&-1)".

=1

Therefore, as in Lemma 3.5, we apply the trace theorem to the integrals in I, (n),
to obtain

-1
R DI < C (H ) .
Z / / |8o{1 aj 1F(€17" j 1, 1N )| d§1 dgj—ldT],

0<ail,..laj_1]<1
(3.54)
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where the «; are multi-indices related to the corresponding variables &; in R", see
Lemma A.2 in the Appendix for a more detailed formulation. Now, using the Leibniz
rule in (3.54) we can put the derivative operators on the functions f;(-)*. In the
worst case we are going to get terms of the kind

orgt (Fna( — &) (6 — &)?)

with at most two derivative operators having |o;| = |a;11| = 1. Therefore, if we
integrate each summand first in 7 and then in &;,&,,...,&;_1, we obtain
j—1
KT (Fr o )l < C (HT”) ‘f]HWﬁZHHle‘Q/VQ(n—l)ﬂ—N?' (3.55)
—1

Putting together (3.55) and the analogous estimates coming from the analysis of the
other cases in (3.49), we obtain

1B ()l < € (H) > Wfillwge TT Millygooa-se

1<I<y
1#1

We reason as in Lemma 3.5, first we impose the extra condition A < 1.

As a consequence of Remark 3.7, equation (3.49) follows directly in the range
f > (n—1)/2. The restrictions on A and (3.50) give us the following restrictions on
a’

0<as< gt BH(i-D - <a<pf+(-1). (3.56)

{O<>\<1 <:>{6+(] 2) <a<pB+(j—-1)

We discard the lower bounds for a as in Lemma 3.5.
Otherwise, if 3 is in the range 5 < (n —1)/2, estimate (3.49) holds if we add the
extra condition (n —1)/2 — A < . Then, since A < 1, we must have § > (n — 3)/2
as in Lemma 3.5. Also, (3.50) together with (n — 1)/2 — XA < § imply that a <
B+ (j—1)(8—(n—3)/2) which is a more restrictive condition than oo < + (j — 1)
since we have f < (n — 1)/2. Hence, we have obtained the ranges of parameters
given in the statement. 0

Proof of Proposition 3.10. By (3.48), estimate (3.37) follows directly when a = 0.
Therefore, we consider the case a # 0.

Let r = (ry,...,7), 1 <k < oco. Doing the same computation we did to obtain
0,5,(q) in (3.35) from (3.34), we have that for a general function F(&,...,&,n),
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which is C' in the first k variables,

1
aﬁ' (1 +Ti /I‘r(n) F(glw"agkvn) da—r(glw"vfk))
= (n — 2)712 i (n — 1) / F(glﬂ 75]6’77) dO’r
j ' r(n)

/ 6 - Ve F(E1, o o) dow, (3.57)
Tr(n)

1+Ti

\?:Zg\ is a unitary vector. Observe that the coefficients before the

integrals are functions of r; which are bounded for r; € (1—9,1+40) forany 0 < § < 1
fixed. Hence if we take a derivative 02 with a = (a4, ...,ax) and a; = 0, 1, we have

a = 1
" ((H L+ Ti) /Fr(’f]) (&1, &) dar> ‘

j—1
1 aq |+ | (e%1 QU fe
SC(HHTZ-) > gt k/()!agl - OEEF (1, s )| o,

i=1 0<|ai|<as, Fe(n
1<i<k

where 6; =

(3.58)

where «; are multi-indices associated to derivatives in R", and we have imposed

€ (1 —-0,14+0) if a; = 1 (to bound the coefficients dependent on r; as we did
before). Notice that |ay| + -+ + |ag| can take all the integer values from 0 to |al.
We are interested in computing 025;, so we put k = j — 1 and

F(&, - §-1,m) = aln — &) (Hq — &1 ) q(&-1)-

In this case, each potential is going to be derived at most twice, since in the worst
case ¢ is valued on the difference of two variables, & and & 1. Therefore it suffices
to give the following rough estimate,

/r(n)

for some new multi-indices o}, ..., ;.
and the previous estimate, we obtain

8?11 . 01] 1F<§17"'7£j—17 ‘ dO’r S C Z jl‘ aalq,aQQQ,-..,aa;'—la\)(n%
0< o] <2
1<i<j—1

Hence, by (3.6), putting together (3.58)

j—1
1 1
ag. < I R |al
|05 S;x(@) ()] < C (L! : +m~) i (L4 Inl+ -+ In™) x

ST Kl qr,. g ) ().

0S|Qi|S2
1<i<j—1
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Then, since |o;| < 2, multiplying the previous inequality by x(n), (3.37) follows
form Lemma 3.13 using that ||z%¢ |W2/3,2 < C’||q||Wf,z, which can be obtained by the
the same reasoning given after (3.36). ]




Chapter 4

The double dispersion operator in
fixed angle scattering

In this chapter we prove the Sobolev estimates of the double dispersion operator of
fixed angle scattering.

Proposition 4.1. Let n > 2 and ¢ € W (R") with 0 < 8 < oo. Then

1Q6 2()llwe> < Clglly sz

if the following conditions also hold,

a<{26—(n—3)/2, .z'f (n—3)/2<B<(n—1)/2, 1)
B+1, if (n—1)/2<p < oc.

This is the first part of the statement of Theorem 2.15. Since we can prove an
analogous of identity (3.3), it is not surprising that the techniques and the results in
this section are Simia_go the ones of backscattering. The main complication is that,
when computing Qg2(q)(n), by (2.25), we have that k = k(n,0) := —|n|*/(0 - n),
which implies that & is not comparable with the modulus of |n|. This means that we
need to be more careful when estimating the spherical and principal value operators.

4.1 The double dispersion operator

To prove Proposition 4.1 we provide an explicit formula for the Fourier transform
of Qp2(q), as we did in the backscattering problem. Let ¢ € R and r € (0,00). We
remind that in (3.2) we defined the the modified Ewald spheres

[ () :={€ e R : |€ = (/2] = r[¢/2[}.

Since in this chapter we always have ( = —2k6, we change slightly the notation, and
denote by o0, their Lebesgue measure.

43
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Proposition 4.2. Let § € S, and n € R™. Then we have that

By2(q)(n) = xu,(n) [iSe,1(0)(n) + Polq)(n)] , (4.2)
where
Secl@)) = gy [, T =€) don) (4.3
with k = k(n,0) given by (2.25), r € (0,00), and
Pua)n) = PV. [ = Su ) (4.4)

Proof. Inserting the formula for the resolvent (3.7) in (2.29) with j = 2, and com-
puting the resulting Fourier transform in the y variable, we get that for n € Hy, and
k= k(nve)a 0 = 9/(7776)7

Ve n— — ko’ ~, iky-w
Bya(q)(n) =izk 2/ e M yq(y)/ (kw — kO)e™ do(w) dy
n Sn—l

2
+ / e RV (y)P. V. / eiyf—q«_ke) d¢ dy

[P+
- igw? /S ke — kw)(kw — k6) do ()
-~ / ZJ\(C B ka)

If we put £ = k(w — 0) in the first integral and £ = ( — k6 in the second, then

q(&)q(n —§)

Boala)n) = imSoa(a)n) = P-V- | )

dg,

when n € Hy. Now, notice that
—& - (§+2k0) = k* — |§ — (—kO)|* = (k — [€ = (=kO)])(k + |§ — (—KO)]).

We are going to take spherical coordinates with a radial parameter ¢ around the
point —k#6 in the principal value integral, denoting by B, the ball of center —k6 and
radius ¢, and by o; the Lebesgue measure of the sphere dB;. Hence, if we use the
change of variables t = rk, r € (0,00), in the radial variable, we obtain

SNUERI = 1 ~ VA
—P-V-/andf—p-v-/o m/@BtQ(f)Q(U—ﬁ)dUt(f)dt

> 1 1 PN
:P.V./O Em/r o) q(€)q(n — &) dox(§) dr

<1
= P. V./ 1 So.(q)(n)dr. O
0

—T
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Notice that using the notation of the previous chapter we can write

By a2(q)(n) = xm,(n)(imd + P)Se(q)(n),

which is analogous to (3.3), and so, by (2.28) we get

L —

Qo2(q)(n) = xu,(n)(imd + P)Sp.(q)(n) + xu_,(n)(imd + P)S_g,(q)(n).  (4.5)

4.2 Estimate of the spherical operator

We begin in this section with estimates for the spherical operator S, . These es-
timates are uniform on #, and will be useful in the following section to bound the
operator Py given in (4.4). To simplify notation we define

So.(0)(n) == x()Se,(q)(n), and  Py(q)(n) == x(n)Ps(q)(n), (4.6)

as we have done previously in the case of backscattering.

Lemma 4.3. Let n > 2 and ¢ € W/?(R™) with § > 0. Then if 0 < & < 1, the
estimate

156580, (@)ll < C(1+ ) lallyp2, (4.7)

holds when
a<B+(B-(n—-3)/2)—¢, if mM—3)24+ec<B<(n—-1)/2, (48)
a<f+1-—c¢, if (n—1)/2<p < o0, '

for some real number v > 0 (possibly depending on ).

This lemma is very similar to Lemma 3.4, and in fact the proof follows a similar
line of reasoning. The main novelty is the presence of the k° factor which is necessary
for the estimate of the principal value term Py(q). More precisely, we need to absorb
a k° factor at some point in the proof of Proposition 4.6. In backscattering, this
was strightforward, since, in that case, it was an extra |n|® factor, which can be
immediately absorbed in the Sobolev norm as a loss of an ¢ of regularity. This is
slightly more complicated in fixed angle scattering, where the radius of the Ewald
sphere I'.(—2k#0) is proportional to k, which is not equivalent to ||

To simplify later computations we define the operator

IN{G,T(91792)(77) = X(W)Ke,r(917g2)(77),

where

Korlor o)) = [ 1@l — Ol o)
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Then we have that

Son@)0)] < TR, @D )

and therefore the proof of Lemma 4.3 is an immediate consequence of the following
lemma taking v =1 — \.

Lemma 4.4. Let n > 2 and f1, f5 € Wf’Q(R”) with > 0. Then if 0 < e < 1, the
estimate

15 Ko (Fro F)llzz < OO+ P illysa | fellyse (4.9)

holds when « is in the range given in (4.8), for some real number 0 < X\ < 1 (possibly
depending on ().

Proof. Consider a parameter ¢ < A\ < 1, for € in the statement, and observe that
k satisfies |n| < 2k. Since Cy > 1 in (2.10), we have that x(n) = 0 for |n| < 1.
This means that |n|~* < 2(n)~! in the region where x does not vanish. Since A < 1,
putting these inequalities together we get K}~ < C(n)*~1, and this yields

Ik Ko (f1, fo) 72
2
<o [ e (6 [ R0 - 9ldoa(©) dn
n T, (—2Kk0)
Now, we ask A to also satisfy the relation

B=a—1+A\ (4.10)

We have n = (n — &) + &, so if we choose any 0 < ¢ < 1/2, for every £ € I'.(n) at
least one of the conditions || > ¢|n| and |n — £| > ¢|n| must hold. Since we have
assumed that 8 > 0, in both cases we are led, respectively, to the estimate

kaf(e,r(ﬁ,ﬁ)Hig < C(I + 1), where
2
- e—M\ N Bl .
hem [ (8 RO B — Oldonte))

b [ ([ @G- 01— 8 o)) dn

We study the case of I;. Multiplying and dividing by |n—&|(—1/2-A+¢

Cauchy-Schwarz’s inequality, since 0 < & < A we have

L<cC / / AL faln — €)P|n — €7 17207 doy(€) x . ..
n J T (—2Kk0)

, and applying

k,f2()\f€)
- X dok(8) dn
/FT(—Zk:G) I — &|n—1m2e)

<crtd [ ] RO - Pl - P20 doe( dn. (411)
Rn J T, (—2k0)
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where we need to impose the condition A < (n —1)/2 + ¢, to apply Lemma 3.6 and
to get the last inequality (recall T'.(—2k6) has radius rk). To simplify the integral
over the Ewald sphere we are going to use the trace theorem, as in the proof of
Lemma 3.5 (see Proposition A.1). This yields

/ RO Faln — P (1 — €120 dor (€)
Iy (—2k0)

< | OPOP IR0 = OF (= 9007 dg

+f

Therefore, inserting (4.12) in (4.11) and changing the order of integration we get

Il S CT‘2(>\_6)/

R

sortd [ 19 (R 1t - 0P - 20 dg dy
w00 [ [ R©PE? |V (Bl - om -0 agan
R" JR?

< CTZ(A_a)||f1||€V1B’2||f2||?,vl(n—1>/2—u—s>,2, (4.13)

Ve (RO© - -0 ae. (11

| IROF@Y = OF = 9V dg dn

since by Plancherel theorem we have

J.

The estimate of I, is nearly identical, the only difference is that we multiply and
divide by the weight |¢|"~D/2=(A=¢) in (4.11), so essentially we recover estimate
(4.13) but interchanging the roles of f; and f,. Hence we have that

-~

v en| a <o

2
wh?:

|6 Ko (J1, J2) 22
< or=e) <||f1||W1ﬂ,2||f2HW1<n71>/2—(A—s>,2 + ||f2||W1572Hf1||W1<n71>/2*<A*8>»2> :

Now, as a consequence of (4.10) and that A\ > ¢, equation (4.9) will follow directly
in the range § > (n —1)/2. But, by the conditions imposed in the proof we have to
take into account the restrictions

1 1-—
{5<>\< <:>{5<0z<5+ €

n—1 n—1
E<AS P+ rl-"7—ce<a<f+1-c

We can discard the lower bounds for o using that ||f[|z2 < [|f][;2, always holds if
a < . Therefore we have only the restriction a < f+ 1 — e.
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Otherwise, if § is in the range 0 < 8 < (n — 1)/2, estimate (4.9) will follow if we
add the extra condition
(n—1)/2—(N—¢) <B. (4.14)

Then, since A < 1, we must have > (n — 3)/2 + ¢ (the other conditions on
A don’t add new restrictions). Also (4.10) and (4.14) imply together that a <
28 — (n — 3)/2 — ¢, which is a stronger condition than @ < 8+ 1 — ¢ since we
have 8 < (n —1)/2. Hence, we have obtained the ranges of parameters given in the
statement. [l

In the next section we are going to need the following Lipschitz estimate for §97T
which follows from the previous lemma, to bound the principal value operator F.

Proposition 4.5. Let n > 2 and ¢ € S(R™). Then for any 0 < § < 1 and
r1,79 € (1 = 9,1+ 0)

157G (0) = Sora(@)) 1 < Clry = gl (4.15)

holds when o and [ satisfy (4.8) with € = 0.

In general the constant C' in the estimate is going to depend on ¢, but this has
no special relevance. Observe also that the Sobolev space this time is Wf % instead
of Wlﬁ 2

Proof. We center the Ewald spheres in the origin with the change £ = rkw — k@,
where w € S" 71,

Ser@)0) = gy L AT € da(e)
2]€n_27"n_1 R R
= T /Snl q(rkw —k0)q(n —rkw + k) do(w).

Now we can compute derivatives in the r variable. Consider 7 fixed, then

d

= Snala)n) =
K2 ((n— D)r"2(1+r) —r ) R R

- (1+r)7? /Sn1 q(rkw —k0)q(n — rkw + k0) do(w)
knflrnfl

o /S w VG (rkw = k0) () = rkw + k6) do(w)
kn—lrn—l
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(notice that Sy, (¢)(n) is a smooth function in the r variable for every n # 0). Hence,
fixing some 0 < § < 1, for r € (1 — §,1 4 ), if we undo the change to spherical
coordinates we get

d

taking the absolute values inside the integrals. Notice the k factor multiplying the
last terms. Now, if n # 0, by the fundamental theorem of calculus we have

Surs(@) = Son()) = [ - Sarla) o) dr

1

== [ [Esiom] @

r=r(t)

where for brevity, 7(t) = (ro — 1)t + 1. Then by (4.16) we obtain

|59,7“2 (Q> (77) - Sﬁ,m (q) (77)|

1
< Clry — 1] / (Korn)(@ @) (n) + kKo iy (IVT, Q) (1) + kKo (@, 1V (0)) dt,
0
so multiplying by x(n), and applying Minkowski’s integral inequality we have

15 (So,2(a) = S, (@) 122 <

1
Clra=ril [ (167 Ko @Dl + 1Ko (V2 Dllos + 1R @ VD12
0

Then, since r(t) € (1 — 9,1+ ¢), we can apply Lemma 4.4 with ¢ = 0 to estimate
the first term (using that k=! < 2|n|~! < ¢ where x does not vanish). The others
follow similarly, observe that

Ko, (IVal q) < C’Z Ko, (0,q,q) = CZ Ko, (2:4,7),
i=1

=1

so again we can apply Lemma 4.4 and Remark 3.7 to estimate these terms, which
yields B
1Ko (77, Dl < Cllmaallypzllalype < Cllallfpa- O

4.3 Estimate of the Principal Value Operator

As a consequence of Lemma 4.3 and Proposition 4.5, we obtain the following estimate
for the principal value operator Py introduced in (4.6). We follow closely the proof
of Lemma 3.3.
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Proposition 4.6. Let n > 2 and ¢ € W?(R") with > 0. Then the estimate

1Bo(@)lzz < CllalPye.

holds when « is in the range (4.1).

Proof. By the density argument of Lemma A.3 we might assume ¢ € S(R™). Let &
be the same of Proposition 4.5, and set d;, := d min (k=2,1). To simplify notation
we define the region

By :={r € (0,00): 0, < |1 —7r| <},

relevant when k£ > 1. By using that P.V. f1 —r<a ld - =0 for any a > 0, we have
~ So.r -5 So.r
Bo()(n) = / b, (Q)(ni 0 (@) ;0 / 0.(0) (1)
|1 T‘<5k -r By 1 -r
o B,
0<|1—r| I—r
1= Pp,4(q)(n) + Po.s(0)(n) + Po.c(q)(n), (4.17)

where, in the first term on the right, the P.V. is not necessary any more since
g € S(R™) implies that Sp,(q)(n) is smooth in the r variable, and hence the singu-
larity in the denominator is cancelled by the numerator.

Applying Minkowski’s integral inequality and estimate (4.7) with ¢ = 0, we

obtain B
S0, ()]l 2

& dr < C||q? (4.18)

W527

u%p@m%s/

s<ji—r| L=
Using Cauchy-Schwarz’s inequality in the r variable and estimate (4.15) we ob-

tain

2

H%A>m2=/<mm an

1—17r

8@ @) = Sonl))]\
<25/n /|1 e (k =7 > dr dn

<% 1k~ (S0.1(a)(m) = Sor(@) ()13 2 dr < O8]

[1—r|<d |1 - TP

/ gg 1((])(7]) - g@,r(Q) (77) dr
[1—r|<dk

(4.19)

we2:

Now, to estimate Py 5(q)(n), set N(k) = —log,(dk~?), and consider the next dyadic
decomposition,

1 ~
o B Z /2 (3+1) j XB (T) 1-— TSQ’T(q) (Tl) d?“,

0<j<N (k) <[1-r|<277}
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where yp, is the characteristic function of Bg. For n fixed, if 0 < j < N(k), the
definition of N (k) implies that 29 < k?/§, therefore

Pun@)] €2 o) [ ISu@lar (@20)

—r|<2-3

where X (52/,00) 18 again a characteristic function. But observe that in the last line
we have a sublinear operator of the kind

PM@)(1) = Xiont o0 (K?) / 8o (q) ()| dr,

[1—r|<A

with 0 < A < 1. Take ¢ > 0 small. Computing the L? norm of P* and applying
Minkowski’s integral inequality we obtain

1P ()]l < CW?/ 1550, (a) |z dr < A/2C gl (4.21)

WBVQ’
[1—r|<A !

using estimate (4.7), and that in the region where the characteristic function does
not vanish we have that k= < CA/2. Hence, taking the L2 norm of (4.20) and
applying estimate (4.21),

1Pos@lez <2 2IP* (@)l < Cllallyype D 277 (4.22)
j=0 j=0

and the dyadic sum converges. This estimate holds when « is in the range given
by (4.8), so for every « in the range given by (4.1) is possible to choose € so that
(4.22) holds. Therefore since ﬁg = Py 4o+ Py + Fy,c we conclude the proof putting
together estimates (4.18), (4.19) and (4.22). O

Proof of Proposition 4.1. By the definition of Py and S, if we multiply (4.5) by the
smooth cut-off x(n) we obtain

—

Quala)(n) = xa1,(n) (So(@)m) + Pola)m)) +xr_, (n) (S-ola)m) + Pola)(m)) -

Then the estimate of the spherical operators follows from Lemma 4.3 with € = 0 and
r = 1, and the estimate of the principal value operators from Proposition 4.6.  [J



Chapter 5

Counterexamples

In this chapter we construct a family of real, radial and compactly supported func-
tions gz to obtain an upper bounds for the regularity gain of the Q2, Q2 and Qg2
operators. This is the essential step to prove Theorem 2.2 and Theorem 2.13, though
we leave the proofs of these theorems for the next chapter.

Theorem 5.1. For every 0 < < o0, if ag := min(8+ 1,28 — (n—4)/2), there is a
radial, real and compactly supported function gg satisfying gz € WY2(R") if v < 83,
and such that

i) Qa(gs) € WEA(R™) only if a < ay.

loc

i) Qoo(gs) € Wi2(R™) only if o < a.

loc
iii) Qra(gs) € Wi (R™) only if a < ay.

The key idea behind the proof of Theorem 5.1 is to study the asymptotic behavior

—

of |Q2(gs)(n)| when |n| — oo. This is greatly simplified by the fact we have the
explicit formula (3.3). Now, gz has a real Fourier transform g3(§) by construction,

so Q2(gp) has a real part given by the principal value term in (3.3) and an imaginary
part given by mS51(gs). As there is no possible cancellation between the real and
imaginary parts, we are going to study only the asymptotic behavior of the spherical
integral, which has the advantage of having a positive integrand. We have exactly
the same situation when considering Qp2(gs) and Qr2(gg)-

See [9, pp. 20] for an explicit radial counterexample in the case = (1/2)” and
n = 3, for the double dispersion operator introduced in that paper.

To simplify notation we write S(q) := S1(q), So(q) := Sp1(q), ['(¢) :=I'1(¢) and
similarly for analogous cases. The main estimates are given by the following two
lemmas.

Lemma 5.2 (Backscattering). Let § > —n/2 and assume that qz € S'(R™) satisfies
the following conditions,

23
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Figure 5.1:  The (red) dashed line represent the set A(n) C I'(n).

i) Its Fourier transform qs(€) is real and non negative function in all R™.
ii) There is a constant ¢ > 0 such that if |£] > ¢, then @3(€) > C(£)™/27B,
iii) qz(§) is continuous and satisfies qz(0) > 0.

Then we have that, if |n| > 4c,

S(gs)(n) > C' max (<r,7>fﬁfn/2f17 <n>—2572) .

Proof. Since @3 is non negative, we have that

1

S(qe)(n) = 7=

> 45(§)qs(n — &) doy (), (5.1)
l A(n)

where, if we write n = |n|f with € a unitary vector, A(n) C I'(n) is defined as follows

A(n) =L € Tn) - (€ —n/2)-0] < [n|/4}.

That is, A(n) is a band around the equator orthogonal to n of width proportional
to |n| (see Figure 5.1). Observe that we have £ € A(n) if and only if n — & € A(n),
and that in this region || > |n|/4. Hence, if we consider |n| > 4c¢ (where ¢ is given
in the statement) and £ € A(n), we have that || > ¢ and |np — &| > ¢, so from (5.1)
we get

S(as) | | Sl G R0
s Ol 65:2)

where to get the last line we have used that the measure of A(n) is proportional to
In|"~1, and that |¢| < |n| and |n — £| < |n| always hold in I'(n).
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Now, if g3 is continuous and ¢z(0) > 0, we can take a ball B. around the origin
of radius 0 < € < ¢ such that gz(§) is positive in its closure. Also, if || > 2¢ and
¢ € B.NT(n), we have that |n — &| > ¢. Using both facts we get

1 o~
S(%)(n)zm ; F()Qﬁ(ﬁ)Qﬁ(n—E)dan(S)
=NLI'(n
>0t (- &2 doy(€) > Clpy P, (5.3)
In] B.NI'(n)

where to get the last inequality we have used that |n—¢| < ||, and that the measure
| B-NT'(n)] is bounded below by a positive constant independent of 7 (this is because
the region B. N T'(n) approaches, for n large, a flat disc of radius ). To finish we
have just to put together (5.2) and (5.3). O

Similarly, we can prove the following result.

Lemma 5.3 (Fixed angle). Consider the half cone Dy := {n € R" : n-0 < —al|n|}
for some 0 < a < 1. Assume also that q satisfies the same conditions stated in
Lemma 5.2. Then we have that if |n| > 4c, there is a constant C' independent of n
and 0 such that

So(qs)(n) > Cxp,(n) max ((n) =271 (n)=2=2)

where xp, denotes the characteristic function of the cone.

Proof. Observe that if -0 < —a|n|, by (2.25) we have that k ~ |n|. Since ¢z is non
negative, we have that

S0 2 g [ BB i) (5.4

where A’(n) C I'(—2k0) is defined as follows
A'(n) :={¢e(-2k0):|&| >c and |n—¢&| > c}.

That is, we take the points on the Ewald sphere which are not contained in two balls
of radius ¢ centered, respectively, around 7 and the origin. This implies that the
measure of A’(n) satisfies |A’(n)| > Ck"! for some constant C' > 0, since || > 4c
implies k£ > 2c¢. Therefore, by condition i7) of ¢, in (5.4) we get

S 2 Cp [ =g g o)

1 —2B—ng.n— —28—
> C-(n) Wmngn=lt > O )2, (5.5)

where we have used that |¢| < 2k < C|n| and that |n —&| < |n| + 2k < Cln.
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Now, if g3 is continuous and ¢z(0) > 0, we can take a ball B, around the origin
of radius 0 < ¢ < ¢ such that ¢z(¢€) is positive in its closure. Also, if |n| > 2,
¢ € B-NT'(—2k0) implies |n — &| > ¢, so

S@mzg [ BEOwHn- )

1
> Cr (n =€)~ doy (&) = Clp)™ 271 (5.6)
B.NI'(—2k0)

using again that |n — & < Cn| and that the measure |B. N I'(—2k0)| is bounded
below by a positive constant independent of 7 (the region B. NI'(—2k6) approaches
for n large a flat disc of radius ¢, as in the previous lemma). To finish we have just
to put together (5.5) and (5.6). O

We now construct the family of functions gg.

Proposition 5.4. For every 0 < [ < oo there is a radial, real and compactly
supported function gg € WY2(R") for every v < 3, such that gz is non negative in
R", g3(0) > 0, and for some ¢ > 0 we have that

G(&) 2 CE™>F if e > e (5.7)
Proof. We introduce the functions Gg(x) given by the relation

Gs(€) = W-

These functions are, up to normalizing factors, kernels of Bessel potential operators.
We observe that the Fourier transform of a radial and real function in R" is also
radial and real. As a consequence, the G functions satisfy the statement of the
proposition except for the condition of compact support.

The regularity properties of the G function are determined by its behavior
when |z| — 0. Far from the origin G(z) is smooth with exponential decay (see, for
example, chapter V of [52]). This motivates us to choose gz = ¢G3 where, ¢ is any
C°(R™) function non-vanishing at the origin. Then clearly we have gz € W7?(R")
for every v < 3, as desired.

The rest of the properties of gz follow if we choose ¢ in the following way.
Consider again a function ¢ € C°(R") radial and real such that 12(0) # 0 and put
¢ = ¢ x 1. Then ¢ is going to be compactly supported, radial, real and non-zero in
the origin. Moreover its Fourier transform satisfies ¢(¢) = (€)% > 0 for all £ € R”
and also that ¢(0) > 0.

Using this we get that gs(&) = ¢ C/J\ﬁ(f) is non-negative. Also, since 5(0) > 0,
there is an € > 0 such that 5(5) is bounded below in B, = {¢ € R : [¢| < ¢}. This
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yields (5.7) since we have

3O = [ G- a0 c= [ (e~ a0

>C [ (€= PAC= Ol + o) = 0T,

Be

for || > e. To finish the proof we only have to verify that gz(0) > 0. But this is
immediate,

30 = [ G- d¢ >0,

since @(5) > (0 and 5(5) > 0 for every £ € R™. O
We can now prove Theorem 5.1, with the help of the following simple result.

Lemma 5.5. Let f € S'(R") be such that ]? s a mon negative measurable function.
Consider an open set E such that for all x € E and A > 0, \x € E (a conical
open set). Assume also that in E, for some ¢ > 0, v € R and |n| > ¢ we have

]?(77) > C(n)~™?77. Then we have that f ¢ W*(R™) for every o > 7.

oc

Proof. In the proof of Proposition 5.4 we have seen that we can take a function
¢ € CP(R") such that ¢(¢) > 0 in R™ and ¢(0) > 0. Then we can choose an

0 < & < ¢ small so that ¢(¢£) is bounded below by a positive constant when £ € B..
Then, if E. :={ne€ E: (n—¢§) € E, V¢ € B.} and we ask |n| > 2c and n € E., we
obtain that

~

ofm) = | S n—¢)ds

>/ G(&) f(n — &) de > C(n)™/*.

As a consequence we have that ¢f ¢ W*%(R") for « > v, which implies that
f & W>?(R") by definition of the local Sobolev spaces. O

loc

Proof of Theorem 5.1. Let’s prove ¢). By Proposition 5.4 the function gs satisfies
all the conditions necessary to apply Lemma 5.2, and hence for |n| large we have

S(gs)(n) = C'max ((n) 7=/, () ~272) . (5.8)

By (3.3), we have that

Q2(95)(n) = P(S(95))(n) + i7S(g5) (n), (5.9)

and gp is real, so P(S,(gg)) and S(gp) also are real functions of 7. This means that
if we assume Qq(gg) € W2 (R™), we must have F~1(S(gs)) € W2 (R™), since there
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are no possible cancellations between the real and imaginary parts in (5.9). Then,
as a consequence of (5.8), applying Lemma 5.5 with f = F~!(S(gs)) and E = R"
we obtain that o must satisfy simultaneously o < f+ 1 and o < 28 + (n —4)/2.
Hence, we have shown that for every 0 < 8 < oo there is a radial, real and compactly
supported function gg such that gs € W7*(R") if and only if v < 3, but we have
that Q2(gs) € W2 (R™) only if o < min(3 + 1,26 — (n — 4)/2).

We now prove 4i). In this case, by Lemma 5.3 we have for |n| large that

So(9s)(n) = Cxp, () max ((n) =7~ (1) 7277%) . (5.10)
Also, since Dy C Hy, by (4.5) we have

—

XD, (1) Q0.2(0) (1) = imxp, (1)S6(q)(n) + XDy (1) Pa(q) (1)

As we mentioned in the case of backscattering, since gz is real, there are no cancel-
lations possible between FPy(gg) and imSp(gg). Hence if we assume that Qg2(gs) €
W22(R™), it implies that F~1(Sp(gs)) € W2 (R™). As a consequence, by (5.10),
applying Lemma 5.5 with £ = Dy and f = F~'(Sy(gs)) we obtain that o must
satisfy o < f+ 1 and a < 2 4 (n — 4)/2 simultaneously.

To prove #ii) observe that taking the imaginary part of (2.35), we have

So(9s)(n) do(0).

— 2T

S(Qr2(gs))(n)

ISP Jipesn-1.po<o}
Therefore, since the integrand is positive for every 6, if we consider an 7 fixed
satisfying |n| > 4c, we can restrict the integral to the subset of points § € S*~! such
that n € Dy. Then we obtain

— 2T

3(Qra(9s)) (M) 2 1 So(gs)(n) do(6)
| ’ {6eSn—1: n-6<—aln|}

> C'max ((n) 7~/ ()72,

where the last line follows from (5.10). From this estimate, reasoning as in the proof
of 7) and i7) we get the desired result. O

Proof of Theorem 2.5. It follows immediately from point ¢) of Theorem 5.1. O]

Proof of Theorem 2.15. The first part of the statement follows directly from Propo-
sition 4.1. Condition (2.37) is an immediate consequence of Theorem 5.1. [

In the same spirit of Theorem 5.1 we have the following result which significance
will be clear in Chapter 7

—

Proposition 5.6. For every (n —2)/2 < 8 < oo, we have that Q(gg) € LL(R™)
only if « < f—(n—2)/2.

Proof. (5.8) implies that S(gs) ¢ LL(R") for « > 8 — (n — 2)/2. Then it follows,
reasoning as in the proof of Theorem 5.1, that also Qs(gs) ¢ L% (R™). O



Chapter 6

The Born series expansion in
Sobolev spaces

In this chapter we are going to study the high frequency Born series in W*2(R"),
in backscattering and in fixed angle scattering. The main results are Lemma 6.1
and Lemma 6.11 in which we prove, using the Kenig-Ruiz-Sogge estimates for the
resolvent Ry, that the remainder term of the series can be as regular as desired.
As a consequence of this result we can finally prove Theorem 2.2, Theorem 2.3 and
Theorem 2.13. Apart from this, we apply finer estimates of the resolvent from [46] to
control @j(q), and @97j(q) in W*2(R") (see Proposition 6.6 and Proposition 6.13).
In the case of backscattering we have already estimated @j(q) in Theorem 2.4, but,
in certain instances, the estimates provided in this chapter are better in the low
regularity case (that is, when ¢ € W52(R") with 8 near max(0, (n —4)/2)). We will
comment more about this later on. In the case of fixed angle scattering, Proposi-
tion 6.13 is essential to prove Theorem 2.14, since until now we only have studied
the double dispersion operator in in Chapter 4, and we don’t have an equivalent
result to Theorem 2.4.

The constant Cj introduced just before (2.10), and used in (2.11) and (2.31) in
the definition of the high frequency part of the remainder terms, plays a special role
in this chapter. To estimate Qf(q), we need to choose Cy > 2kq, where kg is large
enough, depending on some L norm of ¢ with p > n/2. This is required since, in
order to control the behavior of the scattering solution us(k,#,x) that appears in
the definition of the remainder terms, we need to impose k > ky (see Lemma 6.5).
Therefore, from now on we assume in this chapter.

Co > Cln,p)|lgli* ™", with p > n/2, (6.1)
for an enough large constant C'(n,p) > 0. From now on we will omit the dependence
on n and p in all the constants that appear in this chapter. We recall that Cy was

used in (2.10) to define the cut-off x.

29
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6.1 The case of backscattering

6.1.1 Proofs of theorems 2.2 and 2.3

Since we have already studied the @; operators in Chapter 3, by (2.12), to prove the
main results of recovery of singularities, we analyze the behavior of the remainder
term Qf(q). We first state the main result and then we use it to prove Theorem 2.2
and Theorem 2.3. The proof of the estimate of the remainder term will be left for
the next section.

Lemma 6.1. Assume that q is compactly supported, and that g € LP(R™) for some
p>n/2. Let « € R. Then, if we take Cy > C||q ||1/ =/ with C large enough, we

have that Qa) € W2(R) for cvery j > 2252

This is the main lemma necessary to prove, together with the individual estimates
for the ); operators, the results of recovery of singularities in backscattering. But
we can prove also the following result for the remainder term, which implies that
the (tail) of the high frequency Born series converges in W*?(R").

Proposition 6.2. Assume that q is compactly supported in B,, the ball of radius
p, and that ¢ € LP(R™) for some p > n/2. Let « € R. Then if we take Cy >

C(p )||q||2/ @=n/2) ith, C(p) large enough, and j > "/27;7;‘, we have that

lim [ Q% (q) |y = 0. (6.2)
j—00

From Lemma 6.1 we get the following result.

Lemma 6.3. Assume that the conditions on q and Cy stated in Lemma 6.1 hold.
Assume also that for some o > 0 and every j > 2, we know that Q;(q) € W**(R").
Then we have that ¢ — qg € W**(R™) modulo a C*> function.

Proof. By Lemma 6.1 there is an ¢ > 2 such that éf(q) € W*2(R"), and hence the
result follows immediately since, modulo a C'* function, we have that

q—qB—ZQJ )+ QF(a). (6.3)
]

Using this lemma we can reduce the proof of Theorem 2.3 to Theorem 2.4, which
was proved in Chapter 3.

Proof of Theorem 2.3. By the Sobolev embedding, we have that ¢ € LP(R™) for
some p > n/2, since we have that ¢ € W?(R") with 8 > 0, and 8 > (n—3)/2. (In
fact, as we have mentioned previously, it is enough to have § > (n —4)/2 instead of
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the latter condition.) On the other hand, by Theorem 2.4, if 5 > 0 and j > 2, we
have that Q;(¢q) € W*?(R™), with

-2 it m-3)2<B<m-1)/2,
B+1, if (n—1)/2<p < 0.

Therefore we can apply Lemma 6.3 which yields the desired result. O

Similarly we can prove some of the results of recovery of singularities given in
Section 2.3.2.

Proof of Corollary 2.10. By Theorem 2.4 and Theorem 2.9, if 8 > 0, for ¢ radial
we have that Q;(¢q) € W*?(R™) for every j > 2 with

_JB+2B-(n=3)/2), if (n=3)/2<B<(n-1)/2
g+ 1, if (n—1)/2<p<oc.

On the other hand, as we explained in the previous proof, in this range of S we have
that ¢ € LP(R") for some p > n/2. Hence the result follows applying Lemma 6.3. ]

Proof of Theorem 2.8. As in the previous proofs, since 5 > (n —2)/2, we have that
q € L? for some 5 > n/2 by the Sobolev embedding. Let ¢ > 3. By (6.3) we have,
modulo a C* function, that

¢
¢—qs = Qa2(q) + > _ Q;(q) + Q' (g). —~
=3
First, by Lemma 6.1 we can choose ¢ such that Qf(q) € WATL2(R"). Then, since
B > (n —2)/2, by Theorem 2.4 we have that Z?:s Qi(q) € WAHL2(R") (this is
straightforward using (2.15)). Finally, by Theorem 2.7 we have that Q2(q) € A*(R")
for all @« < f — (n —2)/2. Therefore we must also have that ¢ — g € A*(R"),
(modulo a smooth function) since the Morrey-Sobolev inequality (2.21) implies that

WHAHL2(R™) ¢ A%(R") for a < 3 — (n — 2)/2.

Also, thanks to Lemma 6.1, the proof of Theorem 2.2 can be reduced to Theo-
rem 2.5, which has been proved in the previous chapter.

Proof of Theorem 2.2. Take a > 0 and assume that we have that g—qg € W (R")

for every compactly supported, real and radial potential ¢ € W#2(R™). We arlgcgoing
to prove that then necessarily @j(q) € VV&f(R”) for all j > 2.

We denote by gg(\) the Born approximation of the potential ¢(\) = Ag, where
A € (0,1). By the multilinearity of the @j operators, the Born series (2.12) for g())

becomes

A —ap(\) = — Z NQ;(q) + QF (\g), (6.4)
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modulo a C* function (which also depends on \).

Since by assumption the potential is compactly supported, and satisfies ¢ €
WH2(R™) for some 3 > max(0, (n — 4)/2), by the Sobolev inequality we have that
q € LP(R™) for some p > n/2. Then, according to Lemma 6.1, we can choose ¢ > 2

such that QF(\q) € W*2(R"™). Notice also that ¢ does not depend on ¢. Since by
hypothesis Aqg — qg(\) € W22(R™), for every A € (0,1) we have that

loc
Z ~
D NQi(q) € WH(RY).
j=2

But, by choosing \; € (0,1) for every 2 < i < ¢ such that det(\) # 0 (this is a

Vandermonde determinant), we obtain that, for all 2 < j < ¢, Q;(q) € W2 (R™).

But, by condition (2.19) of Theorem 2.5, we know that this implies that o must be
in the range given by (2.13). O

6.1.2 Estimate of the remainder term

To estimate the remainder term (Lemma 6.1), we need a couple of lemmas. We first
introduce some well known estimates of the resolvent Rj,. We assume always that
1 <r,r" < oo are Holder conjugate exponents, that is % + % =1.

Lemma 6.4. Ler r such that either —— <

n+1
and n=2. Then

L 12 pdn>20r2<d —
T r — n .

: <1

S e

IRe(F) e < CR )22 £

It follows essentially from [23], with some special care in the case n = 2. See [46,
Lemma 3.1] for more detailed comments about to the proof of this lemma.

Using Lemma 6.5 we can show the following result of existence and uniqueness
of the scattering solutions us(k, 6, x) which satisfy (2.1).

Lemma 6.5. Let ¢ € LP(R") with p > n/2 be compactly supported in B,, and let
r=2p/(p—1). Then there is a solution us(k,0,x) of (2.1) in L"(R™), and it satisfies
the estimate

s (ks 0, )l < C(p)K™P~2 g1, (6.5)
for every k > kg, where ko := C’||q||2é(2_n/p), for some large constant C'.

Proof. As we explained in Section 2.2, if ug is solution of (2.1), we have (formally)
that

us = (1= Ti) " (Ru(qe™0)), (6.6)

where Ti(f) = Ri(qf). As we are going to see now, the previous formula can be
made rigorous for k large enough (we cannot use Fredholm theory, since ¢ can be
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complex valued). By Lemma 6.4 and Hélder inequality, the operator T}, satisfies the
estimate

ITe (Pl < Ckn/p_2||Qf||LT' < CK"P2lq| ol | - (6.7)
since 7' = 2p/(p+1) and ;; — 1 = +. The condition 27 < & — < 2 necessary to

apply Lemma 6.4 implies that we need n/2 < p < (n+1)/2, but we can discard the
upper bound using that ¢ is compactly supported (or, alternatively, by interpolation,
if the condition ¢ € L*(R") is added to the statement). By assumption n/p—2 < 0,
and therefore, if we take k > ko where kq satisfies || T,|| < Cki/"?||ql|» < 1/2, we
can expand the operator (1 — T;)~! in (6.6) in a Neumann series. Moreover, the
operator norm of (1 —T})~! will be bounded by 2. Using this in (6.6) together with
Lemma 6.4, we get

sk, 0, )1 < || Relge™ ) or < CE™P72q]| -
To finish, is enough to use that, by Holder’s inequality,
lall . < Clolgll e,
since ¢ has compact support in B, and, by definition, " < p always. O]

Proofs of Lemma 6.1 and Proposition 6.2. By (2.9) and (2.11), for { = —2k6 we
have that

@O =X [ GRY Ol 0,9)(0)do

Then, since x (&) vanishes for |£] < Cy,

1@ @) < [ e |
CO Snfl

< [ e [ Ry aCn k0 I de@)dk. (68)

Co

2

/n " (qRe) " q(Jus(k,0,))(y) dy| do(0) dk

Since ¢ is compactly supported we might assume without loss of generality that
n/2 <p < (n+1)/2. As in the previous proof we now take r=2p/(p—1) and
" = 2p/(p+1). These numbers satisfy %+ = =1 and = —= ﬁ. Applying Hélder’s
inequality, since ¢ has compact support, yields

I(aRe) = (a()us(k, 0, )1 < Co)lI(aR) ~ (a()us(k, 0, )l (6.9)
Combining Holder’s inequality and Lemma 6.4 we have
@R (Nl < CEP gl o]l £l -

Using this estimate j — 1 times in (6.9) and Hoélder’s inequality, gives

(g Re) ™ (a(Jus(k, 0, ))l|r < C(P) KO0 g a(us (k. 0, ) e
Cp) kD=2 q||7, s (k, 6, )]l
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Hence, assuming that Cy > C’||q||}3/,,(2_n/p)7 we can use Lemma 6.5 to obtain
(@R~ (g Yus(k, 0, )l < C(p) /P2 g7 (6.10)

Then, inserting the previous inequality in (6.8) yields
Q8 0) e < COpIEE™ [ prszesaition g,
Co

Since n/p — 2 < 0, the previous integral is finite for all j > gi 2;;;‘, which proves

Lemma 6.1. To prove Proposition 6.2 observe that the previous inequality yields

2j(2—n/p) —n — 2«
+1 27 2 n +n+2a
< Cp)|lqll7 0 g

Q% () |2rez < Clp) gl

Y

if we consider this time j > "/2;;;‘7;/2. Then, the right hand side goes to zero as
j — oo, if take Cy > C(p)|lql|}» for any A > (2 — n/p)~L. For simplicity, in the
statement we have chosen A = 2(2 —n/p)~L. O

6.1.3 Implicit estimates of the multiple dispersion operators

In this section, we give alternative estimates for ();(¢) which are different from the
results given by Theorem 2.4. In general these estimates are worse in terms of
regularity for high §, but yield some interesting results in the range (n —4)/2 <
B < (n —2)/2, specially when the dimension is low.

In the proof, we follow the method developed for fixed angle scattering in [46],
and for backscattering in [48]. It has also been adapted to the elasticity setting
n [4] and [5]. As in the mentioned works, we begin by giving some estimates of the
resolvent of the Laplacian, based on different interpolation results between Agmon-
Hormader estimates and the Kenig-Ruiz-Sogge estimates given in Lemma 6.4. We
will omit the proof (see, for example, [46], [43] or [47, chapter 5]).

Proposition 6.6. Letn > 2, j > 2 and max(0,m) < 8 < oo, where m := ”7’4—1—
If ¢ € WHP2(R™) is compactly supported in B,, then

2
n+1°

C —(aj—a)

105 (@)l wee < Cj(ﬁ,ﬂ)WHqﬂwm

if o < oy, with

:B+(j—1)—§— 5 (j—2)max(0,%——)- (6.11)
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This proposition improves the regularity gain obtained in [48, Proposition 4.3],
for the range m < 8 < n/2 and in [45] for 5 > n/2. We have used certain cancella-
tions given by the fractional Laplacian (—A)® to raise the value of ¢ in dimension n
(see Section 6.1). It also improves the regularity gain given in [45] for the ©4 opera-
tor with n = 3. This would allow us to obtain the results of recovery of singularities
in that paper without the very technical proof to estimate (Q4(¢). As a corollary
of Proposition 6.6, we can show explicitly that the tail of the high frequency Born
series converges absolutely in a certain range of .

Corollary 6.7. Let q be as in Proposition 6.6. Then, for every a > 0 there is an
¢ > 2 such that the series Z?‘;z Q;(q), converges absolutely in W**(R™) provided we

take Cy = C’||q||11/f@,2 for a large constant C' = C(a, B, p), and a certain e = () > 0.

In general the Born series 372, Q;(q) is not expected to be convergent for low
frequencies, without assuming certain smallness conditions on the potential (see, for
example, [18, p. 33]). This makes essential the introduction of the high frequency
Born series Z;’;Q éj(q). Another approach is to modify the definition of the Born
series expansion to eliminate the effects of the negative eigenvalues associated to the
potentials. This is the approach of [8] where it is shown that, if (n —3)/2 < 5 < 0,
a modified Born series converges in W®?(R") with « in the same range given in
Theorem 2.3.

We define the conjugate resolvent operator
Ry(q)(x) := e ™" Ry, (€™ V() (). (6.12)

Lemma 6.8. Let s > 0 and let r and t be such that 0 < 1/t —1/2<1/(n+1) and
0<1/2—1/r <1/(n+1). There exist §, &' > 0 and C (independent of k) such that

[Ro(@)llwey < CRTHUDETDg] e

We also need a theorem of Zolesio on the product of functions in the Sobolev

spaces (a proof can be found in [20] and for the compactly supported case in [43, pp.
182-183])

Lemma 6.9 (Zolesio). Let s1,82,5 > 0, s < 51, s < 89, and let r,t and p be such
that t < min(p,r) and

Then
||qf||stt < CHQHWSLPHf”WSQ,r.

Moreover, if q is compactly supported and 6,0 € R, then

lgf Nl < C(supp q,0,0)lqllwsrs[Lf sz (6.13)
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We now introduce the fractional Laplacian. If f is a S(R") function and 5 > 0,
the fractional Laplacian (see, for example, [12, Section 3]) can be defined by the
identity R

F((=2)72f) (&) =gl f (). (6.14)

By definition, (—=A)?/2 is a self-adjoint operator. Also, since its Fourier multiplier
is not smooth, (—A)%?2 cannot be extended by duality to S'(R"), but only to a
proper subset of the tempered distributions which satisfy a certain growth restriction
(see [49, chapter 2]). Fortunately, this set includes L>°(R™), so we may write

(_A)B/Qei%ﬁ-m — (%)ﬁeme-z’ (615)
in the sense of distributions.

Lemma 6.10. Let f,g € C°(R"), then if B > 0 we have that

I(=2)2(fg)llr < CB)II fllwszllgllws..

We leave the proof of this lemma for the end of this section. We can now prove
Proposition 6.6.

Proof of Proposition 6.6. Without loss of generality assume g € C2°(B,), where B,
denotes the ball of radius p. In terms of Ry, defined in (6.12), the expression of Q);
given in (2.8) becomes

—

QW) = [ e raha) ) dy

with £ = —2k6. In spherical coordinates we can write

H@j(qw%vaz S/ k"1+2a/
Co -

Since (qRp)’"'(q) € C(R™), we can use in the right hand side that that (6.15)
holds in the sense of distributions to obtain

135 @l
<o) [ e [
—c) [ weramn [ ] a2 (R @) () dy

<) [wrees [ a2 (@R @) o do6) d
(6.16)

2

do(0) dk.

[ e aRay @) w) dy

2

do(0) dk

[ =ayR ) arey ) dy

do () dk
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Applying Lemma 6.10 and Remark 3.7 we have

1(=2)772 ((gRo) (@)l < CB)ICY allwsall(-)~° Ro((aRo) (@) llwasz
< C(B, p)lallws2llRo((aRe) (@) oz

where we have also use that ¢ is compactly supported. Now, choose § in the previous
equation as in Lemma 6.8. The idea to deal with the norm in the right hand side is
to iterate Lemmas 6.8 and 6.9 following the diagram,

-1 R e : i : , R ,
whtm By w4 Pt 4t _Re o S

¢ —— Re(q9) —— qRo(q)... —— (qRo)’*(q) —— Ro(qRs)’*(q)

where 1y = 2 and t;_y = 2 and r, and ¢, £ = 1,...,7 — 2 have to satisfy the
conditions

1 1 1 1 1 1
0< ——=-< and 0<;——< )
ty 27 " n+1 2 T n+1
1 1 1
ty < 2 and 0§—+———§§.
2 rgpn teTon

Hence we obtain
||l’i’a((ql’i’e)j*?(cz))ng2 < OB, p)k " |qllLy s,

(in (6.13) the constant depends on the support B, of q) where

=G0+ CFUS (LD

Now, for small € > 0, when > m = (n —4)/2+ 2/(n + 1) (this restriction comes
from the range of ¢ and r in which Lemma 6.8 holds), we can choose 7, and t,
satisfying all the previous conditions and

1/t — 1/rey = max(1/2 — B/n,e),
forall 1 < /¢ < j— 2, and so we obtain

(n—1)
2

vi=—G—-1)+ (7 —2)max(1/2 — /n,¢).
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Putting all the previous estimates together in (6.16) we obtain

Q@I < CHE ) alls [ R4

Co
—2(aj—a)

:C’Qj(ﬁ,P)g—_a|IQ||%ﬁ,z, (6.17)
J

with @ < ojand o = B+ (j — 1) — § — @(] — 2)max (0,1 — g) By density,
we can extend estimate (6.17) for ¢ € W#2(R") compactly supported in B,. This
follows from Lemma 3.11, with minor changes to take into account the restriction

in the support (or directly by Lemma A.3 with the appropriate spaces X,Y). [

Proof of Corollary 6.7. Choose some o > 0. Now, for > m, «a; grows linearly
with j (this can be verified with a tedious but straightforward computation). Then,
for any integer ¢ > 2 such that oy > o we have by Proposition 6.6 that

Z @j(Q)

Using the linear growth of a;; we can choose some () = & > 0 such that for every
j > 1, (a; —a) > je. Therefore we obtain that

Z @j(Q)

< NQi@llwee <3GV @, 8, p) gy 5.
=L =L

we2 =

o
S Z C(;E]Cj (Oé, 57 p)”qH{/VB,W
Jj=L

Wa,2
and the right hand side converges taking Cy > (C(a, 8, p)||qllwez) " O

Proof of Lemma 6.10. Assume first that 0 < 8 < 2 (the case of § = 0 is trivial).
Then we have the pointwise relation (it can be computed by hand using the principal
value formula of the fractional Laplacian see, for example, [6, p. 636])

(=A)P(fg)(x) = f(a)(=A)(g)(x) + g(x)(—A)(f)(x)
+/ (f(x) = f(y)(g(z) — g(v))

|z — y|"th

dy,
where we need 0 < [ < 2 so that the singularity in the last integral can be controlled.

Since by (6.14) we have that ||(—A)%2ul[2 < ||ulys.z2, taking the L'(R™) norm and
applying Cauchy-Schwarz inequality to the first two terms we obtain

1(=2)"2(fg)ller < 2[|fllwszllgllwe

<[

X.

/ (f(z) = f(y)(9(z) — g(y)) dyl d

|z —y|" o
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But the last can be bounded using Cauchy-Schwarz and that
f(z) — f(y)]?
/n /n Wdy dr < CHfHIQ/Vﬁ/z,z,

(in fact, the left hand side is an equivalent norm for the homogeneous WP/22 when
0 < < 2, see [12, Proposition 3.4]).

If now we assume that g > 2, define k := [$/2], that is the integer part, and
3 = 8 — 2k so we have now 3 € [0,2), and

(—A)2(fg) = (—~A)2(=A)*(fg). (6.18)

An integer power of the Laplacian is an homogeneous constant coefficient differential
operator of order 2k, and therefore if a,b € N we have

(_A)k(fg) = Z Ca,baafabgv
la]+]b|=2k

where we are not interested in the particular values of the constants ¢,;. Then, to
bound the L*(R™) norm of (6.18) we can apply the same arguments as before so we
obtain

122l < Y JeaslllO Fllwsell@gllwsa < Cllfllwszllgllws.,

la|+[b|=2k

using that [|0° |y < [[fllysia2 < [[fllwsz since |a| < 2k. O

6.2 The case of fixed angle scattering

6.2.1 Proofs of theorems 2.13 and 2.14

As in backscattering, we have the following estimates for the remainder term ng(q).

Lemma 6.11 (A. Ruiz). Assume that q is compactly supported, and that ¢ € LP(R")
for some p > nj2. Let « € R. Then, if we take Cy > C|lq|[Xa® " with C large

enough, we have that ngfj(q) € W*%(R") for every j > ggj/:‘

Lemma 6.11 is a consequence of [46, Proposition 4.5]. We give a different proof
without using the restriction theorem for the Fourier transform. This yields a slightly
worse result in terms of the regularity of the remainder, but it is enough for our
purposes.

Proposition 6.12. Assume that q is compactly supported in B,, and that q €
LP(R™) for some p > n/2. Let a € R. Then if we take Cy > C(p, &)HqH%@—n/p)

with C(p, «) large enough, and j > Zf:;g, we have that

lim [|QF;(q) [[we2 = 0. (6.19)
j—00
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Proof of Lemma 6.11 and Proposition 6.12. By (2.28), (2.30), and (2.31), for £ €
Hy we have that Qf(¢)(€) = X(€)(Bf(a)(€) + BE, (q)(€)) where

B i(q) (&) = / e MY (qRL)Y M q()us(k,0,))(y) dy, & € H.

Since & = k(0 — ), in the half space Hy we have the change of variables d{ =
k"=10" — 60]2dk do(0'). Using that x(¢) vanishes for |£] < Cp, for any 0 € S"! we
then have

B (0)]2 < /H (€ BE (q)(€) de

']
< / kn—1+2a /
- CO S'nfl

<Cla) [ r [ aRy (k0. DI dot@') d (6:20)

Co

2

10— 022 do(0') dk

/n " (qRy) ™ (a(-Jus(k, 0, ) (y) dy

where we have used that |§# — ¢'| < 2. Then, inserting (6.10) in (6.20) yields

~ 2(j X e 142a42j(n/p—
1G85 @ e < Clpa) gl [~ homreesainsn=2 g,

Co

Since n/p — 2 < 0, the previous integral is finite for all j > Z/_Z—?j/i, which proves

Lemma 6.11. Proposition 6.12 follows from the previous estimate, taking Cj as
in the statement. This follows using the same reasoning explained in the proof of
Proposition 6.2. 0

We now focus on the regularity of the @(;J(q) terms. The following result is
analogous to Proposition 6.6.

Proposition 6.13. Let n > 2, 7 > 2 and max(0,m) < f < oo, where m =

”7_4 — %H Then if ¢ € WP2(R™) is compactly supported in B,, we have that

- ) C*(O‘j*a) )
1Q6,5(a)llwez < CJ(@P)WHQH{WJ
if o < oy, with
1 , , n—1 1
Ozj:B—§+(j—1)—(j—1)( 5 )max<0,§—§>. (6.21)

We leave the proof of this proposition for the next section.
This result is originally from [46] (see Theorem 1.1 of that paper), where they
consider ¢ € W#P(R™) with p > 2 —4/(n + 3). For simplicity, we reduce to the case
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p = 2. We have made some modifications to the proof to extend it for 8 > n/2. As
we have mentioned in Section 2.4, the vale of «; is greater in (6.21) than in the case
of backscattering, thanks to the fact that in the proof we can use the restriction
theorem of the Fourier transform. This is why in Theorems 2.3 and 2.14 the same
regularity gain is obtained even if Theorem 2.15 only yields an estimate for the
double dispersion operator, instead of for every j like in Theorem 2.4.

Remark 6.14. By the definition of the QF ;j operator as an average in 0 of Q@ g
the previous three propositions hold identically changing Q@ j and Qg iy by Q Fj and
Qr £+ (This follows from the fact that the estimates of the Q(;J of the resolvent used
in the proofs are uniform on 6.)

We can now reduce the proof of Theorem 2.14 and Theorem 2.13 to Theo-
rem 2.15, by using Lemma 6.11.

Proof of Theorem 2.14. Since by assumption § > 0 and § > (n — 3)/2, ¢ satisfies
the condition ¢ € LP(R™) for some p > n/2. On the other hand, by Theorem 2.15
and Proposition 6.13, we have that @y ;(¢) € W**(R"), for all j > 2 with

_J2-(m=3)/2, if (n=3)/2<B<(n-1)/2,
B+1, if (n—1)/2<8 < o0.

(For 7 = 2 this is immediate, for j > 3 it follows after tedious but straightforward
computations.) Hence, let us choose « satisfying the previous condition. By (2.33)
we have that

y4
g =q+ > Qoilq) + Qs (q): (6.22)
=2

Then, by Lemma 6.11 we can choose an £ such that éffe(q) € W*2(R"), which yields
the desired result. O

Similarly, from Theorem 2.12 we can deduce the following result of recovery of
singularities in full data scattering using Remark 6.14.

Theorem 6.15. Let ¢ € WF2(R") with 0 < 8 < oo be a compactly supported
function. Then q¢ — qr € W*2(R™), modulo a C*> function, and let a = (2n — 2)~*
iof the following condition holds,

o< 26— (n—4)/2—=p3/n, if (n—3)/2—3a<pB<(n—1)/2—a,
B+1, if (n—1)/2—a<f <.

This proposition is basically [2, Theorem 1.1] restricted to the case p = 2, but
we have extended it to include the range n/2 < < oco. The proof follows directly
from Theorem 2.12 and Lemma 6.11, when applied to full data as explained in
Remark 6.14. As mentioned in the introduction, this theorem does not yield the
optimal result since it would be necessary to improve the estimates of the Qr;(q)
with 5 > 3.
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Proof of Theorem 2.13. The main idea is the same as in the proof of T heorem 2.2,
but for completeness we repeat it in detail. Take o > 0 and assume that we have
that ¢ — gy € Wa’Q(R") for every compactly supported, real and radial potential

loc

q € WP2(R"). We are going to prove that then necessarily @g,j (q) € W22 (R™) also.

loc

Consider the Born series (6.22) for the potential ¢(A) = Ag, where A € (0, 1),
and denote by gg(A) its corresponding Born approximation. By the multilinearity
of the Qg ; operators we have

l
Ag—ao(N) = =Y NQo;(q) + Qf (Ng), (6.23)

modulo a C* function (possibly dependent on A). By Lemma 6.11, we have that if
f > (n —4)/2 (this is necessary to guarantee that ¢ € LP(R"™) for some p > n/2),
we can take an ¢ > 2, independent of A, such that @gg()\q) € W*2(R"). Since by
hypothesis also A\qg — gg(A) € W2 (R™), we have that

loc
¢ L~
> NQu,g) € WRZ(R™).
7j=2

But for every 2 < i < ¢, we can always choose a \; € (0,1) such that det(\) # 0,
which implies that Qg ;(q) € W22(R™) for all 2 < j < ¢. But, by Theorem 2.15, we

loc

know that this implies that o < min(28 — (n —4)/2,8 + 1).
Using the Remark 6.14 and Theorem 5.1 the case of full data scattering can be
proved in the same way. O]

6.2.2 Estimate of the multiple dispersion operators

To prove Proposition 6.13 we begin by sating the following lemma from [46], based
on the Stein-Thomas restriction theorem.

Lemma 6.16. Let 0’ € S"'. We define the operator

L@ = [ e M0y da,

S§n—1

Given t such that 0 < % — % < n+r1, and 8 > 0, there exists some § = 0(t) such that
one has

Bt
Ws

| Laln@)F1e o dofer) < crenGD-21 g
Snfl
Proof of Proposition 6.13. By (2.29) and (6.12) we have that

By (0)(€) = / e~ HO=09(g R (g)(y) dy,

n
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where £ = k(0" — 0) and Ry was defined in (6.12). In the half space Hy we have the
change of variables d¢ = k"~10' — 0|*dk do ('), and therefore

IxBo.j ()7

[e's)
< / kn—1+2a /
- CO Sn—l

</ e / L ((aRo) ™ @) 10 = 01" do (0') k.

Co

2

10" — 0> do(0') dk

[ ey @ @) dy

where we have used that |#’ — 6| < 2. Then Lemma 6.16 yields

IxBos(lis < [

n— at+(n—1)(+-2)— i
gt DG Ry a) P do(®) dk
Co Sn—1 s

Applying Lemma 6.8 and Lemma 6.9 j — 1 times, as we did in Proposition 6.6, we
get

IXBos (@)% < C¥llgl|%, / gt g (6.24)
0

where C'= C'(n, «, 8, supp q) > 0,

7:ﬁ_(j_m_(n;l)(%_ (%_i)_% (6.25)

and t,, ry, are parameters that for ¢ = 1, ..., 7—1 must satisfy the conditions ;.1 < 2,
tyy1 <1y and

1 1 1 1 1 1
0<-—-5< ) OS___S )
_tg 2 " n+1 tj+1 2 n+1
0<1 1< ! 0<1+1 L <ﬁ (6.26)
2 ry T n+1 —2 1y tg+1_n' '

which together with the last condition in (6.26) gives the restriction § > max(0,m).
Now, we can always choose t; = 2, and ¢y, 4, £ = 1,...,5 — 1 such that they
satisfy all the previous conditions and

1 1 ( 1 ﬁ)
— — — =max|&,=-——],
2 n

for any € > 0 small. This choice is slightly different from the one in [46], and it is
the only change necessary to extend their results to the range § > n/2.
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On the other hand, (6.24) together with (2.28) yield
1Qo ()lFyes < C¥llgllfs2Co" ™™, (6.27)

if we have that n — 1 4+ 2a — 2y < —1. This, together with (6.25) and the previous
choice of parameters, implies

04<5—%+(j—1)—(j—1)(n;1)max(5,1—é).

Since we can take € > 0 as small as necessary, this gives the condition av < o where
«a; satisfies in (6.21). O

As in backscattering, from Proposition 6.13 we get the following corollary that
yields absolute convergence for the tail of high frequency Born series.

Corollary 6.17. Let q be as in Proposition 6.13. Then, for every a > 0, there
exists an € > 2 such that the series Z;iz Qo.;(q) converges absolutely in W**(R™)

provided we take Cy = O||Q||1/€

wa.z, for alarge constant C' = C(a, B, p) and a certain
e=¢(B) > 0.

The proof is completely analogous to the proof of Corollary 6.7.



Chapter 7

Optimal estimates for the double
dispersion operator in
backscattering

In this chapter we return to study the regularity of the (s operator. We first
estimate the double dispersion operator in Holder spaces to prove Theorem 2.7 and
then we analyze the radial case to prove Theorem 2.9.

7.1 Holder estimates

7.1.1 Proof of Theorem 2.7

Proposition 7.1. Assume ¢ € W?2(R"™) where 8 > (n—2)/2 and n > 3. Then we
have that

—

1Q2(q)
foralla < B —(n—2)/2.

This proposition does not include the case n = 2, which was treated in [3]. This
is due to the fact that certain integrals over the Ewald spheres appear in the proof
of Proposition 7.1, which contain the singularity 1/|£], critical in dimension two.
Nonetheless, we think that our line of reasoning could be modified to deal with this
difficulty and include the case n = 2.

In the introduction we have mentioned that Theorem 2.7 is optimal in the sense
that it represents a weaker version of what is expected to be the best possible result
in the Sobolev scale. Similarly Proposition 7.1 is also optimal (except possibly for
the limiting case a = § — (n — 2)/2), as it can be seen in Proposition 5.6

To prove Theorem 2.7 we also need the following result.

Proposition 7.2. Let f € S'(R"). Then we have that
1 fllae < Cl fllrs-

L} < CHC]HWW||Q||w<n—2>/2,2,

75
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Proof. Let m be the integer part of «, and v any multi-index such that |y| < m.
Then we have that

sl < € [ e FOIE<C [ @Rl

n

This means that we can reduce the proof to the case 0 < o < 1. Expressing f(z) as
the inverse Fourier transform of f(§) we get

r+t)— f(x et — 1
e 0= S0 o [1E1) frgyae
] w1t
Then is enough to show that
ettt — 1’
—a | < 20"
£

The previous inequality is immediate for || > |t|7!, so we consider || < [t|7!. In
this case we have [||¢t] < 1 which implies

et — 1] < 20¢]J¢] < 2[¢]*[¢]°,
and this yields the desired result. O]

Proof of Theorem 2.7. The desired estimate for Q(q) follows immediately from
Proposition 7.1 thanks to the previous proposition. O

To prove Proposition 7.1 we begin estimating the spherical operator S, (¢). To do
that, we need the following result to change the order of integration in the algebraic
submanifold of R™ x R™ defined by the equation | — /2| = r|n/2| (recall the
definition of I'.(n) given in (3.2)). We leave the proof for Section 7.3.

Lemma 7.3. Let f € C°(R"). Then we have that

|
/n o fné)dam dn—/n e fn§)|§|d0T§()d§,

where we denote by o, ¢ the restriction of the Lebesque measure to the hypersurface

N (€)== {n e R" - [€ —n/2| = rn/2[}. (7.1)
If r #1, 28l otherwise for r = 1 it

[1—r2|>
is a hyperplane We also give the followmg lemma, a non-homogeneous analogue of

Lemma 3.6, which is also proved in the Appendix by direct computation.
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Lemma 7.4. Let S, C R" be any sphere of radius p and let o, be its Lebesque
measure. Let a,b > 0 satisfya+b>n—1 and a <n —1, for all x € R™ we have
that

1
do < Cups 7.2
/sp T y(e gy 2orl¥) < Cas (7:2)

where the constant C,;, only depends on the parameters a and b.

Recall that we can control S, if we estimate first the operator K., since by (3.27)

we have.
2

Se@)m)] < =K@ D), (7.3

Lemma 7.5. Let n > 3 and fi, fo € WF2(R") with 3 > (n — 2)/2. Then the
estimate

1K (fr f) Iy, < Cllfllwez || fallwo-2rze + Cllfallwsell fillwo-2/2e, (7.4)
holds when oo < 8 — (n —2)/2.

Proof. We consider the case r # 1. The case r = 1 can be proved with similar
arguments. Nevertheless we provide a different proof in Proposition 7.7, by using a
special case of Santald’s formula.

In the first place, observe that the change of variables £’ = n — £ leaves invariant
the Ewald sphere I',.(n), since it changes a point by its antipodal point on the sphere.
We define T (n) := {¢ € T'.(n) : |£] > |n—&|}, which is exactly a half sphere. Then,
using the mentioned change of variables, we can reduce the integrals over I'.(n) to
integrals over T’} (n),

I G Pl = [ S [ IR~ €)1 o)
n r N

e f fi(n — o
+/Rn Il /Fi(n) | f2(O)]f1(n = &)| dovy (&) dn.

We are going to estimate only the first term since the estimate of the second follows
simply by interchanging the roles of f; and f,. Let’s denote it by I;.
We define the set

N (&) = {n e Nu(&) : €] = In— &I},
and here we have that |n| < 2|¢|. Now consider € > 0 and fix § = a+ (n—2)/2+ 2e.
Changing the order of integration (Lemma 7.3) we obtain

1 - — 7
b= [ e [ RN Ol €)d

_ N B |J/C\2(77 —§)| o
c [ ke’ [ o O et e

< O fillwsa I, (7.5)
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where to get the last inequality we have applied Cauchy-Schwarz inequality in the
& variables so that
2\ 2
1
d§> :

b </ o T o = Do

Now, let us consider the integral in N;" (). Taking into account that (£)¢ > (£—n)®,
we multiply and divide by |n — &[*/2(n — £€)("=2/2 before using Cauchy-Schwarz
inequality in the n variable,

1 ~ 2
(/Ni(o (€)= (n)(n=2)/2+e | f2(n — §)Id0r,g(77)>
§/+ ;U%(ﬂ—é)IQ\n—§!<n—£>"*2dar,g(n)x,,,
N;

(e) ()2t
1
. do . 7.6
- /Nr(g) In — &|(n — &)n—2+2 ore(n) (7.6)

But, since n > 3, we can apply Lemma 7.4 with a =1 and b =n — 2 + 2¢ to get

1
/. o Tr— &l — gyzvze done) < C -7

where C' does not depend in any way on the sphere N,.(§). If we put together (7.6)
and (7.7), using that |n| < 2|¢| and changing again the order of integration we get

1 R 1/2
([ [ B = 0Fh = - 0" do gt )

1 R 1/2
C _ 20, _ n—er d
<o ([ s L R OF = €l - i (©)n )

1 R 1/2
C N2 ¢! /n—Qd - "\ d 7
<0 ([ ppms [ ORI doie)an )

where we have used in the last line the change of variables ¢’ = £ — n. Therefore,
if we change the order of integration for the last time, returning to (7.5) we finally
obtain

R 1 1/2
o< Ol ([ BR[| i docto) i)

< Cll fillwsll fall w222,

where we have applied Lemma 7.4 to the integral in N,.(§). Then the previous
estimate yields

1 (frs f2)lley, < C ([ Allwszll fallwo-2r22 + ([ fallwsell fallwo-2/22)




7. OPTIMAL RESULTS IN BACKSCATTERING 79

for « = f — (n —2)/2 —2e. Taking ¢ > 0 as small as necessary, we recover the
statement of the lemma. O

Proof of Proposition 7.1. We begin estimating the spherical operator S, and its
radial derivative in order to apply Lemma 3.3.

By Lemma A.3 we can assume ¢ € S(R"). Then, by (7.3) and Lemma 7.5, it
follows directly that if r € (0,00), f > (n —2)/2 and a < 8 — (n — 2)/2 we have

1

1rny <
15 (@)lsg e < €

lalys.o. (7.8)

On the other hand, by Lemma 3.8, taking the L! ;, norm of (3.33) we have

10-5r (@)l _, < ClIEK:(q,q Hu+CENK Zig, @)l

if, for any 0 < § < 1 fixed, » € (1 4+ 0,1 —9). Then we can apply Lemma 7.5
directly to the first term with f; = ¢ = f5, and to the second, with f; = ¢ and
fo(z) = x;q(x), which yields

10,5 (@) 2

< Cllalliys. + Cllzidllwozllgllw-2/22 < Cllgll (7.9)

1 W62

To obtain the desired result, by (7.8) and (7.9), we can apply Lemma 3.3 for every
ge SR withp=1,7=a—1and M = C’Hq||%}VB,2.

1
[

7.1.2 Santald’s formula and the spherical term

We now give a proof of the estimate of the spherical term S, for the special case
r = 1. The main tool is Santalé’s formula in spheres, which enables us to adapt the
arguments of [3] for dimension n > 3. In this section we denote by o the restriction
of Lebesgue measure to S"~!, independently of the dimension.

Proposition 7.6 (Santald’s formula). Let f be a L'(S"™1) function and 6 € S"1.
Then if we define
Sp?={wesS" 0 -w=0}, (7.10)

we have that

[ [ rewaen == [ oo, @

Sn—1

Proof. We define the following positive and bounded functional on C(S"™!),

/S/S w) dor(6).
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This means that by the Riesz representation theorem, there exists a Radon measure
1 on S™ 1 such that

F(g) = /Snl 9(0) dp(9).

But observe that if O is any orthogonal matrix we have that

/ 90 dofe) = | s o)

S50
which in turn implies, integrating in S"~! both sides of the previous equation, that
F is invariant under rotations. Therefore, the following property must hold in the
measure representation of F'

| s@) )= [ 9@ auo) (712)
One consequence of this fact is that all balls of the same radius in the sphere must
have the same p-measure, that is, x4 is a uniformly distributed measure on S™~1.
This is a very rigid property for Radon measures. In fact, all uniformly distributed
Radon measures must be equal up to a scalar factor (see [24, Proposition 3.1.5])
which implies that g must be a multiple of the Lebesgue measure on S*!. To
determine the constant it is enough to compute F'(1). O

Since r = 1 always in this section, to simplify notation we will drop the subindex
1, that is, we write S(q) := Si(q), I'(n) := T'i(n), N(&) := N1(§) and analogously
for similar cases.

Proposition 7.7. Let n > 3 and assume that ¢ € WP2(R") with 8 > (n — 2)/2.
Then we have that

1S(@ley < Cllallwszllgllweo-2/22,
foralla < f—(n—2)/2.

The proof that we now give yields an identical estimate to (7.4) for Kl(ﬁ, };)
but for simplicity we work directly with S(q).

Proof. As in the proof of Lemma 7.5, by the symmetry in ¢ and n — &, we have that

Is@ha < [ o [ @)l <€ lato -9l doye)dn

ge |7 I+(n)

where we have used that in this region || < |n| < 2[¢|. Let’s change the order of
integration using Lemma 7.3,

< &>

€]

Is@lez <€ [ @O [ - Oldrms.
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Now, if we change variables in the second integral by fixing v =1 — £ we have

IS@lis <0 [ @O [ iawldoctoe (7.13)

where, since | —n/2| = |n]/2 <= &-(n—&), D(§) is the disc given by D(§) =
fveRM: v £=0, o] < [€]}

If we write the first integral in (7.13) in spherical coordinates taking & = rf, by
Cauchy-Schwarz inequality we obtain

1S@l < c/ 142 aﬂ/ 3(r6) y/ 3(0)| o) (v) do(0)dr
§n—1 D(r6)

1

< 0/0 P21 4 p2)e (/S |E[(r9)|2da(9))2 Gr) dr, (7.14)

where, using the definition of Sj~? given in (7.10), we have

G(r) = ( / ( /D [T do (0 >2d0(9));
_ / < / » / 5 q(sw)] ds da<w>)2da<9> 5 ,

Then Holder’s inequality and Minkoswski’s integral inequality yield

n<C ( [/ N ( [ e ds)2da<w> daw))é
<cf < L i i daw)) e

Now, using Santalé’s formula (7.11) we have that

[P dow)aste) =152 [ fats)?dote),
sn-1 Jsp Sn—1

1/2+¢

and hence, multiplying and dividing by (s) and using Cauchy-Schwartz inequal-
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ity we get

1
2

Gn=c¢ (/0 ST s) /S [asO) do(6) ds) L
- (/OOO (s'>11+25 dsl) ’
(/ /S @O s da(@)ds)

HQHw<n 2)/2,2,

[N

(to get the second line is where we have used implicitly the condition n > 3, so
that the exponent of s"2 is non-negative). Using the estimate for G(r) in (7.14),
and repeating again exactly the same reasoning to bound the resulting integral, we
finally obtain

5@z < Cllllwoare [ ( / |a<re>|2<r>2a+26da<9>) dr
0 n—1

2

< CHQHW(”*Q)/QQ </ 7”2(n2)<7’>1+25/ ‘@(7‘0)|2<T>2a+2€ dO’(e) dr)
0 Sn—1

S CHqHch+(n—2)/2+25,2||q||W(n—2)/2,2,

so choosing 8 = a + (n — 2)/2 + 2¢ we obtain the desired result. O

7.2 Proof of Theorem 2.9

In this section we assume that ¢ is a radial function. We begin by giving estimates
for the spherical operator S,(¢) and its r-derivative in W*2?(R"). As usual, we

estimate first K, (f1, f2).

Lemma 7.8. Let n > 2 and f1, fo € W*P(R"), and assume that \fg(f)| is a radial
function. Then, if r € (0,00), and By = min(—1/2, (n — 7)/4) we have that

1K (F1, )l aeey < C(L+)"7 | fillwoe follws, (7.15)

for some v > 0, possibly depending on 3, if the following condition holds

a<28—(n—4)/2 if Po<pB<(n-2)/2 (7.16)
a<f+1 if (n=2)/2<p <00, |

In the proof we use the following result about integration on spheres.
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Let h : (0,00) — C be a measurable function. Let z € R"/{0} and b > 0, and
consider the functional defined by the expression

Foolh) = / D douga),

where oy, is the Lebesgue measure of Sy(z) C R™, the sphere of radius b and center
x.

Proposition 7.9. We can write

Foolh) = / " () dpan().

where pigp 15 the absolute continuous measure given by

d T 3—n —n n— n—
,U/t,b = 23 Cn71Xx,b<t)’x‘2 bt ((|l’| + b)2 — t2)( /2 (t2 — (|[L" — b)g)( 3)/2,

where X, p 15 the characteristic function of the interval (||x| — b|,|z| +b) and ¢, =
S,

This formula is a result of [26], a proof can also be found in [9]. With this
proposition we can prove the following lemma.

Lemma 7.10. Let h as before and f(x) := h(|x|). Then, if r # 1 we have that

b\ (D2 oo )
fn—8&)done(n) <C ( - TQ) /0 h(t)tn2 dt. (7.18)

Nr(€)
Proof. By (7.1) we know that N, (¢) is a sphere of center %5 and radius b = 2207

1—72 [1—r2|"

Since in (7.18) f is evaluated in in 7 — £, we can apply Proposition 7.9 with = =
2 _¢
1—r2 )

/Nr(g) f(n—E&)do,e(n) = /Sb(x) h(|z])doy(z) = /OOO h(t)dp(t).

On the other hand, if t € (||z| — b|, |x| + b) we obtain the inequalities
t* — (lz| = b)* <t* and (|z| +b)* —t* < 4|z|b,

and from (7.17), since |z| = |§|}f—:§|, we get

d,ux,b < C|$|2_n+(n_g)/2b1+(n_3)/2tn_2 —C (

dt
(n—1)/2
r
< C tn—2
- (1 + 7"2) ’

which gives the desired result. O]

n—1)/2
i)( )/ o2
|z
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Proof of Lemma 7.8. Since x(n) = 0 for |n| < 1, (n) < 2|n| in the region where x
does not vanish. Then

1R (Fos Fo)lliz < © ( [ e (/< )

r

~ R 9 1/2
ROIRH-o) dom@)) dn)
1/2

2
+0< |n|2"“‘2(/ |ﬁ<5>||ﬁ<n—§>|dam<s>) dn> — L+,
R7 'y (n)

where I', (n) :={£ € T'(n) : [€] < |n—¢&|} is the complementary of I} (n) (introduced
in Lemma 7.5). We begin with the estimate of I;.

Consider a parameter 0 < A\ < (n — 1)/2. By Cauchy-Schwarz inequality and
Lemma 3.6 we have that

Bec [ Pt [ RGP - P dow(€) x
R + ()

r N

1
X _don(€)dn
/rr(n) A3 — (&)

<crt [Pt [ R©OPIRG - OFIn - P o () dn
Rn ¥ (n)

Then, using that |n| < 2|¢] in I/ () and Lemma 7.3 to change the order of integra-
tion, yields

e MG / aln — )20 — €771 do e () de, (7.19)

r(

(notice that we need 2 — 1 4 2\ > 0). From now on we fix A such that
B=a—1+A (7.20)

and assume that r # 1, so that N, is a sphere. Since |f2(€)| is a radial function,
we can write that |f2(€)| = ¢g(|£]|) for an appropriate function g. Then we can apply
Lemma 7.10 with h(t) = g(t)*#"~172* to the second integral of (7.19), and this yields

[2 < CTQ)\ (1 " r2) )| |§|2ﬁ/ ( ) tn7272)\tn71 dt df

<0 (1) Il il o e
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Analogously for I, by Cauchy-Schwarz inequality and Lemma 3.6 we have

B<c wﬁwi/ FUOPRIE 2ol — OP dop(€) x ...
R™ 'y (n)

1
- X ————do., (&) dn
/Fr(n) |£[r1-22 2(§)

< o mWQm/_Lam%w1wmwfwwma
R™ n)

r;

Then, changing the order of integration (Lemma 7.3) and using that |n| < 2|n — ¢|
in I, (n) gives

Bee [REP [ ey — OF doelo) de

(&)

Therefore assuming again r # 1 we can apply Lemma 7.10, this time with h(t) =
g(t)?t227 142 and use (7.20) to get

(n—1)/2 . 00
peo? () [R@re [Tl

2,28,m—1
t°°t dt d
1+ r2 ¢

2 r (n=n/2 2 2
<Cr T [ f1llp -2 /2-r2 1 f2lliye.e-

We now assume that » = 1. By (7.19) we have

r<c HRQWQMQH{/ aln — )Py — €7 dog () de. (721
R N1(§)

The only difference with the case r # 1 is that N(§) = N;(£) is now an hyperplane
and not a sphere. As in (7.14), in the second integral we introduce the change of
variables v = 1 — ¢ which translates the N (&) to the origin. Then we can take polar
coordinates v = s in the resulting hyperplane. With a slight abuse of notation we
can write that g(sf) = q(s), since ¢ is radial. This yields

~

R €|
/ |fo(n = &P — " dAe(n) = / | fa(8)| 28" 122 sm2 g
N(&) 0

[ IR@PRP P
[v]<|€]
and hence
2<C | [LEPIEP2 P de | | (o) P dv
Rn R

< Clifllwezll fallwe-272-x2.
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The estimate of Iy for » = 1 follows analogously. Hence, putting together the
estimates of I; and I, for every r € (0, 00), yields

(n—1)/4
) Fullwoall Follionsocns

+ lAllwe-2z-rell follwee. (7.22)
Since we want to have the bound 7 (1;2 (n=1/4 < (1 + )77 for some v > 0,
we need to ask A — (n — 1)/4 < 1 and hence we need A < (n + 3)/4.
By (7.20), the condition 2ac — 1 4+ 2XA > 0 used in the proof implies we must
have § > —1/2. Then, equation (7.15) follows directly from (7.22) in the range
B > (n—2)/2. But, together with (7.20), the restrictions imposed on A yield

K.(f T 2 < A
||Kr(f17f2)||La —CT (1+T2

0< )<t 11— cac< 1
{ . <:>{B+ f<a<f+t (7.23)

n—1 n—1
We can discard the lower bounds for o using that ||f[|.2 < ||f]|z2, always holds if

a < . Therefore only the restriction @ < 5+ 1 remains.
Otherwise, if § is in the range 0 < f < (n — 2)/2, estimate (7.15) will follow if
we add the extra condition
(n—2)/2-X<6. (7.24)

Then, we have that § > min(—1/2,(n — 7)/4) by the conditions on A given in
the left hand side of (7.23). Also, putting together (7.20) and (7.24) we get o <
25 — (n —4)/2, which is a stronger condition than o < § + 1 since we are in the
range 5 < (n — 2)/2. Hence, we have obtained the ranges of parameters given in
the statement. ]

Proof of Theorem 2.9. Let n > 2 and assume that ¢ € S(R") is a radial function.
Then (3.28) and Lemma 7.8 yield the estimate

15 (@) 1z < CAL+7) " lallfyse, (7.25)

for some v > 0, which can depend on 3, and « in the range (7.16). Also, multiplying
(3.33) by x(n) and taking the L2 _; norm we get

10:5r(@)llzz_, < CIEA@ DIz, +C Y IK(Ta, D)z
i=1

assuming that r € (1+4,1—), for some 0 < ¢ < 1 fixed. Then we can apply again
Lemma 7.8 to the first term on the right hand side with f; = fo = ¢, and to the
remaining terms with fo = ¢ to obtain

1K (734, @)z < Cllzigllwszllallwsz < llallys2lallws,
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for a in the range (7.16) (we have used again Remark 3.7). This yields

10-5,(a)|l .2

a—1

< Cllq| (7.26)

2
Wlﬂ,Q’

for r € (14 6,1 —9). This means that by (3.24) we can apply Plancherel theorem
and Lemma 3.3 with F,.(n) = S,(q)(n), p =2, M = C||q||? s, and 7 = a — 1 to get
1

estimate (2.22) for Q2(q). The extension for every ¢ € W/?(R™) radial, follows by
the usual density argument, Lemma A.3 (this time the dense subset D in the lemma
will be the subset of radial functions of the Schwartz class).

On the other hand, the necessary condition for £(/) is given by Theorem 2.5. [J

Proof of Corollary 2.11. By Lemma 6.3 and Theorem 2.4 it is enough to show that

1Q2(a) ez < oo,

for o < B+ ¢(p), and (f) given by (2.23). We sketch the main ideas of the proof.

Observe that in Lemma 7.8, we have used only that |J/C\2(£)| is a radial function.
By (3.26) and (3.27) and the assumption that || < g, we have

K.(f1,9) < K.(f1,9).

Hence, applying Lemma 7.8 to the right hand side with f; = ¢ yields ||I?T(f1, 9|2 <
oo. This estimate can be used to show, exactly as we did to obtain (7.25) and (7.26),
that for some constant M,

1S:(@) ez < (L+7)7M,  [0:5:(9)l2_, < M,

for a in the range (7.16), and, respectively, for r € (1 — 6,1+ ¢) and r € (0,00).
The reader may object that to get (7.25) and (7.26) we have assumed ¢ € S(R™).
But this restriction is not necessary, since (3.33) holds if ¢ is smooth. This is
certainly satisfied in this case since, by assumption, ¢ has compact support. Also,
by Lemma 3.8, we know that the fact that ¢ is smooth implies that for every n # 0
fixed, 05,(q)(n) is smooth in the r variable.

Thereforﬂ(?).%), we can apply Lemma 3.3 with F,.(n) = gr(q)(n) to get an

estimate for Qs(¢) in L2. To finish, Plancherel theorem yields ||Qa(q)]|[ye2 < 00. O

7.3 A Fubini theorem in the Ewald spheres

We now give the proof of Lemma 7.3 used in the estimate of the spherical operator
Sy. The case of r = 1 is proved in [48]. We prove a more general statement that
has been used in [5], for Ewald spheres that depend on two independent parameters
instead of one. Let a,b > 0, we define

®:={(&,n) €R" x R™: [ — an| = bn|},
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Lop(n) ={§ €R": [§ —an| =0blnl},  Nap(§) :=={n € R": [ —an| = bnl},

and let o, (§) and o,45¢(n) be, respectively, the restriction of the Lebesgue measure
to the last two submanifolds of R™. In this case N, ;(&) is the sphere of center ﬁf

and radius ﬁ €]

Lemma 7.11. Let f € C°(R" x R™) and assume that a # b . Then we have that

/"/ab f(10,8) dogpn(€ dn_/"/ab n§’£‘daabg()€-

Lemma 7.3 is just the case a = 1/2 and b = r/2 of the previous statement.

Proof. The result follows by direct computation using the language of differential
forms. We denote the volume form of R" in coordinates (i, ...,&) and (n1,...,72)
by, respectively, d¢ = d&; A --- N dE, and dn = dny A --- A dn,. Also, we denote by
w, the natural volume n-form of the sphere I',() and by we the volume n-form of
N,(€). Hence w, is associated to the measure o, and we to oqpe.

Since I'y4(n) is an hypersurface, w, is just the contraction of its (exterior) unit
normal vector field v(§) with the volume form d¢. Similarly, we is the contrac-
tion with the unit normal field to N, (), v(n), with the volume form dn. Since
both hypersurfaces are spheres, these vector fields can be computed very easily in
coordinates

1 2 _b2
) = gl an. and v = (- ).

Therefore we can compute the following coordinate expressions,
won el =g yz D& — an)dés A+ AdE A+ N dE, A d,

|CL _b2| z+1 a T
we NdE = ——— e Z G ) dm A A A Adi A dE,

where the notation a/l\fZ means that we are omitting the 1-form d¢§; in the wedge
product. wy, A dn and we A d§ are volume forms on the R” x R"™ submanifold ®. To
compare them, we want to write both forms in coordinates as similarly as possible
. This can be achieved by using the structural relation

n

> (2(a2 — %) (m . bzé) dn; +2(& — am)%) =0

i=1

obtained just by taking the exterior differential of the function | — an|? — b?|n|?,
which is constant on ® by definition. Assume that we are in the open set given by
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(& —am) # 0 (we can choose any of the other possible conditions (& — an;) # 0
without difference). Then we can write

1 ~ 5
d§ = (6”71 &) (Z(a —b%) (nz > dn; + Z —an; d§l> )

i=1

Introducing this equation in the coordinate expressions of w;, A dn and we A d§ most
products cancel out, and after some computations we obtain that

n

1
ANdn=——" N —(& —an)?dés N ...~ NdE, N d
w”] n b|7]|(a771 _ 51) Zzl (§ 6”7) 52 5 n
_ Ml e nnde, ndn,
(@771 51)
wﬁAdS—’a G i ) (m §>2d£2A...---Ad§n/\dn
b|€|a771 &) = —b?

2_qla® —0?|  bl¢]
a? —b% (amp — &)
Comparing both expressions we see that except for the sign, both volume forms on

® differ by a |n|/|¢| factor. This yields the desired result, returning to the notation
with the measures o4y, and oq¢. O

= (1) dés A ..o NdE, Adn.



Appendix A

Some technical results

A.1 Spherical Integrals

The following proposition gives an upper bound for the constant in the trace theorem
on spheres.

Proposition A.1. Let f € WH3(R"™), and let S, C R™ be the any sphere of radius
p. Then we have that

[ @raws [ p@pas [ wi@re @

Proof. Assume that S, is centered in the origin. The general case follows by the
invariance under translations of the Sobolev norm. Without loss of generality con-
sider a real function f € C>°(R"). Then using spherical coordinates with § € S*~!
we have that

d df

o (f(r@)Qr”_l) = QJ(TH)f(TQ)T”_l + (n — 1) f2(rf)r"?

Fix p € (0,00). If we integrate the previous equation in the r variable, by the
fundamental theorem of calculus and the compactness of the support of f we have

f(pd)?p _/00 ;Z];(r@)f(rﬁ) "tdr —(n—1) / fA(ro)r" 2 dr
<2 / Y F0)|[f ()| dr,
0

since the second integral in the first line is negative. Then, integrating both sides
in the unit sphere S"~! we recover the statement of the proposition,

F(p0)?p" " do(0) < 2 . IV f (@)l f ()] dx

S§n—1

\f@)Pde+ | |Vf(x)]?de.
R R™

91
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Lemma A.2. Let &,...,& € R, and v € (0,00)k. Assume that for every n € R"
the function F(&1,&s, ..., &k, ) is C in the first k variables. Then if oy, ..., oy are
multi indices corresponding to the variables &1, ..., & we have that

/I‘ |F(§17---7fk777)|2 do—r(é-lv“'ugk)

(m
<C Z /R /R gt OLFF (&r, oy ey P déy - dEg,

0< o ..o, |<1
where the constant C' does not depend on n, orr.
Proof. The general case follows inductively from (A.1). O

We now give the proof of Lemma 3.6, used in the estimate of the spherical
operator.

Proof of Lemma 3.6. We can consider only the case of spheres S, centered on the
origin. By homogeneity, if y = pf we have

1 1
d = > do (0

where 2'p = z and S"! is the sphere of radius 1 centered on the origin. Hence
we need to bound uniformly on z’ the last integral. Now, assume that ' # 0 and
take w € S"! such that w = 2//|2|. Let B, = {x € R" : - w = 0}, and let
P(z) := z — (2 - w)w, be the projection of z € R™ on the plane P,. Consider the
half sphere comprised between this plane and the parallel one that goes trough w.
The Jacobian of the projection P restricted to S*~! is bounded if we exclude a small
band of ¢ width from it. Let’s denote this region by S. (the half sphere minus the
band). In the first place we have

! 1
/Snl |2’ — |(n—D—2v do(0) < 2n /Se |z — |2y do(0),

this is because in the region 5. the integrand has larger values than in the rest of
the sphere, since we are in the half which is closer to 2/, and it is possible to cover
generously S"~! with 2n pieces like S.. But since the Jacobian of P is bounded we
can use the change of variables y = P(0) to integrate in the corresponding region of
the plane. Hence

1 1
/& w =gz 0O < | e )

<C

P(S:

1

Rn-1np, |y

) 02 dy < C dy,
where we have used that P(z') = 0. The last integral is finite and it does not depend

in any way on z’ and therefore we have finished. m
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Proof of Lemvma 7.4. Consider S, centered in the origin. Assume that z # 0, and
take w € S, such that w = z/|z|. Let B, = {# € R" : - w = 0}, and let
P(z) := z — (2 - w)w, be the projection of z € R™ on the plane P,. Consider the
half sphere comprised between the plane P, and the parallel one that goes trough
x. The Jacobian of the projection P restricted to S, is uniformly bounded in p if
we exclude a small band of pe width from it. Let’s denote this region by S, (the
half sphere minus the band). We have that

1
> do,(y) < Zn/

s, [T —y|*(z —y) s, [T —yl*(z —y)

doy(y),

since in the region S,. the integrand has larger values than in the rest of the sphere
(we are in the half which is closer to 2/, and it is possible to cover generously S"~*
with 2n pieces like S,.). Then we can use the change of variables z = P(y) to
integrate in the corresponding region of the plane. Hence, since the integrand is a
decreasing function,

1 1
/&E Tyl — gy W) < /g PR @ W

1 1
SC/ ﬁdZSC/ ﬁd2’<00,
P(s,) 21%(2) k-1 2]%(2)

where we have used that P(z) = 0. O

A.2 Density lemma

Lemma A.3. Let X,Y be Banach spaces, and let D C Y be a dense subspace.
Consider an operator T : D — X such that T is the restriction to the diago-
nal of a multlinear operator of order j. That is, assume that there is some @ :
Dx,...,xD — X multilinear such that for every f € D, T(f) = Q(f,...,f).
Then, if for every f € D

IT(H)llx < ClIFIIY (A.2)

we have that there is a unique continuous extension of T to the whole space Y, and
it satisfies the estimate (A.2) for every f € Y.

Proof. Let {g;}ien, gi € D for every i € N, be a Cauchy sequence in the Y norm.
To prove the proposition it is enough to show that then {7°(¢;)}:en is also a Cauchy
sequence in X, since this implies that there must be a unique continuous extension
of T" to the whole space Y.

Without loss of generality we can consider () symmetric, since otherwise we can
take its symmetric part:

1
QS(fla .. '7fj) = ﬁ ZQ(fcr(l)a cee >fU(j))7
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where the sum is over all the permutations o of j elements. Therefore using the
symmetry and the multilinearity we have

T(ge) — T(q1) = Q(gk — 91, Gt - - - 9&) + Q915 96 — 915 Gies - - -, Gi)
+ Q-9 9. — q1)- (A.3)

Now we can use a polarization identity for multilinear operators to express each
of the previous terms as combinations of diagonal terms. See [53] for the explicit
derivation of the identity:
j .
FQUfL, - fo) =D (=1 Y T(Sy),

m=1 J)7|=m

where the inner sum in the right hand side is over all distinct subsets J C {1,2,...,5}
of m elements, and S; = >, ; f;. Since each term in the last line of (A.3) can be
treated in the same way, we illustrate only one case. Let h > 0 be a (small) con-
stant that we will choose later. Then the polarization identity can be written in the
following way

Qa1 9k — i Grs -+ > g) = Q(hgr, Y™ (gi — @1), hgi, - - -, har)
1 A ,
gl > (1IN (b, )T (ah™0 ) (g — gi) + h(bgy + cgr)),

0<a+b+c<j

where a, b, c are integers satisfying 0 < a,b < 1, since g; and ¢, — g, appear only
once in the term we have chosen, and 0 < ¢ < j — 2 since g, appears j — 2 times
(the integer coefficient N (a, b, ¢) is just to account for repetitions).

Since {g;} is a Cauchy sequence, it is bounded, so ||g;||y < M for every i € N
and some constant M > 0. Hence, taking the X norm and using estimate (3.40) we
obtain

Q91,9 — 915 Gres - -, g1c) | x <
1 )
> Nab,o)|T(ah™9"Y (g — gi) + h(bg + cgr)) | x

gl
0<a+btc<j

< C@G) (P79 Vg — gilld + W MT) < /4, (A4)

for the following choices (C(j) is some constant dependent only on j),

9 €

J d — < — .
and g — gxlly 250G M

W< ———
2jC ()M
So, using (A.4) for each term in (A.3) we finally obtain

1T (gr) — T(@)llx <,

which shows that {T'(g;) }ien is a Cauchy sequence in X. O
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A.3 Smoothness of Tj;(f) in S(R")

Proposition A.4. Let f € S(R") and 1 < k < j. Then we have that

k—1
Tyi(£)(n) = [ [imd; + P)S;c(f) (),

i=1
is a well defined function in S ((0,00)7% x R™). Moreover, for k <m < j—1

k—1 k-1

[1Grd; + )0y, Six(f)(n) = 0r,, [ (imd; + P)S;c(f) (). (A5)

=1 =1

Proof. We only sketch some of the main computations. Let’s verify that gjr( f) is
a function in §((0,00)~! x R™) (that is, the case k = 0). First any derivative in
the n or r variables can be computed as in (3.34) (see also (3.57)). The |n| factors
appearing in the expression of §j?r and its derivatives are non-smooth for n = 0, but
this is not a problem since we have the smooth cut-off x(n) which vanishes in the
origin. Essentially the estimate of each Schwartz class seminorm can be reduced to
the basic case

C
(m)” /Fr(n) (n— &) <H | f(& — &iv1) ) |f(&-1)ldow < |1

/ o |f(n=&)ln —&)” <H|f = &i+)l( §i+1>7,> F(&-0)(&-1)" don
(7
<A s

where v/ = y+n—1. If instead of a weight () we have (r)?, an analogous procedure
can be followed using that r; = 2| —n/2|/|n| < C(1 + |&]) for |n| > Cp, that is,

where the cut-off x(n) does not vanish.
We give the following indications to prove (A.5) and that

Tir(f) € S ((0,00)7717F x R") |

for k > 0. Let g € S((0,0)*) be a function of the variable r € (0,00)*. Is not very
difficult to bound the principal value operators in the Schwartz class since we have
the estimate

[Pl < CUN0rgllse + [1{ri)*gllo),

for ¢ > 0. This implies that 0,, Pi(g) = P;(0,,,g) since the limit that defines the
derivative 0, is continuous in the norms of the right hand side (this is a consequence
of the mean value theorem together with the fact that g € S((0, c0)*) which means
that all the derivatives are uniformly bounded). The same reasoning can be applied
to control the partial derivatives in n of T} x(f). O
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