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Abstract

Resumen

El cáncer de pulmón es uno de los cánceres más comunes del mundo con 1.8 millones de casos
nuevos reportados en el 2012, suponiendo el 12.9% de todos los cánceres en el mundo, represen-
tando 1.4 millones de muertes hasta 2008.

La importancia de la detección temprana y de la clasificación de nódulos malignos y benignos
usando tomografías computarizadas (TC) puede facilitar a los radiólogos las tareas de evaluación
de la estadificación de nódulos y la planificación terapéutica individual. Asimismo, si se detectan
nódulos malignos potenciales en las TC, los tratamientos podrían ser menos agresivos, incluso
no llegando a necesitar quimioterapia o radioterapia tras la cirugía.

Este Proyecto se centra en la exploración de los métodos y bases de datos existentes para
la clasificación automática de nódulos pulmonares basados en imágenes TC. Para ello, comen-
zamos por reunir, estudiar y analizar algunos estudios de última generación en detección, car-
acterización y clasificación de nódulos pulmonares. Además, reportamos y contextualizamos
arquitecturas de aprendizaje profundo de última generación adecuadas para la clasificación de
nódulos pulmonares. De los conjuntos de datos estudiados, seleccionamos un conjunto de datos,
grande y ampliamente usado, en imagenes TC de nódulos pulmonares, y lo usamos para ajus-
tar una red neural convolucional de última generación. Comparamos esta estrategia con la
construcción -desde cero- de una nueva red neuronal menos profunda.

La evaluación inicial sugiere que: (1) La transferencia de aprendizaje no es capaz de funcionar
correctamente debido a su incapacidad para adaptarse a los dominios entre las imágenes naturales
y los escáneres TC. (2) El aprendizaje desde cero no puede entrenarse con un número pequeño de
muestras. Sin embargo, esta primera evaluación facilita el camino hacia la creación de mejores
métodos de clasificación alimentados por bases de datos públicas mejor anotadas.

En general, este Proyecto es una primera etapa obligatoria sobre un tema de investigación
candente.

Palabras Clave

Nódulos pulmonares, base de datos LIDC-IDRI, trasnferencia de aprendizaje, aprendizaje desde
cero, AlexNet, TC.
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Early detection of lung cancer through nodule characterization by deep learning

Abstract

Lung cancer is one of the most frequent cancers in the world with 1.8 million new cases reported
in 2012, representing 12.9% of all new cancers worldwide, accounting 1.4 million deaths up to
2008.

The importance of early detection and classification of malignant and benign nodules using
computed tomography (CT) scans, may facilitate radiologists the tasks of nodule staging assess-
ment and individual therapeutic planning. However, if potential malignant nodules are detected
on CT scans, treatments may be less aggressive, not even requiring chemotherapy or radiation
therapy after surgery.

This Bachelor Thesis focus on the exploration of existing methods and data sets for the au-
tomatic classification of lung nodules based on CT images. To this aim, we start by assembling,
studying and analyzing some state-of-the-art studies in lung nodule detection, characterization
and classification. Furthermore, we report and contextualize state-of-the-art deep learning ar-
chitectures suited for lung nodule classification. From the public datasets researched, we select
a widely used and large data set of lung nodules CT scans, and use it to fine-tune a state-of-the-
art convolutional neural network. We compare this strategy with training-from-scratch a new
shallower neuronal network.

Initial evaluation suggests that: (1) Transfer learning is unable to perform correctly due to
its inability to adapt between natural images and CT scans domains. (2) Learning from scratch
is unable to learn from a small number of samples. However, this first evaluation paves the road
towards the design of better classification methods fed by better annotated public-available data
sets.

In overall, this Project is a mandatory first stage on a hot research topic.

Key words

Lung nodule, LIDC-IDRI dataset, transfer learning, learning from scratch, AlexNet, CT.
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1
Introduction

In this work we start by introducing the rationale of the study and define the partial objec-
tives that may lead to the accomplishment of our main goal: advance on the acquaintance of
techniques and datasets of interest that may be useful for early detection of lung cancer. The
chapter concludes by presenting the structure of this document.

1.1 Motivation

Lung cancer is one of the most frequent cancers in the world with 1.8 million new cases reported
in 2012, representing 12.9% of all new cancers worldwide, [19]. In terms of mortality, lung cancer
accounted 1.4 million deaths in 2008 worldwide, [20]. Being the principal cause of cancer death
in the United States (US) and in the European Union (EU). A recently study reported in US
showed an estimated 234,030 new cases of lung cancer assessed by end of 2018, and 154,050
deaths, [21]. In the EU, lung cancer is the fourth most frequent cancer; almost 313,000 new
cases were assessed and 268,000 deaths in 2012, [19]. In Japan, lung cancer is the third most
frequent cancer; approximately 113,000 new cases were diagnosed in 2012 and approximately
71,500 deaths in that year (Center for Cancer Control and Information Services, National Cancer
Center, 2017). Five-year survival rates remain low: 17.7% and 13% in the US and Europe,
respectively, [22], [23]. On another note, the number of tumors diagnosed in Spain in 2019
will reach 277,234, according to REDECAN (Spanish Network of Cancer Registries) estimates,
compared to 247,771 cases diagnosed in 2015: 148,827 in men and 98,944 in women. The most
frequent cancers diagnosed in Spain in 2019 will be those of the colon and rectum (44,937 new
cases), prostate (34,394 new cases), breast (32,536 new cases), lung (29,503 new cases) and
urinary bladder (23,819 new cases). The absolute number of cancers diagnosed in Spain has
continued to rise for decades in relation to the probable increase in population (until 2012), the
aging of the population (age is a fundamental risk factor in the evolution of cancer) and the
exposure to other risk factors, [1].

Historically, lung cancers have been classified on the strength of histologic criteria, i.e.,
microscopic examination of tissue biopsy, and are divided into two categories: small-cell lung
cancer (SCLC) and non–small-cell lung cancer (NSCLC). This distinction is essential for staging,
treatment, and diagnosis because it have different therapeutic approaches. NSCLC is the most
prevalent histologic class, accounting for nearly 85% of all lung cancers, [24], [25], and enclose
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different subtypes as well as adenocarcinoma, squamous-cell carcinoma, large-cell carcinoma and
bronchioloalveolar carcinoma, [26].

The principal risk factor for the development of lung cancer is tobacco use, accountable for
approximately 90% of all lung cancers, [27]. As it can be observe in the graphs of the Figure
1.1, the incorporation of women into the habit of smoking and the latency time necessary to
develop lung cancer in the smoking population means that we are now seeing an increment in
the incidence of lung cancer in women that started to smoked at 60s. Therefore, avoidance of
smoking and smoking abeyance provides the most important way to diminishing the morbidity
and mortality identified with this disease. Because of this, we are now seeing a reduction in the
incidence of men who began smoking in the 40s and 50s of the twentieth century. In this way,
this parallelism can be observed in the data on both incidence and mortality in lung cancer in
men and women in the different age groups. Additionally, as we can see in the Figure 1.2, the
data indicates that age is a risk factor for all types of cancer in general, i.e., ageing processes
increase the incidence of cancer, specially in the population exposed to a carcinogen like tobacco.
Other risk factors are: previous radiation therapy, exposure to environmental toxins: exposure
to smoke (passive smokers), asbestos, radon, metals (arsenic, chromium, and nickel), ionizing
radiation, polycyclic aromatic hydrocarbon), HIV infection and pulmonary fibrosis.

Clinical manifestations Most lung cancer cases are diagnosed at advanced stages and about
78% of newly diagnosed patients have regional/distant disease, which means that cancer has
disseminated to nearby lymph nodes or distant organs, [19], [23]. Due to the aggressive biology
of the disease, no symptoms are observed until locally advanced or metastatic disease is present.
Symptoms may be a consequence from the local effects of the tumor, from regional or distant
spread, or from the distant effects unrelated to metastases (paraneoplastic syndromes). Almost
25% of non-screened patients have one or more symptoms at the time of diagnosis. The most
frequent symptoms at at the time of submission were cough (55%), dyspnea (45%), pain (38%),
and weight loss (36%), as discussed in a study of 2293 patients with NSCLC which the mean
age was 64 years, [28].

The standard treatment algorithm for advance NSCLC patients has historically involved
frontline treatment with chemotherapy. In recent years, attention has turned to stratifying lung
cancer patients on the basis of molecular alterations since it has become clear that histologically
identical tumors are driven by different oncogenes and are therefore likely to respond differently
to therapeutic intervention, such as targeted therapies against mutated epidermal growth factor
receptor (EGFR), anaplastic lymphoma kinase-rearranged (ALK+), c-ros oncogene 1 (ROS1)
rearranged, or BRAF V600E mutant NSCLC and others.

If potential malignant nodules are detected on computed tomography (CT) scans, treatments
may be less aggressive, not even requiring chemotherapy or radiation therapy after surgery.

The evaluation of lung cancer is mainly based on the assessment of patients with symptoms.
Traditional chest radiography and sputum cytology were not shown to be effective in reducing
mortality, therefore screening for lung cancer was not commonly used. However, the implanta-
tion of other radiological approaches such as CT, in screening trials, has changed the scenario.
The National Lung Cancer Screening Program contrast the use of CT images with chest x-ray
screening, yielding results that demonstrate a 20% reduction in lung cancer mortality in regular
smokers who were screened per year in the course of three years with CT, [29], [30]. These
previous results are due to experimental studies have shown that, through CT screening, it is
possible to detect lung nodules in a early stage, which have a encouraged prognosis.

Image diagnosis is the gold-standard for establishing the diagnostic of suspicion of a neo-
plasm, as well as for establishing the extent of the disease. These images can be obtained by
various techniques based on X-ray. The greatest sensitivity and specificity of the image is re-
quired in order to avoid false positives and negatives and also to avoid invasive tests. The final

2 CHAPTER 1. INTRODUCTION
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Figure 1.1: Mortality standardized by age for lung cancer in Spain, men (left) and women (right)
(period 1951-2011). Extracted from [1].

Figure 1.2: Estimation of the number of new cancer cases in Spain by 2019 (excluding non-
melanoma skin tumours). Extracted from [1].

diagnostic of neoplasm is make by histopathological examination, [31].

In Figure 1.3, it can be observed examples of previous successful uses of deep-learning
grounded techniques for the detection of several types of cancers. It is relevant to say that
image resolution is a key factor for the performance of these techniques.

The design of automatic methods for the assessment of nodule status (malignancy, calcifica-
tion, specularity, etc.) is a complex task, as it is hard to find well-suited generic and discrimina-
tive cues. Moreover, the accuracy of existing datasets is unreliable, as the definition of nodule
morphology is subjected to radiologist subjectivity (e.g., boundary annotation), [32].

The importance of early detection and classification of malignant and benign nodules us-
ing CT images may simplify radiologists the responsibility of nodule staging evaluation and
individual therapeutic strategy.

CHAPTER 1. INTRODUCTION 3
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Figure 1.3: “Collage of some medical imaging applications in which deep learning has achieved
state-of-the-art results. From top-left to bottom-right: mammographic mass classification, ex-
tracted from [2], segmentation of lesions in the brain (top ranking in BRATS, ISLES and MR-
Brains challenges, extracted from [3] , leak detection in airway tree segmentation, extracted from
[4]), diabetic retinopathy classification, extracted from [5], prostate segmentation (top rank in
PROMISE12 challenge), nodule classification (top ranking in LUNA16 challenge), breast cancer
metastases detection in lymph nodes (top ranking and human expert performance in CAME-
LYON16), human expert performance in skin lesion classification, extracted from [6], and state-
of-the-art bone suppression in x-rays, extracted from [7].” Figure and caption extracted from
[8].

4 CHAPTER 1. INTRODUCTION
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1.2 Objectives

This Project focus on the exploration of existing methods and datasets for the automatic clas-
sification of lung nodules based on CT images. To complete this main objective, the following
sub-objectives are proposed:

1. Assembling, study, organization and analysis of state-of-the-art studies in lung nodule
detection, characterization and classification as well as of deep learning methods suited for
these tasks.

2. Assembling, organization and assessment of existing indexed datasets of lung nodule CT
images.

3. Initial evaluation of deep learning solutions trained to assess the malignancy of lung nod-
ules.

1.3 Document Organization

The rest of this document is organized as follows: the second chapter provides a brief overview
of automatic learning techniques and reviews existing literature on detection and classification
of lung nodules. The material and methods used during the project are described in the third
chapter, followed by the experiments description and results in chapter four. Our conclusions
and future work are drawn in the fifth chapter.

CHAPTER 1. INTRODUCTION 5





2
Related Work

2.1 Automatic Learning Techniques

The rise of machine learning techniques, and specially of neural network models, has led to a
paradigm shift in many areas of medical-oriented computer vision, such as: image, segmenta-
tion, nodule detection and classification and assessment of lesion’s evolution. One of the key
differences with respect to previous approaches is learning from data: a classification for a new
unobserved nodule is learned given a set of data and, in the case of supervised learning, its
corresponding labels (the information of interest). Learning is driven by a cost function and
obtaining the best classification model becomes an optimization problem on this function.

2.1.1 The neuron

Summarizing, a neuron is a structure composed of a series of inputs, a ensemble of weights and
an activation function [33]. The role of the neuron is to transform these series of inputs into a
single output value, which can be taken as input from other neurons in posterior layers.

As can be observed in Figure 2.1, the primary elements of the neuron are:

• Inputs: They can be the initial numerical data or the outputs (also numerical) of other
neurons.

• Weights: The weighting factor by which the corresponding input will be multiplied. These
weights are specific and learned for each neuron.

• Output: The numerical value that the neuron produces after performing different calcula-
tions.

• Weighted sum: Each entry is multiplied by its respective weight, and the sum of all the
above-mentioned multiplications is performed. The resulting value is the input to the
activation function. Sometimes the bias is added to the result of the summation. Which
is, essentially, a new entry with value 1 and weight w0.

7
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Figure 2.1: Neuron scheme.

• Activation function: The leading assignment of activation function is to maintain the
values produced by the neuron within a reasonable range (Many times 0 and 1). There are
two main types of activation functions: linear and non-linear. The linear functions give
rise to simple models, which most of the times are unable to complex models (non-linear
functions, highlighting among them, the Gaussian and the sigmoidal).

2.1.2 Artificial Neural Networks

Artificial neural networks (ANN) may be understood as computational models which is trying
to shape biological performance model, [33]. It is constituted of a of a ensemble of units, called
artificial neurons, linked together to transmit signals to each other. The input information goes
through the neural network (where it is submitted to different operations) yielding some output
values. The ANN is going to learn hierarchical knowledge, i.e., the neurons of the first layer
are going to learn different characteristics and this acquaintance is going to be transmitted and
combined in the following neurons, to be able to learn and solve the overall assignment.

Generic architecture: Multilayer perceptron

Multilayer perceptron is an ANN composed of multiple layers, which objective is to solve prob-
lems that are not linearly separable, which is the principal perceptron restriction (also called
simple perceptron). The multilayer perceptron can be totally or locally connected.

The basic unit of an ANN is the neuron, represented in Figure 2.1. A network is composed
of several neurons, which are arranged in layers as follows:

• Input layer: These neurons are the ones that receive the numerical data that the network
processes.

• Output layer: Layer in charge of containing the final result of the mathematical operations
that have taken place inside the network.

8 CHAPTER 2. RELATED WORK
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Figure 2.2: CNN scheme. Extracted from [9].

• Hidden layers: Its neurons contain the calculations and values of intermediate weights of
the network.

The collection of hidden layers, located between the input and output layers, the number
of neurons in each layer (the layer’s capacity) and the nature of their activation functions are
hyperparameters of the model design, that, together with the different types of architectures
(fully-connected, convolutional, LSTM, among others), the learning rate and the use of regu-
larization techniques, involves a multitude of design decisions that complicate the search for
the best configuration. Usually, it depends on the concrete architecture, e.g., in fully-connected
model, all neurons in one layer are associated to all the neurons in the subsequent layer, where
weights are used in the main calculation of neural networks: multiply the output value of a
neuron by the weight of a connection, the result of this operation being an input for the next
neuron, [33]

Architecture of Convolutional Neural Networks

Convolutional neuronal networks (CNNs) [33] are especially used in artificial vision’s field, where
the neurons they use, belong to receptive domains in a similar way to neurons in the visual cortex
of the brain. This inspiration is due to the work carried out by Hubel and Wiesel in 1959, [34].
Thanks to this work, the performance of the visual cortex was largely understood, especially
cell’s work responsible for orientation selectivity and edge detection in visual stimuli. Hubel and
Wiesel discovered two types of neurons: simple and complex. Although, they are different, they
share the characteristic of being excited if the visual stimulus they receive is aligned with the
patterns that these cells have. This will be a feature that we will also find in the neurons of this
type of architecture.

It is noteworthy that this architecture of neural network is a modification, by pruning con-
nections, of the multilayer perceptron. However, thanks to its two-dimensional application, these
networks are especially effective in classification and segmentation of images, and of any type of
data that is spatially distributed continuously throughout the entry.

CNNs consists of different layers with convolutional filters which have one or more dimen-
sions. Subsequently convolutional layer, it is common to add a function to include non-linear
causal mapping.

As shown in Figure 2.2, CNNs can be interpreted to be divided into two stages: feature
extraction and classification. In the first stage, the input data characteristics are extracted
(feature maps). Feature maps have two layers: the convolution layer and the pooling layer.
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Once the feature maps have been extracted, a fully connected network acts as a sorter. This
layer is responsible for separating and classifying each feature. This stage is defined by one
or several fully connected layers and, usually, a Softmax layer, which configures an activation
function.

Types of layers and neurons in convolutional networks

Convolutional Layers A convolutional layer is a group of neurons. Neurons connect little
areas of the input or of the previous layer. This areas can be understood as filters (kernels).
These filters, of pre-defined dimension, have weights which value is learned in the training phase
by (automatically) adjusting them to solve the target problem. Each filter is applied throughout
the input vertically and horizontally, repeating the scalar product of the weights and the input.
The amount of weights of a filter is defined by h × w × c, being h the height of the filter, being
w the width of the filter and being c the number of input channels. The filter moves along the
input, shaping the feature map.

In a layer of K squared filters of dimension (2d + 1) × (2d + 1), being d the size of the
neighborhood on which the formula will be applied, being X the input signal and being H the
filter, the convolution operation is expressed by:

Yk[i, j] =

i+d∑
n=i−d

j+d∑
m=j−d

X[n,m]Hk[n− i,m− j], k = 1, ...,K (2.1)

Thus, a convolutional layer provides an output matrix for each filter, Y. Convolution opera-
tion is depicted in Figure 2.3.

Usually, CNNs are based on the consecutive application of several convolutional layers, which,
are usually interspersed with pooling layers (see Section 2.1.2), which purpose is to sub-sample
the data using a certain criteria.

• Convolutional Layer’s Setup

Filters and Stride A convolution layer is a neuron cluster connected to input images’
sub-regions or outputs’s sub-regions of the previous layer. The size of the step at which
filters move through the image is called stride, [35].

Feature Map The filter moves along the input, shaping the feature map. Furthermore,
it uses the same collection of weights and biases for the convolution, [35].

Zero Padding Technique based on adding zeros to the edges of the input image, in
order to adapt the output size, [35].

Output Size The output size of a convolution layer is determined by the image input
size, the filter size and the stride. In certain software, if the output size does not completely
cover the image, the software omits the remaining part of the image throughout the right
and bottom convolution edge, [35].

Number of neurons It is calculated as the product of the height and width of the
output. The number of neurons in a convolution layer is defined by the multiplication of
the map size and the number of filters, [35].
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Figure 2.3: Example of convolution operation. Extracted from [10].

Including non-linearity dependence The activation function of a layer defines the range
of possible outputs of its neurons, and its first derivative plays a key role in optimizing the cost
function, [36]. The most frequent activation functions in neural networks are:

The sigmoid function, also called logistic function, is frequently used in other deep learning
models such as logistic regression. Its output is bounded between 0 and 1, it is monotonically
increasing and its derivative is larger for arguments closer to 0.

The hyperbolic tangent of a real number x is designated by tanh (x) and it is characterized
as the quotient between the hyperbolic sine and the hyperbolic cosine of the real number x. With
properties similar to the sigmoid function, it has an output range is (-1,1).

The ReLu (Rectified Linear Unit) function executes a threshold operation for each
element, where every input value less than zero is reset to zero and positive values remain
unchanged.

The SoftMax function is the activation function of the output unit after the fully-connected
layer for classification problems. In the output classification layer, the SoftMax function asso-
ciates each input to one of the different classes, generally employing the cross-entropy function.
Also it is known as normalized exponential and it is a generalization of the sigmoid function to
multidimensional vectors. The layer’s output using SoftMax function is bounded between 0 and
1, and all the outputs of the layer add up to 1. Because of this, it is an adequate function to
represent probability density functions.
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Pooling Layer It is usually located after the convolutional layer. Its main utility is the
reduction of the spatial dimensions of the input volume data for the next layer, a reduction
which also allows to explore different scales of the input. In the resolution reduction process,
the number of parameters is reduced by keeping the most common characteristics and it have
not effect over depth dimension of the data, [35].

Fully-connected Layers Every neuron in a fully connected layer is associated to whole neu-
rons in the previous layer. This layer merges all the characteristics learned by the previous layer,
[35].

Evolution of Artificial Neural Networks

ANNs

The history of ANNs [37] starts in 1943, the year in which Warren Sturgis McCulloch and Walter
Harry Pitts shaped the first neural network model by using mathematics and algorithms called
threshold logic [38]. Shortly after his advances, Donald Hebb explained neuronal learning in
broad strokes, knowing his law the Hebb’s rule [39], which is the precursor to the neural networks’
learning techniques use nowadays. Subsequently, in 1956, a conference held in Dartmouth was
focused on the ability of computing to simulate the learning of biological brains. Shortly after
1960, the first application of ANN came to real problems: The elimination of echoes in telephone
lines through the Adaline (Adaptative Linear Elements) and Madaline (Multiple Adaptative
Linear Elements).

In 1969, Marvin Minsky and Seymour Papert wrote and published the book Perceptrons: An
introduction to Computational Geometry [40], nonetheless the development in neural networks
decreased suddenly since the book showed important deficiencies in ANN models that were
developed up to that moment, especially of the perceptron. However, this fact did not hinder
research in this topic, highlighting in 1977 the work done by James Anderson denominated Brain-
State-in-a-Box [41], which allowed to model more complex functions. The resurgence of neural
networks occurred in 1985 with the publication by John Hopfield of the book Neural computation
of decisions in optimization problems [42]. A year later, in 1986, David Rumelhart introduced
the Backpropagation algorithm (see Section 2.1.2) in its current version, which caused a new
and much more encouraging panorama in the research and development of neural networks.
Since then, we have observed numerous efforts in the development of neural networks, leading
to substantial advance in diverse and varied assignments.

CNNs

Up to our knowledge, the first reported CNN is the Neocognitron [43], acquainted by Kunihiko
Fukushima in 1980. This model was sharpened by Yann Lecun in 1998, by including learning
based on Backpropagation algorithm, [44] (see Section 2.1.2). In 2012, these types of networks
were refined by Dan Ciresan and they were implemented on a Graphics Processing Unit (GPU),
achieving a better computational performance than those obtained until then [45]. In addition,
the quality of the results obtained by this CNN (AlexNet) was higher than previous techniques
in image classification, as Support Vector Machines (SVMs) [46] or Haar wavelet [47]. Since that
year, more deeper models were research due to they have a memory footprint during interference,
making it possible to use them in digital computing devices such as smartphones.

In the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) of 2012, AlexNet
managed to improve its achievement over other non-deep learning methods. From that model,
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Figure 2.4: Classification results through time. Extracted from [11].

which achieved 57% accuracy at that time, progress has been made to a scenario in which the
main models move around 75% accuracy in the ImageNet dataset (Top-1).

It was not until 2014, thanks to the work published by Simonyan and Zisserman, that the
deepest networks began to be understood. They were the first to use fixed size filters in each
layer. The ILSVRC competition of this year, VGG19 network or also called OxfordNet was
presented and won the challenge.

The creation of deeper and deeper networks arose from the necessity to classify images with
small and dark objects. Another deep networks improvement was that they introduced more
complex blocks to increase the achievement of the training process and decrease the number of
parameters to train.

In the same year (2014), Szegedy and coworkers [48] introduced GoogleNet, also called
Inception, which is a 22-layer network, using blocks with a collection of convolutional filters
with various sizes.

The ILSVRC challenge of 2015 was won by ResNet, introduced by Microsoft. The idea, very
summarized, is based on increasing the number of layers by introducing a residual connection
(with an identity layer). The identity layer passes directly to the next one, improving the
learning process.

For medical applications, models such as AlexNet or VGG19 are commonly used. However,
recent reference studies use a GoogleNet version called Inception v3 [8]. It is difficult to asses if
the use of GoogleNet is due to a superior architecture or because the model is default option in
the most successful software packages.

CNNs are the most generally used neural networks in the research of medical images although
recurrent neural networks (RNNs) are beginning to gain popularity in this field. This kind of
networks have been used for medical image processing since 1995.

At first, between the 1970s and 1990s, medical image evaluation was performed with the
consecutive application of low-level pixel processing, i.e., they were used as edge and line filter
detectors and to detect the growing region of images. Mathematical modeling was also used.
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Symbolic artificial intelligence is the assembled name for all artificial intelligence research
methods based on high-level “symbolic” representations of problems and mathematical logic.
John Haugeland in 1985 coined the term GOFAI (good old-fashioned artificial intelligence) to
describe this type of artificial intelligence. But this method remained imprecise with respect to
image analysis.

Supervised techniques gained popularity in the late 1990s for developing medical image
evaluation systems. A few examples involve active shape modes (for segmentation) and used of
feature extraction and statistical classifiers (for Computer-Aided Detection (see Section 2.2.1)
and examination). There was also a significant change in using computers to extract feature
vectors from training data. This type of feature extraction algorithms is very important in order
to obtain data that is sufficiently discriminative for the images. Nowadays, this kind of methods
are still being developed to replace manual labelling with human beings.

To refer to these data, the Figure 2.4 represents the data in reference to the classification
results over time of ImageNet challenge story using supervised learning (ImageNet have 1000
categories where there are 1000 images of training samples for each category and 100,000 images
of testing samples). Observing how the classification error has decreased so far.

For all these networks, the training stage can be accelerated through the use of GPUs.
Solutions based on deep learning techniques are generally dependent on NVIDIA’s GPU-based
computing. GPUs work very well processing in parallel and accelerate the execution of a CNN
between 10 and 20 times, [35].

Training of Artificial Neural Networks

One of the most important ANNs and CNNs characteristics, is their ability to learn autonomously
via a learning or training stage in which the network learns the most appropriate sets of values
(weights and biases) to produce an output in agreement with a given assignment. The learning
process is an iterative procedure where the quoted parameters are gradually refined —usually
starting from random values—in order to reach a sufficiently good level of performance.

Training can be defined as the process that seeks to minimize the loss function. In many
cases, the algorithm responsible for helping us look for these parameters is the Backpropagation
algorithm [49] (see Section 2.1.2). The idea is to calculate, through it, the partial derivatives of
the cost function for each of the parameters. Then, in the following iteration, the parameters
are updated to progressively reduce the cost function.

Being W t the weights’ vector or model parameters at iteration t, and being L(W ) a cost
function, the weights at each iteration are updated as:

W t+1 =W t − ρ∇L(W ) (2.2)

, where the parameter ρ is the learning rate, and it regulates the update’s rate of the weights
based on the evolution of the cost function.

Cross-entropy loss In classification scenarios, training is usually guided by a cross-entropy
loss function (see equations 2.3 and 2.4) that measures the performance of the network based
on the predictions (ŷ) with respect to the assemblage of ground-truth annotations or labels (y).
The value taken by the cost function will be lower the better the model’s predictions are [36].
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H(y, ŷ) =
∑i

yi log
1

ŷi
(2.3)

H(y, ŷ) =
i∑
H(y, ŷ) (2.4)

A lower cross-entropy loss does not have a higher hit rate for a dataset but it gives more
approximate probability distributions to the tags. In order to carry out Backpropagation algo-
rithm (see Section 2.1.2), the cost function must be derivable concerning to the parameters of
the model (weights).

Backpropagation Algorithm

The Backpropagation algorithm is used to calculate the output gradient (given by the cost
function) with a set of weights, that can be updated in each iteration through optimization
algorithms as gradient descent algorithm [33]. It is the core of supervised learning methods in
which we can distinguish two phases:

• Propagation phase: In this phase, a certain input is given to the network, in such manner,
it propagates from the first layer to the last of them, producing a certain output. Then,
this output is compared with the expected output through the loss function—also called
cost or error—.

• Adaptation phase: With the error calculated in the previous phase, an inverse propagation
begins, from the last to the first layer. The propagation ends up reaching all the neurons
that contribute directly to the output. However, it should be noted that each neuron
receives only a portion of the error corresponding to its relative contribution to the original
output. Knowing the contribution of each neuron to the error, in order to reduce the error
in future iterations, weights can be adjusted.Then, The algorithm is effective in training
neural networks, as it corrects the weights for the desired outputs are produced. During
training stage, a training set is propagated through the network from the deeper to the
shallower layers. A complete iteration of the training assemblage to the neural network is
denominated an epoch. In this way, the learning process is repeated along several epochs
until the parameters stabilize or a maximum number of epochs is reached.

The algorithm optimization based on gradient descent has received several modifications and
revisions.

2.1.3 Optimization methods for deep learning

SGD Algorithm

The stochastic gradient descent (SGD) optimizer [50], also known as incremental gradient de-
scent, is an iterative procedure for optimizing a differential objective function, a stochastic
approximation of gradient descent. Stochastic algorithm does not need to remember which ex-
amples were viewed during the previous iterations, therefore it can process examples meanwhile
the training stage.
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SGDM Algorithm

The stochastic gradient descent with momentum (SGDM) optimizer [51] is a variation of the
stochastic gradient descent used for faster convergence of the loss function. It uses a unique
learning rate for entire parameters. This provides the gradient descent with a momentum to
avoid being trapped at local minimum. However, the use of (too) large momentum together
with an also large learning rate may produce a skip of a suitable solution (local minimum) due
to a large updating step.

RMSProp Algorithm

The root mean square propagation (RMSProp) optimizer [9] use different learning rates for each
parameter. Learning rates can automatically adapt to the loss function being optimized with
the aim of improving network training. It manages a moving average of the element-wise squares
of the settings gradients.

Adam’s Algorithm

The derived from adaptive moment estimation (Adam) optimizer [52] insert momentum term
and it uses a parameter update similar to RMSProp. The method estimates individual adaptive
learning rates for diverse parameters from computes of first and second moments of the gradients.
Some of Adam’s benefits are that the amounts of parameter updates are invariant to re-scaling
of the gradient, its steps sizes are almost bounded by the stride size hyperparameter.

2.1.4 Learning strategies

The accuracy of a CNN is widely conditioned by the amount of data used for training. That
is, for a more accurate model, several training samples (i.e., thousands or millions) are needed,
resulting in a training time that, depending on the hardware used and the complexity of the
problem, may last for hours, days or even weeks.

Learning from Scratch

Learning from scratch stands for creating something starting with basic ingredients (the Tabula
rasa concept). Whole the parameters of a CNN model are initialized with random Gaussian
distributions, when learning from scratch.

Transfer Learning

Transfer learning [53] is a method where a pre-trained neural network is fine-tuned to solve a
specific problem (target assignment) differently from the one used to train it (source assignment).
This method is a practical way to apply deep learning without the need for a large dataset and
a lot of training time, [8]. It can be observed the scheme of how the transfer learning works
in Figure 2.5, using the Backpropagation algorithm (see Section 2.1.2). Sometimes, transfer
learning is arranged in two different strategies:

• Using pre-trained network such as feature extractor.

• Fine-Tuning a pre-trained network on dataset.
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Figure 2.5: Transfer Learning scheme. Extracted from [12].

The benefits of these strategies depends on the source and target tasks. On one hand,
in multi-class grade assessment of knee osteoarthritis, fine-tuning has achived 57,6% accuracy
in contrast to feature extraction with 53,4%, [54]. On the other hand, in cytopathology image
classification, feature extractor has obtained 70,5% accuracy meanwhile fine-tuning has obtained
a 69,1%, [55]. However, sometimes is preferable training a CNN from scratch instead of transfer
learning. For instance, for a small dataset of approximately a 1000 images of skin lesions training
from scratch performs better than fine-tuning, [56].

Alternative Techniques

• Domain Adaptation It is used to adapt a distribution of target data (e.g., natural
images) in the domain of distribution source data (e.g., synthetic images), and thus prepare
networks to be efficient with images that have not been trained with. There are three
main approaches for domain adaptation, that differ in the information examined for the
target assignment: unsupervised, semi-supervised and supervised. In unsupervised domain
adaptation, we try to create a network that extracts features which are the same for all
domains. Therefore, the network tries to make the characteristics of the images sufficiently
discriminatory to be representative of the origin domain. Differently, in semi-supervised
domain adaptation, it is also considered a “small” collection of labeled target examples,
whereas in supervised domain adaptation, all the images contemplated are supposed to be
labeled, [53].

• Self-Supervised Self-supervised learning is an autonomous supervised learning. It is a
depiction learning approach that purpose to eliminate the pre-requisite of involving hu-
mans to label data. It is a supervised learning because its objective is to learn a function
from couple of inputs and labeled outputs. However, explicit use of labeled input-outputs
combination in self-supervised learning is not needed, [57]. Self-supervised learning sys-
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Figure 2.6: Example of dropout. Extracted from [13].

tems extract and use the naturally available relevant context and embedded meta-data as
supervisory signals shaping, [58].

2.1.5 Augmented Learning

Overfitting is the process that takes place when the learning model is (too) adjusted to the
training data, hindering its ability to generalize to new unobserved data. To find out if there
is overfitting meanwhile training stage, the training dataset is usually divided into a train and
a validation set. A efficient indicator of overfitting can be derived from the study of the loss
function: the loss function increases for the validation data, but still decreases for the training
data.

One of the most effective methods to avoid overfitting is to increase the amount of training
data. To this aim, a common strategy is to apply minor alterations to the data (data aug-
mentation). These minor changes include flips, translations and rotations, [59]. Through these
process, new images, which inherit the labels from the originals, are created. The alterations
needs to be varied and diverse, as otherwise, the neural network may learn the transformations
instead of the goal task.

Thanks to data augmentation we can reduce overfitting in model by increasing the volume
of training data.

Dropout

A dropout strategy randomly places the input elements of a given layer at zero with a previously
established probability. In this way, for each element of the input, a subset of neurons is randomly
selected, implicitly creating different connection patterns in the architecture, as it can be seen
in Figure 2.6. Dropout helps preventing overfitting, because learning process does not lean on
neurons and specific connections, [35].
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2.2 Detection and Classification of lung nodules

Research into the development of a system capable of detecting, segmenting, and diagnosing
isolated lung nodules from CT began in 1980. Nodule morphology (malignancy, size, internal
structure, etc), location, and type of cancer are significant in the classification. Thus, the
detection and classification of nodules has become a challenge, often with different methods,
each handling an aspect of the problem.

2.2.1 Detection of lung nodules

A nodule is described as a mass of cells measuring between 3 mm and 30 mm in diameter. The
concept micro-nodule is used for tumours of less than 3 mm in diameter and the term mass is
used for tumours with a diameter larger than 30 mm. The nodule diameter is usually related to
malignancy, i.e., malignant nodules are related to a large size. For instance, according to Igor
Rafael S.Valente et al. [14] “In ELCAP dataset, the percentage of malignancy associated with
nodules is as follows: 1% for nodules with a diameter smaller than 5 mm, 24% for nodules with
a diameter between 6 and 10 mm, 33% with a diameter between 11 and 20 mm and 80% for
nodules with a diameter greater than 20 mm”.

Physicians measure the diameter of the nodules in order to make a prognosis of the cancer.
Therefore, it is very common to make mistakes when calculating the diameter of asymmetric or
non-spherical nodules. In addition, if the nodule is very small, the image must be maximized to
be able to measure it accurately, [60].

Despite initiatives to encourage the use of early diagnosis systems in hospitals, radiologist can
make mistakes when using them. Factors like fatigue, distraction, inexperience, or limitations
of the human visual system can affect physicians, making an inaccurate analysis. For the above
reasons, the development of automatic nodule detection methods is necessary.

The objective of screening is to adapt the images, highlighting the existing anomalies to help
radiologists, aiming to aid cancer detection in an earlier stage when therapeutic treatment offers
better perspectives. The employment of screening would imply a symbolic decrease of reading
effort beneficial to radiologists, [14].

The number of network parameters and the memory required for the computation are fun-
damental requirements for increased accuracy in nodule detection.

In this context, the development of deep architectures where the input are images with a
low-scale representation and a high resolution is emerging. To improve image generation, CNNs
are used to transform an input image into another, [8].

Computer-Aided Detection (CAD)

To assist radiologists in the reading process of CT scans, the Computer-Aided Detection (CAD)
systems [60] have been developed.

The CAD system commonly involve two stages (as it can be seen in Figure 2.7): (1) nodule
candidates’ detection called detection system (CADe), (2) nodule candidates’ classification called
classification system (CADx).

The CADe system is used to identify abnormalities in CT images. In this way, radiologists
could evaluate these regions of interest, [16].
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Figure 2.7: Computer-Aided Detection (CAD) system process.

The objectives of CADe can be summarized as follows:

• Enhance evaluation efficiency and assist in obtaining high accuracy.

• Decrease the number of false positives (FP) as result of errors in CT scan analysis. Con-
sequently, represents a reduction in human examination time by radiologists.

• Provide fast processing.

• Provide an automated process where manual procedures are not necessary, e.g., the system
must be able to automatically take the Digital Imaging and Communications in Medicine
(DICOM) exam files, and develop and save the final results in standard files.

• Submit low implementation costs, training, backing and supply.

• Identify distinct types, sizes and shapes of nodules, included isolated nodules, micro-
nodules, sub-solid nodules or nodules associated to lung edges.

• Increase system security to prevent data loss, inaccurate results, unavailability or incorrect
use of data.

A CADx system is designed to help radiologists in the identification of the disease as well
as the type, severity, stage, progression or regression of lung cancer. A CADx system can either
use only image describing or it can straddle other relevant information to the diagnosis, [14].

Despite improving the reading efficiency of radiologists, CAD systems do not detect a con-
siderable number of nodules, making it impossible to use them in daily medical practice.

It should be noted that there are other types of lesions that are visible on CT scan and they
are not nodules. Due to the absence of symptoms until the disease is in an advanced stage,
datasets often have nodules with a high malignancy. In this way, the different categories of
nodules are not balanced.

In summary, extracting sufficiently discriminatory features for the detection algorithms is
very difficult. It is necessary to develop techniques that allow the detection of any type of lesion
and thus improve the performance of CAD systems.

In supervised learning surveys, CNNs are trained to learn highly discriminatory features,
eliminating the requirement to label lung nodules in CT image manually. It has been shown to
reduce the number of false positives in CAD systems, [60].
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Figure 2.8: “(a) Node graphs of 1D representation of architectures commonly used in medical
imaging. (b) Auto-encoder, (c) Restricted Boltzmann machine, (d) Recurrent Neural Network
(RNN), (e) Multi-stream convolutional neural network, (f) U-net (with a single down-sampling
stage).” Figure and caption extracted from [8].

2.2.2 Classification of lung nodules

The main contribution of deep learning in the medical image analysis field was the classification
of images. The most common approach is to introduce multiple labeled images into the network
and as an output have a single diagnostic variable (e.g., existence of the disease or not). The
medical dataset is usually small compared to the datasets used in computer vision (e.g., hun-
dreds/thousands vs. millions of samples). To solve this problem, it is used transfer learning (see
Section 2.1.4), [61].

The evolution of computer image analysis has been parallel to deep networks progression.
The first study employing deep neural networks for image classification arose in 2013 and was
applied on neuroimaging, [62].

In 2015, 2016 and 2017, 47 were published studies related to the classification of medical
images. Among these studies, 36 used CNNs, 5 used AEs (Autoencoder) and 6 used RBMs
(Restricted Boltzmann Machine). These mentioned methods were used to classify nodules in
brain MRI (Magnetic resonance imaging), in retinal imaging and in CT scans (lung cancer), [8].

Some of the methods used to classify nodules using the LIDC-IDRI dataset (Section 3.1) are
the following, in chronological order:

In the study [63] raised in 2013, the authors use the Haralick method on 2D nodule images
to calculate the texture characteristics of the nodules. The algorithm was proposed in 1973 by
Robert M. Haralick and it is based on the calculation of a set of 14 texture measurements based
on the spatial dependence of gray tones. The extraction of the spatial dependence matrices of
gray tones of the CT image is performed through the angular relationships and distances between
pixel pairs of the image (or between cell pairs) on each slice of the CT scan. As mentioned in
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this section, the morphology of nodules is fundamental in distinguishing between benign and
malignant nodules (e.g., malignant nodules have a large size, spiculated edges and are very
contrasted with the environment). In order to obtain more robust nodule characteristics, it is
proposed to combine boundary annotations of the same nodule of at least three radiologists to
create a volumetric nodule. Therefore, they overlap the areas of the tagged pixels inside the
region of interest defined by each radiologist for the same 2D nodule, creating the 3D nodule.

The proposed research with RNN was in 2015 and its objective was to assemble new images
related to the samples of the training assemblage. In the natural images pixelRNNs are used as
auto-regressive models. This type of network has been used in image segmentation problems in
the area of medical analysis, [8].

The use of a novel 3D-CNN for the classification of 3D volumetric data (i.e., 3D nodes) is
proposed in 2015. It was used to categorize candidates on lung nodules candidates on circulating
tumor cell (CTC) [64]. In the studies [65] [66] [67], it is proposed that CNNs use supervised
feature learning to classify medical images with labels.

In the research [65], authors describe a Multi-scale Convolutional Neural Networks (MCNN)
architecture in 2015. MCNNs are CNNs with the difference that pooling layers adopt different
methods with different areas throughout the network. It is proposed to capture the diversity of
nodules by extracting discriminatory characteristics from the stacked layers of the net. For this
purpose, multi-scale nodule patches are used to learn a specific set of characteristics simultane-
ously by chaining response neuron activations obtained in the last layer from each different scale
of the input image.

In the research [68], authors introduced a deep learning architecture based on a convolutional
auto-encoder neural network (CANN) for the classification of lung nodules. According to these
method, subsections of the input image (also called patches images) are extracted. Each patch
achieves a classification result after extracting the characteristic of a particular area through the
network. This approach achieves faster tagging of medical data by subsections and it is also
very effective in extracting features from the image. Auto-encoder with unsupervised learning is
used to determine network parameters and a small amount of tagged data is used to fine-tuning
the settings of CANN and training the classifier.

In the study [69], the authors describe an method based on the structural co-occurrence
matrix (SCM) to classify lung nodules according to their malignancy. The images on which
SCM is applied can be in grayscale (common CT scan) or scanners can be filtered by one of
the following four types of filters: mean, Laplace, Gaussian, and Sobel.The classifiers used have
been: multilayer perceptron, support vector machine, and k-nearest neighbors algorithm. The
objectives of this study were: to classify nodules according to their malignancy (i.e., malignant
or benign) and also according to their stage of malignancy (from 1 to 5).

In the research [70], authors used transfer learning over the AlexNet network. They modified
network’structure by eliminating the last fully connected layers and modifying the classification
layer to catalogue lung nodules into three classes. The authors used the confusion matrix on a
different dataset to assess network performance.

Some of the methods explained in this Section are represented in Figure 2.8.
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3
Material and Methods

In this chapter we describe the dataset and the convolutional neural network used in this project.

3.1 Dataset: LIDC-IDRI

3.1.1 Specification of the dataset

Lung Image Dataset Consortium image collection (LIDC-IDRI) is a public dataset of lung can-
cer screening thoracic computed tomography (CT) scans with annotated lesions. LIDC-IDRI
contains a set of 1,018 patients. This dataset has been created thanks to the collaboration of
public and private medical institutions with the aim of improving medical research in the area
of lung cancer. In 2004, Image dataset Resource Initiative (IDRI) was created by the National
Cancer Institute (NCI) and the Foundation for the National Institutes of Health (FNIH). Five
institutions, two academic centers and eight medical imaging companies joined the initiative,
supplying the resources to increase the number of cases in the dataset, finally creating the
LIDC-IDRI dataset. According to Igor Rafael S.Valente et al. [14] “The dataset consists of 7371
nodules and 2669 nodules ≥ 3 mm marked by at least one radiologist of which 928 (34.7%)
received the same ratings from all four radiologists.”

The scan depth of CT images ranges from 0.6 mm to 5.0 mm with a median of 2.0 mm. Every
patient folder includes a related XML file. Each XML file have the conclusions of a two-phase
image annotation process evaluated by four experienced thoracic radiologists. The first phase
consists in blinded-read of the nodules of each CT. In other words, each radiologist independently
examined the CT scans and classified marked lesions in one of three different types (“nodule ≥ 3
mm”, “nodule < 3 mm”, and “non-nodule ≥ 3 mm”). In Figure 3.1 we can recognize the different
variety of nodules and not nodules. After that, on the second phase (unblinded-read phase), each
radiologist individually reviewed their own annotations and the anonymous marks of the three
other radiologists. Finally, each radiologist decided to either accept or reject the annotations.

Nodules may be primary lung cancers, metastatic disease, or non-cancerous nodules; since a
decision on whether a lesion is a “nodule” should not be made based on presumed histology, the
presence of calcification should not be a factor in determining the “nodule” status of a lesion.

For the following features: malignancy, internal structure, lobulation, margin, sphericity,
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Figure 3.1: “Examples of lesions (nodules and non-nodules) in axial, sagittal, and coronal view.
Lesions are in the center of the box (50 50 mm). The left set of images are nodules with a wide
range of morphological characteristic: a) solid nodule, b) pleural nodule, c)–d) large nodules
with irregular shape, e) –f) sub-solid nodules. The right set of images are irregular lesions that
are not related with nodules or cancers. These examples illustrate that designing features for
accurate detection and classification of nodules may not be trivial.” Figure and caption extracted
from [14].

spiculation, subtlety and texture, lung nodules are classified with levels from 1 to 5 (1 denotes
the smallest degree and 5 denotes highest degree), but for the calcification characteristic the
classification range is from 1 to 6, [15].

In addition to nodules and non-nodules, six lung tissue types can be found in the dataset.
They are represented in Figure 3.2.

The lesions are classified in four different categories [15]:

Nodules which diameter is greater than 3 mm, but smaller than 30 mm. For these
lesions, each radiologist drew a complete region of interest (roi) enclosing, but generally not
touching, the nodule. Annotations of the nine characteristics are provided for each nodule
and each radiologist. Since clinical information is not provided, radiologist define potential
malignancy using a 60-year-old male smoker as reference.

Nodules which diameter is smaller than 3 mm. For these lesions, if the opacity is clearly
benign (in radiologists’ opinion), none information is provided. Otherwise, only an approximated
three-dimensional center-of-mass is provided. No subjective assessment of characteristics is
provided for both cases.

Non-nodules which diameter is greater or equal to 3 mm. Again, for these lesions, only
an approximated three-dimensional center-of-mass is provided and no subjective assessment of
characteristics is given. To distinguish these nodules from the previous ones, a special tag is
provided. A mass that exceeds 30 mm should be marked as one of this type.

Non-Nodules which diameter is smaller than 3 mm. These lesions were not considered.
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Figure 3.2: Examples of the six types of lung tissue in the LIDC-IDRI dataset [15]. “Disease
tissue types are mapped with orange arrows. a): healthy; b): emphysema; c): ground glass; d):
fibrosis; e): micronodules; f): consolidation.” Figure and caption extracted from [16].

3.1.2 Definition of the annotation structure

As mentioned in the previous section, four radiologists did two-phase image annotation and
results were saved in XML files using the following format [15]:

• <readingSession> indicates the index of the reading session. There will be up to four, one
for each radiologist of each CT series.

• <Version> indicates version number and <StudyInstanceUID> indicates reader id. All
reader ids are set to anonymous, but there are only four.

• For each nodule ≥ 3 mm:

– The field <unblindedReadNodule> indicates the beginning of the section.
– The field <noduleID> is a unique id for the nodule marked by each reader.
– In the field <characteristics> a radiologist assessed characteristics of the nodule.
– <3droi> indicates the complete description of the three dimensional contour of the

nodule. This information was not available at the beginning of the project.
– <imageZposition> is used to report the list of z positions (longitudinal direction) on

which the nodule can be visualized.
– A nodule’s view (one per slice at each reported z position) is described by:

a <roi> contains the roi enclosing the two-dimensional nodule’s view on the slice.
b <ImageZposition> reports the current slice.
c <imageSOP_UID> specifies the name of the corresponding folder where image
is contained.

d <inclusion> This tag indicates if the nodule’ view has a clear and well-contrasted
contour (“inclusion = false”) or a poorly contrasted blurry contour (“inclusion =
true”).
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Figure 3.3: Degree of malignancy of three lung nodules: a) Malignancy: 5 b) Malignancy: 3, c)
Malignancy: 1.

e <EdgeMap> includes the list of (x,y) pairs that describes the connected set of
points shaping the nodule contour.

• For each nodule which diameter is smaller than 3 mm, only a single point is reported (in
the roi label) and there are not radiologist-assessed characteristics. Special fields of these
nodules include:

a <roi> contains a single z position and a single spatial point representing the approx-
imate centroid of that nodule.

b <EdgeMap> contains the same information than roi.

• For each non-nodule, also only a single point is described and there are not radiologist-
assessed characteristics. The data structure recorded for this type of lesions are similar
to the information described for the previous nodules but have a unique identification:
<nonNodule> tag.

3.1.3 Annotated characteristics

The characteristics [71] analyzed and assessed by the radiologists in the dataset are the following:

• Calcification appearance of the nodule: Examples of benign patterns of calcification are
diffuse, central, laminated or popcorn. The remaining patterns can be considered as a sign
of malignancy. The exception to the rule is when it is known to be a primary tumor.

• Internal structure of the nodule, describing if it is solid, semisolid, cystio or cavitated.

• Lobulation or lobular shape indicates, for instance, if the nodule has in-petals-like contour
shape. Not-lobulated contours are an indication of benignity.

• Malignancy or likelihood of malignancy is associated with huge nodule size. The nodule
is more likely to be benign if it have small size. The Figure 3.3 shows different degrees of
malignancy. We can observe that some characteristics (nodule size, texture and spiculated
or lobed margins) clearly indicate the degree of malignancy of a lung nodule.

• Margin describes the contour contrast. Examples of margin descriptors are: Corona radiata
sign —close associated with malignancy—, scalloped margins —intermediate probability
of malignancy —and smooth margins that are more likely associated with benign nodules,
unless the patient suffers metastatic in origin.
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Figure 3.4: AlexNet architecture. Adapted from [17].

• Sphericity defines how spherical is the nodule shape.

• Spiculation indicates the degree of spike-like structures. For instance a border—spiculated
margin is an signal of malignancy.

• Subtlety or distinction in detection based on the contrast between the lung and its sur-
roundings.

• Texture defines the internal density of the nodule-texture. It is an important factor when
attempting to classify a nodule. Accurate delineation of nodule boundary may be compli-
cated if the nodule have part-solid and non-solid texture.

3.1.4 Alternative datasets

During the work we found other public datasets, interesting to process in the future. The
alternative more complete public datasets available include: the Early Lung Cancer Action
Program (ELCAP) [72], Nederlands Leuvens Longkanker Screeningsonderzoek (NELSON) [73]
and the Automatic Nodule Detection 2009 (ANODE09), [74], [75].

3.2 Explored CNN architecture

AlexNet [61] network was created in 2012 quite similar to the one developed by Yann LeCun et
al. called LeNet [76]. Both networks were relatively shallow. The main achievements of AlexNet
neural network are: the incorporation of ReLUs activation functions instead of hyperbolic tan-
gents for the incorporation of non-linearity to data, dropout as a regularization method to avoid
overfitting and overlapping of pooling layers to reduce network size.

AlexNet has a total of twenty-five layers, of which five are convolutional layers and three
are fully-connected layers. ReLU activation function is applied after all convolutional layers and
dropout regularization is applied just before the first and second fully-connected layer.

To design and develop CNN, AlexNet was originally written in CUDA (Compute Unified De-
vice Architecture ) to be executed on GPUs. AlexNet CNN input is designed to receive 227x227
pixel images and three RGB channels. Therefore, there will be combinations of convolution
layers (conv), ReLU (relu), Croos Channel Normalization (norm) and Max Pooling (pool) to
carry out the learning of the characteristics. The first two convolution layers (conv1, conv2) are
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Figure 3.5: Comparative of different convolutional neural networks on ImageNet. Extracted
from [18].

followed by ReLU layer (relu1, relu2) and a max pooling layer (pool1, pool2) and the following
three convolutional layers (conv3, conv4 and conv5) are directly connected with three ReLU
layers after each convolutional layer(relu3, relu4 and relu5). The last convolution layer (conv5)
is followed by a single ReLU layer (relu5) single max pooling layer (pool5). Then a series of
three fully-connected layers (fc6, fc7 and fc8) with output to a Softmax classifier (prob) with
1000 class labels.

Table 3.1 agglutinates the parameters of each AlexNet neural network layer. The architecture
described above can be seen in Figure 3.4.

AlexNet was trained with the ImageNet dataset, specially designed for use in object recog-
nition systems and containing more than one million images and 20,000 classes.

The Figure 3.5 shows a comparative of several CNNs on the ImageNet image classification
task. The one selected, AlexNet, is the least complex and also the one with the worst performance
[17]. However, AlexNet has a low capacity and can be considered a shallow CNN, which turns
it a valuable and easy-to-test architecture to carry the initial experiments out.

3.2.1 Defining a CNN architecture

To create a CNN architecture [77] one should be aware of the parameters that define and relate
each of the networks’ layer. Assuming a spatial square input to a convolutional layer, the side
length of its output, O, is given by:

O =
I −K + 2P

S
+ 1
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, where:

• I is the side length of the input.

• K is the side length of the square-kernels used in the convolutional layer.

• N is the number of kernels.

• S is the stride of the convolution operation.

• P is the (optional) Padding used on the input.

The number of channels in the output is equal to the number of kernels N. For instance, for
AlexNet (Section 3.2), the input image size is 227x227x3. The first convolutional layer has 96
kernels of size 11x11x3. The stride is 4 and padding is 0. Therefore the output image size just
after the first set of convolutional layers is 55x55x96 (one channel for each kernel).

The Size of the Output Tensor of a pooling layer is given by

O =
I − Ps

S
+ 1

, where:

• I is the side length of the input.

• S is the stride of the convolution operation.

• P s is the pooling factor.

The AlexNet pooling layer after the set of convolution filters, has an input size of 55x55x96,
pool size of 3 and stride of 2. The output after the pooling layer is of size 27x27x96.

Finally, a fully-connected layer achievement a vector of length equal to the number of neurons
in this layer.
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Size / Operation Filter Depth Stride Padding Number of Parameters Forward Computation

3* 227 * 227

Conv1 + Relu 11 * 11 96 4 (11*11*3 + 1) * 96=34944 (11*11*3 + 1) * 96 * 55 * 55=105705600

96 * 55 * 55

Max Pooling 3 * 3 2

96 * 27 * 27

Norm

Conv2 + Relu 5 * 5 256 1 2 (5 * 5 * 96 + 1) * 256=614656 (5 * 5 * 96 + 1) * 256 * 27 * 27=448084224

256 * 27 * 27

Max Pooling 3 * 3 2

256 * 13 * 13

Norm

Conv3 + Relu 3 * 3 384 1 1 (3 * 3 * 256 + 1) * 384=885120 (3 * 3 * 256 + 1) * 384 * 13 * 13=149585280

384 * 13 * 13

Conv4 + Relu 3 * 3 384 1 1 (3 * 3 * 384 + 1) * 384=1327488 (3 * 3 * 384 + 1) * 384 * 13 * 13=224345472

384 * 13 * 13

Conv5 + Relu 3 * 3 256 1 1 (3 * 3 * 384 + 1) * 256=884992 (3 * 3 * 384 + 1) * 256 * 13 * 13=149563648

256 * 13 * 13

Max Pooling 3 * 3 2

256 * 6 * 6

Dropout (rate 0.5)

FC6 + Relu 256 * 6 * 6 * 4096=37748736 256 * 6 * 6 * 4096=37748736

4096

Dropout (rate 0.5)

FC7 + Relu 4096 * 4096=16777216 4096 * 4096=16777216

4096

FC8 + Relu 4096 * 1000=4096000 4096 * 1000=4096000

1000 classes

Overall 62369152=62.3 million 1135906176=1.1 billion

Conv VS FC Conv:3.7million (6%) , FC: 58.6 million (94% ) Conv: 1.08 billion (95%) , FC: 58.6 million (5%)

Table 3.1: AlexNet architecture parameters. Adapted from [17].
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4
Experiments

4.1 Experimental context: dataset

The experiments described in this section have been performed on the isolated nodules in the
LIDC-IDRI dataset described in Section 3.1. However, the dataset has been adapted for this
purpose due to several reasons:

• Mislabeled patients: some patients are missing patient labels.

• Missing annotations: some XML files from some patients are missing.

• Removal of small nodules (less than 3 mm of diameter): these nodules are not labeled to
any of the dataset characteristics (e.g., no malignancy information is provided for these
nodules).

After the adaption, the dataset is composed of a total of 589 patients (out of 1018 registered
cases). Patient’s nodules are assigned a different identification and labels by each of the four
radiologist (see Section 3.1.2), therefore, we consider each annotation as an independent nodule,
ending up with a total of 6225 nodules. As each nodule is visible in several slices these nodules
produce a total of 26982 annotated nodule images (e.i. roi annotations).

Labels or characteristics of the nodules and the nodule images are arranged as depicted in
the Figures 4.1 and 4.2 respectively. Both figures seem very similar but are in fact different as
the number of slices per nodule changes with the nodule.

We randomly divide these samples into two subsets, training (70% of the samples) and vali-
dation set (30% of the samples). In the experiments we focus on the malignancy characteristic,
as it is the one better balanced (see Figure 4.3).

Discussion on dataset Due to the privacy and security statutes, it is a huge effort to develop
an appropriate labeled screening dataset for CT analysis assistance. Also mention that the pre-
processing of the dataset was a difficult task because we have to understand how to read a CT
and how the machine works in order to takes the images (it takes images of transverse cuts of
the internal organs from different angles).
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Figure 4.1: Dataset node statistics.
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Figure 4.2: Dataset roi statistics.
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Malignancy Statistics in training dataset
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Malignancy Statistics in validation dataset
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Figure 4.3: Malignancy statistics in Training and Validation dataset.

4.2 Experimental setup

4.2.1 Experiments description

The purpose of this study is to initially evaluate the performance of simple deep learning methods
in predicting nodules’ malignancy by analyzing CT images. Prior to classification, we assume
that nodules have been previously segregated (segmented). To bypass this process, we make use
of roi annotations, which are provided in the shape of enclosing bounding-boxes (see chapter
3.1).

We propose to compare two approaches: transfer learning and learning from scratch. The
former evaluates the feasibility of adapting an AlexNet architecture trained on ImageNet to
the classification of lung nodules, whereas the latter focuses on training a CNN initialized with
random weights.

For each of these two approaches we also evaluate some of the effects of changing their
configuration. Moreover, for each approach we perform a different pre-processing of images.

Achievement of each network is evaluated through the classification accuracy of the validation
data at the last epoch (the result does not have to be the highest acurracy of the entire training
process). Validation loss at last epoch is also included to assess the quality of the learning
process.

To evaluate the neural network used in each case, we use t-SNE (t-Distributed Stochastic
Neighbor Embedding). The t-sne creates a set of low-dimensionality points from high-dimension
data in order to visualize the data in clusters. Try to map high-dimensionality objects into low-
dimensionality objects, preserving the kinship structure of the neighborhood. The main concept
is that nearby points (in multidimensional space) are attracted and distant points are repelled.
The points are spread along the two dimensions, being able to observe how the data are divided
between the five classes in which we classify the malignancy. Ideally, five clusters should be
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SETUP RESULTS
Initial Learning Rate MiniBatchSize MaxEpochs Data Augmentation Optimizer Validation Accuracy Validation Loss
0.05 20 40 NO ADAM 36.27 1.4765
0.005 20 40 NO ADAM 33.36 1.4738
0.0005 20 40 NO ADAM 37.12 7.7912
0.0005 20 80 NO ADAM 34.09 5.9964

0.05 20 40 NO SGDM 35.52 1.7175
0.005 20 40 NO SGDM 36.34 1.644
0.0005 20 40 NO SGDM 33.17 5.4059
0.0005 20 80 NO SGDM 36.57 5.3719

0.05 20 40 NO RMSPROP 13.86 1.8354
0.005 20 40 NO RMSPROP 15.05 1.8525
0.0005 20 40 NO RMSPROP 37.06 8.6773
0.0005 20 80 NO RMSPROP 34.64 6.8032

Table 4.1: Transfer Learning results.

Figure 4.4: An example of validation loss function result (Optimizer: Adam, Initial Learning
Rate: 0.0005, MaxEpochs: 40).

created.

To carry out the experiments we use Matlab2018b and the Deep Learning Toolbox Model
for AlexNet Network and the Deep Learning Toolbox.

4.2.2 Transfer learning setup

The experiment is inspired by the one performed in [16].

Pre-processing Pre-processing operations are performed on the lung CT slices (images) in
order to adapt their resolution to the one expected by AlexNet network. On the images of
original nodules trimmed, we have made a padding of zeros to the size of 227 × 227 that is
the input size in AlexNet network. In addition, we resize the images and thus they have three
dimensions as requested by AlexNet input. This choice was preferred over re-sizing to avoid
image artifacts and aliasing and better conserve the shape and texture of nodules. Note that
the lungs also contain several structures that can be confused with nodules.

Finally, nodule images are normalized to zero-mean and variance one in the context of the
dataset (i.e., instead of using default ImageNet normalization).

Network configuration The last fully-connected layer (fc8) and the Softmax layer (prob) of
AlexNet network are adapted to the target dataset. The other twenty-two layers of the network
are frozen, i.e., during training, the parameters of the frozen layers are not updated. If the
target dataset is small, as is our case, then freezing earlier network layers can also prevent those
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Figure 4.5: t-SNE 2D Train and Validation of transfer learning.

layers from overfitting to the new dataset. Besides, freezing the weights of these initial layers
can significantly speed up network training.

Parameter setup We swap on the optimizer (SGDM, RMSProp and ADAM), the maximum
number of epochs to use for training (40 and 80) and the learning rate (0′05, 0′005, 0′0005). We
fix the mini-batch size to 20 for all the experiments. In addition, we use an option for dropping
the learning rate during training, in particular the learning rate is updated by a 0.1 factor every
10 epochs.

Results of this experiment are included in Table 4.1 and Figure 4.5.

Discussion on transfer learning experiment Based on the results, the Adam optimizer
is the one that provides the top accuracy. Lower learning rates seem to help learning up to a
limit. Differently, the number of epochs and the batch size do not seem to have a clear impact
on performance.

We hypothesize that the moderate performance of all the models trained is due to the
inability of transfer knowledge from a network trained on a source task driven by natural images
(ImageNet) to a target task where images are representations on a different domain (CT scans of
lung nodules). Moreover, the amount of data used for training is clearly not enough to unfreeze
additional layers. The collection of a large number of medical images and their subsequent
annotation remains a difficult task. AlexNet contain tens of millions of free parameters to train,
and thus require a sufficiently large dataset. For instance, ImageNet has more than 1.2 million
256 × 256 images categorized under 1000 categories where there are 1000 images of training
samples for each category and 100,000 images of testing samples. Above all, the fundamental
problem we encountered during training was the size of the nodules. The nodules are small with
respect to the input size of AlexNet; hence, most of the nodule information may be lost after
the pooling layers.

We have not used Data Augmentation because looking at the training figures, we did not
consider there was overfitting (see an example in Figure 4.4).
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SETUP RESULTS
Initial Learning Rate MiniBatchSize MaxEpochs Data Augmentation Optimizer Validation Accuracy Validation Loss
0.05 20 40 NO ADAM 29.83 1.569
0.005 20 40 NO ADAM 36.11 1.6743
0.005 20 40 SI ADAM 40.92 1.4092
0.0005 20 40 NO ADAM 35.15 1.8469
0.0005 20 40 SI ADAM 40.23 1.4121

Table 4.2: Learning from scratch results.
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Figure 4.6: t-SNE 2D Train and Validation of learning from scratch.

In Figure 4.5, we can observe how two clusters are formed in the t-sne train, being the classes
3 and 5 (that more cases there are) the ones that are better classified. The other classes find
more or less concentrated in a certain point of space.

4.2.3 Learning from scratch setup

Pre-processing On the images of original nodules trimmed, we have made a padding of zeros
to the size of 78 × 78 that is the size of the largest node of the dataset. This choice was preferred
over re-sizing to avoid image artifacts and aliasing and better conserve the shape and texture
of nodules. Nodule images are normalized to zero-mean and variance one in the context of the
dataset (i.e., instead of using default ImageNet normalization). In addition, images have a single
dimension and not three as requested by AlexNet at the input.

Network configuration Our network from scratch has two convolutional layers. The first
one arranged 16-dimensional filters of size 11 × 11. The second one poses 32 dimensional filters
of 3 × 3. We relied on AlexNet’s filter sizes to define those in this network. The network have
one Max-pooling layer, one fully-connected layer, two Relu layers after the Convolutional layer,
one Softmax layer and finally a Classification layer. The architecture of the network can be
observed in Figure 4.7. Overall, the network architecture comprises eleven layers up to a total
of 2224 neurons.
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Figure 4.7: Network from scratch architecture.

Parameter setup We swap on the maximum number of epochs to use for training (40 and
80) and the learning rate (0′05, 0′005, 0′0005). We fix the mini-batch size to 20 and use the
Adam optimizer for all the experiments. In addition, we use an option for dropping the learning
rate during training, in particular the learning rate is updated by a 0.1 factor every 10 epochs.
We also evaluate the benefits of using Data Augmentation, to cope with overfitting produced
during the training.

Results for this experiment are included in Table 4.2 and Figure 4.6.

Discussion on learning from scratch experiment Results suggest that this architecture
gives us better accuracy than transfer learning from AlexNet architecture. We decide to use
Adam optimizer because it was the one that gave us top accuracy in the previous experiment.

Comparing the results of this experiment with those of the previous one, the use of a small
number of pooling layers may help to better conserve information of small nodules as suggested
by the higher validation accuracy obtained for this experiment. It can also be observed that
data augmentation give us a clear improvement of validation accuracy.

In Figure 4.6 we can observe four clusters are formed in t-sne validation but there are points
of level three that are distributed in two of them, giving errors in the classification. As we have
mentioned, this method gives us better results than transfer learning, where we can observe
only two clusters. Although the malignancy characteristic is the most balanced compared to
the other eight characteristics, we still observe that level 3 and 5 have many more samples than
level 1, 2 and 4.

In our opinion, the advantages of implementing algorithms from scratch are also formative:

• Comprehension: We achieve a deep acknowledge for the mathematical description and how
the algorithm works. Also we learn how all of the parameters are used and their effects,
e.g., over and under training.
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• Starting Point: Instead of using an opaque off-the-shelf library (AlexNet) where we do not
have knowledge about the complexity of the code inside, learning from scratch give us a
absolute comprehension of the network architecture.

The problem of learning from scratch is that it is usually time consuming (involves in-depth
research into how neural networks and how are their different architectures), [78].

4.2.4 Contextualization of experimental results and general discussion

In Section 2.2.2, we report different classification methods posed by state-of-the-art papers which
yield a (substantially) higher performance than the methods we propose.

To sum up, [68] obtained an accuracy of 75.01% with a sensitivity of 83.35%. 3D-CNNs
achieved an an average sensitivity of 96.85%, [65] [66] [67]. In paper [65] authors propose a
Multi-scale Convolutional Neural Networks (MCNN) method that achieved 86.84% for nodule
classification.

In our opinion, one of the main reasons for our low performance is the small number of
images used for training. The reported classification methods generally combine information
from several public datasets for training. Furthermore, their annotations are better than those
used in this paper, as they generally combine information from different radiologist by computing
common intersection areas. We did not manage to relate nodules between radiologist, so we
were not able to obtain these enhanced annotations. Differently to previous approaches, our
performance is for nodule images, not for nodules themselves. Moreover, previous approaches
proposed more complex architectures than those posed in this work.

On the correctness of annotations and use of automatic systems for diagnosis

Heisenberg’s Uncertainty Principle [79] states that it is impossible to measure simultaneously,
and with absolute precision, the value of the position and the amount of motion of a particle.
Of course, the principle applies only to physics but its philosophical implications go further.
Medicine is a science of probabilities where medical interventions are based on experience, in
this way, part of the measurement process is subjective. For this reason, clinical data have a
part of uncertainty. An incomplete medical record, misunderstandings or imprecise information
provided by the patient in combination with the non-deterministic perception of doctors to
each patient individually may provide data that do not allow us to create automatic processing
techniques based on deep learning with sufficiently generalist.

On the relevance of the medical record

To suspect a neoplastic disease is determinant the information about the subject: the personal
history of tobacco intake, exposure to other carcinogens, other previous illness and the family
history of cancer. It is important to achieve a complete medical record that include the symptoms
and the physical examination of the patient in order to identify signs of the local or distant
extension of the disease. With this information, the physicians start the diagnostic process and
the complementary test needed to complete the study. Finally, the histopathology of the tumour
establish the confirmatory diagnostic of a neoplasm and, in this way, create a more reliable and
comprehensive automatic classification system.
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5
Conclusions and future work

In this chapter we provide our conclusions on this work and we discuss possible future work.

5.1 Conclusions

The conclusion we get from the comparison of transfer learning and learning from scratch tech-
niques is the following: the transfer learning problem is its inability to adapt between natural
images and CT scans domains by contrast learning from scratch is unable to learn from a small
number of samples. Despite this, leaning from scratch gives us better results (higher validation
accuracy) than transfer learning from AlexNet architecture. These results are due to the nod-
ules are so small with respect to the input size of AlexNet, most of the nodule information may
be also lost after the first pooling layers, and the learning from scratch architecture includes a
smaller number of pooling layers, better preservation of lung nodule information.

Many of the studies analyzed during this work have shown the potential of automatic learning
methods for the classification of lung nodules from CT images. Because of this, to get more
data and help to promote the development of detection and classification of medical images, it
is necessary to strengthen the relationships between researchers, physicians, governments and
engineers. We believe that the efforts of all involved will encourage the use of these methods in
daily medical practice in hospitals.

In addition, it is necessary to mention that the deficit of labeled public datasets, supposes
an obstacle at the time of creating neural networks that allow the classification of the nodules.
The lack of information on the patient’s medical record means that the neuronal network for
classification does not generalize adequately for use in medical practice, for which reason we
must insist on the creation of public datasets.

As a conclusion of the work dedicated to this Bachelor Thesis, I also attach a Gantt chart
that illustrates my project schedule.
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Figure 5.1: Gantt’s diagram for the 2019 Bachelor Thesis.

5.2 Future work

In our opinion these results represent the beginning on early detection and classification of lung
cancer. Particularly, it would be interesting to analyze the performance of methods exploiting
alternative pre-treatment of CT images and thus achieve better network performance.

Results show that learning from scratch is a better method against to transfer learning due
to the size of the nodes is so small and they are not robust enough to pass through the filters of
the AlexNet network which a mandatory input much larger than the size of these lung nodules.
One possible improvement would be obtaining more data for the training process and,in this
way, the learning from scratch network can achieve a greater sensibility.

These conclusions may help resolve the limitations of existing methods for classifying lung
nodules regardless of size. We have learned the advantages and disadvantages of both methods
employed and the benefits of the database we have worked with.

This Bachelor Thesis is therefore the starting point for an upcoming end-of-master Project.
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