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Abstract—A plethora of algorithms have been defined for foreground segmentation, a fundamental stage for many computer vision applications. In this work, we propose a post-processing framework to improve foreground segmentation performance of background subtraction algorithms. We define a hierarchical framework for extending segmented foreground pixels to undetected foreground object areas and for removing erroneously segmented foreground. Firstly, we create a motion-aware hierarchical image segmentation of each frame that prevents merging foreground and background image regions. Then, we estimate the quality of the foreground mask through the fitness of the binary regions in the mask and the hierarchy of segmented regions. Finally, the improved foreground mask is obtained as an optimal labeling by jointly exploiting foreground quality and spatial color relations in a pixel-wise fully-connected Conditional Random Field. Experiments are conducted over four large and heterogeneous datasets with varied challenges (CDNET2014, LASIESTA, SABS and BMC) demonstrating the capability of the proposed framework to improve background subtraction results.
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I. INTRODUCTION

Benchmarking computer vision algorithms has recently garnered remarkable attention as a methodological performance assessment [1][2][3][4][5] driving the development of better algorithms. Alternatively, one may focus on improving the results of algorithms by post-processing techniques. This scheme may be of interest when the details of algorithms are not available and, therefore, making further changes or adjusting parameters is not possible.

In this context, foreground segmentation is a popular low-level task in computer vision to detect the objects of interest or foreground in images or videos [3][5][6][7][8] where such “interest” depends on the application domain. For example, foreground in images can be defined as salient or co-salient objects [3][9][10] or as generic objects [11][12]. In videos, foreground may correspond to all moving objects [6] or specific objects relying on saliency [13] or co-saliency [14], spatio-temporal patterns [15] or weak labels [16]. Moreover, unconstrained video object segmentation addresses challenges related to camera motion, shape deformations of objects or motion blur [17]. Existing approaches are unsupervised (e.g. detect spatio-temporal relevant objects [18][19]), semi-supervised (e.g. propagate initially segmented objects [20]) or supervised (e.g. frame-by-frame human intervention [21]). In this paper, we focus on video sequences with a relative control of camera motion, where video object segmentation is tackled through background subtraction (BS) [6][22] which compares each frame with a background model of the sequence.

Boosting BS performance has been mainly addressed by making use of three strategies. Firstly, selecting appropriate background models is akin to the ability of simultaneously dealing with several challenges [6] while accurately adapting the background model to sequence variations. For example, Gaussian and support vector models [23][24] deal effectively with dynamic background; subspace learning models [25][26] handle better illumination changes; neural networks [27][28] offer a good computation-accuracy trade-off; and RPCA (Robust Principal Component Analysis) and sparse models [29][30][31][32] provide suitable frameworks to integrate constraints for foreground segmentation under different challenges. Secondly, properly choosing BS features [33][34][35] is key as each feature type (e.g. color, gradient, texture, motion) exhibits robustness against different BS challenges, thus combining them may overcome single-feature shortcomings. Moreover, deep learning models [36][37][38][39] have recently emerged as promising frameworks to unify modeling and feature selection. However, current models [36][37][38][39][40] are limited to employ train and test data from the same video sequence. Thirdly, post-processing techniques may improve foreground segmentation masks by either removing false positives or recovering false negatives [41]. For instance, there are techniques independent of the BS algorithm such as morphological operations [42][43] to fill holes or remove small regions; and inspection foreground mask properties [44][45] to filter false positives and expand to undetected areas. Moreover, specific post-processing may tackle errors due to illumination changes [46][47], shadows [48][49] or dynamic backgrounds [42][50]; but the designed features depend on the employed background model, thus limiting their applicability.

For BS post-processing, the use of generic properties from foreground masks is desired to provide independence of specific phenomena (e.g. illumination or shadows) and, unlike morphological operations, to exploit complementary features to the ones extracted from the mask only. A recent analysis of these properties to estimate performance without ground-truth data (i.e. quality) [51] identified the best property as...
the fitness between connected components of the foreground mask (i.e. blobs) and the regions of the segmented image (fitness-to-regions). Therefore, in this paper we propose to improve foreground segmentation masks in BS through the fitness to several segmented image regions partitions, which enables extending foreground masks to undetected areas while removing poorly fitted and isolated foreground regions.

The contribution of this paper is five-fold. Firstly, we introduce motion constraints to build an image segmentation hierarchy without merging foreground and background regions. Secondly, unlike related state-of-the-art [44][45], we apply the fitness-to-regions property to estimate the quality of the foreground mask using each image in the segmentation hierarchy. We obtain a hierarchy of foreground quality images leading to better improvement scores as compared to [44]. Thirdly, a motion-based combination of the foreground quality images hierarchy is proposed to prevent foreground-background merging in absence of motion, while promoting the extension of foreground regions in presence of motion. Fourthly, we improve foreground mask by fusing the foreground quality images into a unique foreground quality that is later converted into a foreground probability map by applying a pixel-wise fully-connected Conditional Random Field (CRF). Fifthly, we demonstrate the utility of the proposed approach to improve BS results of both top and low performing algorithms as presented in the experimental comparisons conducted using fourteen algorithms over four heterogeneous datasets with varied challenges (CDNET2014 [1], LASIESTA [32], SABS [53] and BMC [54]). Moreover, we also show the potential application of foreground quality images for algorithm combination.

The reminder of this paper is organized as follows: Section II overviews existing post-processing techniques for BS. Section III-B details the proposed framework for BS post-processing. Subsequently, Section IV presents the experimental methodology and the experimental results. Finally, Section V summarizes the main conclusions.

II. RELATED WORK

Post-processing techniques for BS can be classified into model-dependent and model-independent. The former employs the background model, such as shadows detectors to compare image and background features in foreground areas [48], whereas the latter only uses image and foreground properties [44][45], thus being independent of a particular algorithm.

Model-dependent techniques target challenging situations that produce erroneous foreground such as illumination changes, shadows or dynamic background. Removing erroneously detected foreground due to illumination changes has been addressed through color relations between the image and the background model in foreground areas [46][47]. Furthermore, chromatic, physical, geometric or texture relations between images and its related background model can be exploited to detect cast shadows in foreground masks [48][49][55]. Additionally, detecting dynamic background motion [50] has not directly been tackled to post-process the result but to guide parameter tuning [42][56]. However, the joint analysis of blinking pixels and background to image differences performed in [42] could be directly applied to remove false positives rather than influence the background modeling. Similarly, one can find that contour based techniques for abandoned object detection [57][58], based on both image and background information in foreground areas, can be applied to remove foreground errors associated to ghosts.

Model-independent techniques are based on the analysis of foreground mask properties to improve results. A common strategy is to post-process foreground masks through morphological operations [42][43]. This strategy only relies on the foreground mask, thus obviating useful information that can be extracted from a joint analysis of the foreground and the color image. In this sense, there are techniques that analyze generic foreground mask properties [44][45] to filter erroneous foreground or to expand it to undetected foreground areas. In [45], region or blob mask properties associated to the internal uniformity, contrast in contours, shape complexity and fitness-to-regions are used to remove false positives blobs. Furthermore, [44] employs fitness-to-regions embedded into a Markov Random Field framework where high (low) fitness is associated to good (poor) foreground probability. In [59], the coherence of optical flow directions in each individual frame and frame-by-frame coherence of optical flow are used to remove erroneous blobs, split blobs that contain different objects and merge blobs belonging to the same object, thus improving foreground segmentation performance in background subtraction. Moreover, in [60] image boundaries are used to remove erroneously detected blobs caused by the effect of illumination. Also, ghosts can be post-processed using optical flow [41], as foreground objects often moves. However, absence of motion is not only characteristic in ghosts, but also in static foreground objects.

As a conclusion, Model-independent techniques stand out as very interesting alternatives due to their independence of BS algorithms. The fitness-to-regions property has demonstrated a great potential to both estimate foreground quality [51] and improve results [44]. However, the use of over-segmented images (i.e. superpixels) in [44] highly limits the improvement capabilities, as superpixels normally do not extend over complete objects. In fact, such mapping between superpixels and objects remains an open issue in the object proposal literature [61][62][63], where superpixel merging to cover large or complete object regions is inspected.

III. FOREGROUND MASK IMPROVEMENT

A. Overview

We propose a framework to improve foreground masks $\mathcal{M}_t$, obtained by BS algorithms from an image $I_t$ in the temporal instant $t$ (see Figure 1). Firstly, we compute a motion-aware segmentation hierarchy $H_t = \{R^L_{t,i}\}_{i=1}^L$, where $R^L_{t,i} = \{R^k_{t,i}\}_{k=1}^K$ is the image segmentation partition at hierarchy level $l$ that is composed by $k$ individual image regions $R^k_{t,i}$ and $L$ is the number of hierarchy levels. This hierarchy contains several image segmentation partitions, each describing a detail of degree of the image $I_t$ (from fine to coarse levels). The coarser the level the higher the merging
Fig. 1: Foreground improvement framework overview. For clarity, we avoid the temporal index $t$ (common to all notation). The motion-aware hierarchy $H$ computed from the motion-aware color-based UCM (Eq. 1) is explained in Subsection III-B1, while the foreground quality hierarchy $Q$ is computed using a fitness-to-regions property (Eq. 3) defined in Subsection III-B2. Then, a unique foreground quality $Q$ is estimated using the weighted combination (Eq. 4) from Subsection III-B3. Finally, the improved foreground mask $M^*$ is obtained via optimal labeling (Eq. 10) as presented in Subsection III-B4.

of regions, thus covering larger object areas. We consider spatial similarities based on color and introduce motion constraints through the optical flow $O_t$ in order to avoid merging foreground and background regions in each partition of the hierarchy $H_t$. Then, we estimate a foreground quality image for each level of the hierarchy $Q_t$ using a fitness-to-region property, thus obtaining a foreground quality hierarchy $Q_t = \{Q_t^i\}_{i=1}^N$. The quality image $Q_t^i$ of each level has the same size as $I_t$ where each pixel is a score denoting its foreground quality. Subsequently, all levels of foreground qualities are combined to estimate a unique foreground quality image $Q_t$ using a weighted average scheme based on the optical flow magnitude. This weighted average increases the importance of coarse levels in $H_t$ for high optical flow magnitudes, as the presence of strong motion boundaries prevents an undesired foreground-background merging. Finally, we use a Conditional Random Field (CRF) to obtain an improved foreground mask $M_t^*$ through an optimal labeling process that combines both foreground quality and spatial information. For simplifying notation, the temporal index is omitted in Figure 1 and in the following subsection.

B. Description

1) Motion-aware hierarchical segmentation: Merging superpixels to estimate semantically meaningful image regions containing objects is a common practice in the object proposal literature [61][62][63]. Building on such idea, we compute a motion-aware hierarchical image segmentation that extends over different degrees of details through each level partition into regions while preventing foreground-background merging.

A complete hierarchy of partitions can be defined as the set of all image segmentation results $H = \{R^n\}_{n=1}^N$ where the level index $n$ goes from the finest segmentation $R^1$ (i.e. superpixels) to the coarsest segmentation $R^N$ (i.e. complete image domain). The complete hierarchy can be understood as a dendrogram (tree) of regions where coarse levels are built merging regions from finer ones according to adjacent regions similarities. Such complete hierarchy can be computed through an ultrametric contour map (UCM) [64], which is a boundary map that can be thresholded to obtain a set of closed boundaries containing segmented image regions. The lowest threshold leads to $R^1$, while the highest threshold produces $R^N$. Monotonically increasing the threshold merges the superpixels whose dissimilarity is under the threshold. Therefore, superpixels and their dissimilarities are required to compute the UCM by applying a greedy graph-based region merging algorithm [64]. In particular, we have used the Piotr Dollar’s proposal which employs the mean boundary value [65] as dissimilarity between SLIC based superpixels [66]. Figure 2 presents an image (a), whose UCM [64] (d) is extracted from superpixels (c) and dissimilarities defined by image boundaries [65] (b). Therefore, thresholding the UCM with increasing values provides coarser partitions as presented in Figure 2 (c) and (e). We name this UCM based on color image properties as color-based UCM $U_{\text{col}}$. While merging regions to fit foreground objects, merging between adjacent foreground regions is expected to occur before foreground-background merging. However, computing the hierarchy relying on appearance similarities as done by the color-based UCM $U_{\text{col}}$ does not necessarily lead to the desired result (i.e. foreground and background not merged in the same regions). For example, in Figure 2 the color-based UCM $U_{\text{col}}$ (d) of an image (a) lacks of boundaries in the top front part of a car due to color similarities with background regions. Therefore, we address such problem by including motion constraints to prevent foreground-background merging. We first create a motion-based UCM $U_{\text{mot}}$ (see Figure 2(h)) based on per-pixel optical flow magnitude [67] (see Figure 2(f)) which defines moving object boundaries (see Figure 2(g)). To obtain $U_{\text{mot}}$, we extract boundaries and superpixels over the optical flow magnitude (replicated to 3 channels). Similarly to [68], we do not re-train the boundary detector [65] (trained for static image boundaries) as it effectively detects motion boundaries (see Figure 2(g)) and re-training may confuse the detector due to the misalignment of optical flow boundaries with the true image boundaries. Then, $U_{\text{mot}}$ and $U_{\text{col}}$ are combined into the motion-aware color-based UCM $U$ (see Figure 2(i)):

$$U = f_{ucm}(U_{\text{col}}, U_{\text{mot}}), \quad (1)$$

where $f_{ucm}(\cdot, \cdot)$ is the combination function applied to $U_{\text{mot}}$ and $U_{\text{col}}$. We propose a combination to keep only strong

\[1\]https://github.com/pdollar/edges
Fig. 2: Examples of ultrametric contour map (UCM) [64] and motion-aware image segmentation. The UCM (d) of an image (a) is obtained through superpixels (c) and their similarities (b), whereas thresholding the UCM leads to different image segmentation partitions (c)-(e). Furthermore, given the optical flow magnitude (f) for image (a), we name the UCM from (d) as color-based UCM $U^{\text{col}}$ and compute a motion-based UCM $U^{\text{mot}}$ (h). This $U^{\text{mot}}$ is obtained from motion boundaries (g) computed from the optical flow magnitude (f). Combining both UCMs we obtain a motion-aware color-based UCM $U$ (i) that produces an image segmentation (j) with no foreground-background merging, unlike the direct use of $U^{\text{col}}$ (e). The top-right rectangle of (e)(j) zooms an area to observe differences between merged regions.

Boundaries of the motion UCM $U^{\text{mot}}$, thus obtaining the motion-aware color-based UCM $U$ as:

$$U^p = \begin{cases} \max(\{U^{\text{col}}_p, U^{\text{mot}}_p\}) & \text{if } U^{\text{mot}}_p > \lambda^L \\ 0 & \text{otherwise} \end{cases},$$

where $p$ is the 2D pixel location in the UCM maps and $\lambda^L$ is a threshold large enough to assure that only strong motion boundaries are added. This combination employs color merging while introducing only strong motion boundaries, thus preventing over-segmentation due to weak motion boundaries that may appear. Therefore, the motion-aware color-based UCM $U$ allows the computation of a complete hierarchy $H^l$ that prevents foreground-background merging.

Foreground segmentation requires foreground-background separation, thus we need each image region to contain foreground or background without merging both classes. This desired result does not occur for partitions close to $R^N$ (i.e., partitions close to the complete image domain that tend to contain foreground and background merged), thus we sample the complete hierarchy to get a hierarchy $H \subset H^l$ conforming by a subset of $L$ levels (as introduced in Subsection III-A) starting from the finest one. To that end, we threshold $U$ to produce an image segmentation where foreground and background are not merged (see Figure 2(j)), whereas directly thresholding $U^{\text{col}}$ merges both classes (see Figure 2(e)). We uniformly threshold $U$ with $L$ thresholds or levels ranging from the finest one (i.e., superpixels) to a maximum value. The result after applying the multiple thresholds is a motion-aware color segmentation hierarchy $H = \{R^l\}_{l=1}^L$ (see Figure 1), where each level $l$ is composed by an image segmentation partition $R^l_l$ obtained applying a threshold $\lambda^l = s(l - 1)$ over $U$ and $s$ is the step between levels. We avoid using a single threshold $\lambda$ generating a unique image segmentation that may have errors. Instead we consider selecting a number of levels $L$ (i.e., $\{\lambda^l\}_{l=1}^L$) and defining the step between levels $s$ to obtain each threshold $\lambda^l$ (note that $\lambda^L$ from Eq. 2 corresponds to the coarsest level threshold). Therefore, using a high (low) value of $s$ means that there are less (more) $\lambda^l$ possible values from the finest to the coarsest segmentation. Then, fixing the step between consecutive levels $s$ and varying $L$ reveals the effect of including more levels as analyzed in Subsection IV-B1. This hierarchy $H$ serves as the basis of the hierarchical foreground quality estimation, presented in Subsection III-B2, to extend foreground for different image partitions.

2) Hierarchical foreground quality estimation: Based on the potential of image regions to estimate blob-level foreground quality [51], we employ the property of fitness-to-regions to extend detected foreground blobs over foreground objects while removing erroneous foreground pixels. For each level $l$, we compute a foreground quality $q^f_i$ for each region $R^l_i$ as:

$$q^f_i = \frac{\sum_{p \in R^l_i} M^p}{|R^l_i|},$$

where $|\cdot|$ denotes cardinality (i.e., $|R^l_i|$ is the number of pixels in region $R^l_i$) and $M^p$ is the pixel location $p$ in the foreground segmentation mask $M$ with values of 1(0) for foreground (background). This per-region quality $q^f_i$ measures the fitness of the foreground mask to the region $R^l_i$ through its percentage of foreground pixels. Therefore, the per-level foreground quality image is defined as an image $Q^l = \{q^f_i\}_{i=1}^{k^l}$ with the same size of the image $I$, where $q^f_i$ is the quality per-region $R^l_i$ and $k^l$ is the number of regions in level $l$. Furthermore, the set of quality images per-level form a foreground quality hierarchy $Q = \{Q^l\}_{l=1}^L$ that is combined to obtain a unique foreground quality image as depicted in Subsection III-B3. Figure 3 shows examples of foreground qualities $Q^l$ (g)-(i) extracted from fitness of the foreground segmentation mask $M$ (b) of image $I$ (a) to different segmentation partitions (d)-(f) of the hierarchy $H$, having in fine (detailed) levels a weak
spatial extension of the quality scores and high fitness to false positives of the foreground mask, while coarse levels enlarge regions covering foreground objects and diffusing foreground errors over background regions.

3) Weighted foreground quality combination: Given all the foreground quality images \( Q = \{ Q_l \}_{l=1}^L \), we obtain a unique foreground quality \( Q \) by combining all levels instead of selecting the best one, as such selection is not trivial. When no foreground-background merging is guaranteed, the coarsest level would be the best choice. However, stationary or slowly moving objects have, respectively, no motion boundaries or weak ones, thus easing foreground-background merging in coarse levels. Therefore, we perform a per-pixel weighted average to combine all levels by assigning different weights to each level based on the pixel optical flow magnitude.

In video sequences, we can distinguish between stationary objects or background and moving foreground objects through motion data. This premise has already been introduced in the hierarchy through strong motion boundaries provided by \( \mathcal{U}^{P,mot} \) and it can also be used to estimate \( Q \) through a weighted average as:

\[
Q^P = \frac{\sum_l w^{l,p} (\|\mathcal{O}^P\|) Q^{l,p}}{\sum_l w^{l,p} (\|\mathcal{O}^P\|)},
\]

(4)

where \( w^{l,p} (\|\mathcal{O}^P\|) \) is the level \( l \) weighting function for pixel location \( p \) based on the optical flow magnitude \( \|\mathcal{O}^P\| \) associated to \( p \). We propose a weighting function linear with the level indexes and the motion values:

\[
w^{l,p} (\|\mathcal{O}^P\|) = \left[ \frac{2d(l-1)-1}{m} \right] \|\mathcal{O}^P\| + [1 - d(l-1)],
\]

(5)

where \( d = \frac{1}{L-1} \) and \( m \) is an upper bound for \( \|\mathcal{O}^P\| \) that assures maximum confidence in the coarsest level when there is enough motion (see Subsection IV-B1 for an analysis of the effect of \( m \) in the performance). The higher the motion the higher the weight value for coarse levels (see the right subfigure in Figure 4(a)) where foreground is highly merged and the motion-aware UCM \( \mathcal{U} \) has strong motion boundaries preventing foreground-background merging. However, for low \( \|\mathcal{O}^P\| \) values the combined UCM does not guarantee avoiding foreground-background merging, thus the coarser the level the lower the weight (see the left subfigure in Figure 4(a)) to reduce the contribution of coarse levels that may merge foreground and background. Therefore, the intermediate levels weights (see the middle subfigure in Figure 4(a)) range between the aforementioned finest and coarsest level weights. Additionally, the weighting function \( w^{l,p} (\|\mathcal{O}^P\|) \) can be represented in 3D as depicted in Figure 4(b). In Figure 5 we present examples comparing the proposal and an equally weighted average (i.e. mean). In the first column, an image (a) and its foreground segmentation mask (b) contain a stationary person. The absence of motion induces a foreground-background merging that leads to the extension of scores out of the foreground area when equally weighting the per-
level foreground qualities (c), whereas the proposed weighting palliates such merging by assigning a higher weight value to fine levels in absence of motion. Conversely, in the second column an image (e) contains moving people that are not fully segmented in its foreground segmentation mask (f). The presence of motion allows improving the foreground quality obtained by applying equal weights (g) through the proposed weighting (d)(h).

For scenarios with camera jitter, our assumption for the optical flow magnitude is not satisfied, leading to \( \|\mathbf{O}\| \) values exceeding \( m \) and therefore promoting coarse levels. In these cases we simply average all hierarchy qualities to compute \( Q \). The detection of frames affected by camera jitter is conducted using the average value of the temporal median of the optical flow magnitudes over large temporal windows.

4) Foreground improvement: Foreground mask improvement can be performed by thresholding the quality image \( Q \), as it expands over detected an undetected foreground regions. However, as motion boundaries used to restrict foreground-background merging are often not fitted to foreground object contours, a simple thresholding may add erroneous foreground pixels to the improved mask. Therefore, we introduce additional constraints to reduce such misclassifications near foreground object contours using a pixel-wise Conditional Random Field (CRF), which provides a robust framework to incorporate such constraints via spatial information potentials.

Using a CRF casts foreground segmentation into a binary pixel labeling problem, where a labeled image \( C \) has either foreground \( C^P = 1 \) or background \( C^P = 0 \) pixels. We use the fully-connected CRF model of [69] to compute the optimal labeling \( C^* \) after an energy minimization process. The energy is defined over pixels and their labels as:

\[
E(C) = \sum_{p \in I} f_u(C^P) + \sum_{p \in I} \sum_{q \in \mathcal{N}_p} f_p(C^P, C^q),
\]

where \( f_u \) is a unary potential function to define the foreground probability, \( f_p \) is a pairwise potential function for labeling smoothness by penalizing neighboring pixels taking different labels and \( \mathcal{N}_p \) is the set of neighbors of pixel location \( p \).

For the pairwise potential \( f_p \) we use the model from [69]:

\[
f_p(C^P, C^q) = \mu(C^P, C^q) \left[ w_1 \exp \left( -\frac{\|p - q\|^2}{2\sigma_\alpha^2} - \frac{\|I_p - I_q\|^2}{2\sigma_\beta^2} \right) \right. \\
+ \left. w_2 \exp \left( -\frac{\|p - q\|^2}{2\sigma_\gamma^2} \right) \right],
\]

where each term is multiplied by \( \mu(C^P, C^q) = 1 \) if \( C^P \neq C^q \) and zero otherwise to penalize locations with distinct labels; the first term is an appearance Gaussian kernel based on RGB and pixel location euclidean distances that aims to assign the same label to pixels with similar color and near positions; the second term is a Gaussian kernel dependent on pixel location euclidean distance to smooth the label assignment by removing isolated labels; the parameters \( \sigma_\alpha, \sigma_\beta \) and \( \sigma_\gamma \) control the scale of the kernels; and \( w_1 \) and \( w_2 \) weight the contribution of each kernel to the pairwise potential. We set \( \sigma_\alpha = 10, \sigma_\beta = 5, \sigma_\gamma = 3, w_1 = 1 \) and \( w_2 = 1 \) that are all default parameters in the implementation used, except \( \sigma_\alpha \) and \( \sigma_\beta \) that have been set to a smaller value in order to limit long range spatial connections that may decrease foreground segmentation performance due to similarities between foreground and background colors in the scene (we refer the reader to the additional material in http://www-vpu.eps.uam.es/publications/HFI/ for an experiment on these parameters). The pairwise potential in [69] was originally used for semantic segmentation in scenarios where foreground and background colors better define foreground and background classes, thus higher \( \sigma_\alpha \) and \( \sigma_\beta \) values lead to extremely accurate foreground segmentation.

Moreover, we define the unary potential function \( f_u \) as:

\[
f_u(C^P) = -\ln(F^P),
\]

where \( F \) is a foreground probability estimated from the foreground quality image \( Q \). Such estimation is performed in order

---

Footnote:

2https://github.com/johannesu/meanfield-matlab
obtained by directly applying maximum a posteriori inference technique applied. The foreground mask presented in (e) is different improved foreground masks (e)-(f) depending on the $F$ has an estimated foreground probability is segmented with errors (b) compared to ground-truth (c) and is used, whereas $\mathcal{M}^*$ (f), obtained through the CRF that considers spatial information, produces a better foreground mask.

IV. EXPERIMENTAL WORK

A. Experimental methodology

We use real and synthetic sequences from four datasets: the well-known CDNET2014 dataset [1], the recent LASIESTA dataset [52] and the synthetic datasets SABS [53] and BMC [54]. These datasets contain common BS challenges with their corresponding ground-truth data. For CDNET2014, we select eight of the eleven categories (PTZ, Thermal and Turbulence are excluded) as the proposed framework has been designed for color images in stationary camera scenarios, thus using 40 sequences (113848 frames). For LASIESTA, we select both indoor and outdoor sequences discarding those involving moving cameras (MC Moving Camera and the first three sequences of SM Simulated Motion), thus using 38 sequences (16250 frames). For the SABS synthetic dataset, we select 8 of the 12 sequences (6400 frames) and discard 4 out of 5 sequences with different compression qualities. For the BMC synthetic dataset, we use 10 sequences from the learning category (14990 frames). We do not use the rest due to the extremely low availability of ground-truth for long sequences. Note that we do not use unconstrained video object segmentation datasets [5][70] as they consider that moving objects may not be part of the foreground.

To apply the proposed post-processing framework, we analyze the datasets with several algorithms (see Table I for a brief summary) to demonstrate that the improvement achieved is generalizable: CvisarDH [28], SuBSENSE [42], AMBER [71], MBS [72], PAWCS [73], SharedModel [74], WeSamBE [75], Spectral-360 [76], FTSG [77], LOBSTER [78], SC-SOBS [79], FuzzySOM [80], MLAYER [81], GMM [82] and KDE [83]. We have selected this set of algorithms to demonstrate the framework capability to improve results from low to top performance algorithms. We use the results provided in CDNET2014, whereas we employ the BGSlibrary [84] to
We have performed this experiment in CDNET2014 (using CwisarDH, SubSENSE, AMBER, MBS, FTSG, SC-SOBS and GMM) and in LASIESTA (using the six algorithms evaluated) datasets. For space constraints, we have selected SubSENSE and AMBER and SubSENSE and FuzzySOM as top and medium performance algorithms, respectively, in CDNET2014 and LASIESTA datasets. The remaining algorithm results are available online (http://www-vpl.epsi.uan.es/publications/HFI/). Figures 8 and 9 present the average performance achieved in terms of Pe, Re and F (rows) in CDNET2014 and LASIESTA datasets, respectively. In general terms, using a unary potential alone (superscript *1 in the figures) improves recall for low values of \( \tau \) (approximately between 0.1 and 0.5), thus supporting the capability to extend over foreground objects. However, this recall improvement comes with the reduction of the precision due to contour-inaccurate partitions in the motion-aware hierarchy that lead to an extension of foreground masks not fitted to objects contours. This precision reduction is overcome by including the pairwise potential in the CRF energy function (superscript *2 in the figures), which is able to fit foreground masks to object contours while keeping and improved recall (see Figure 7). Therefore, as shown in Figures 8 and 9, we can conclude that a good value of \( \tau \) is approximately between 0.2 and 0.3 as both precision and recall are improved and the CRF with both unary and pairwise potentials outperforms the use of the unary potential alone, thus we select the unary and pairwise based CRF to present the results in the following subsections.
and BMC datasets. Moreover, we present per-category and overall performance results for the CDNET2014 dataset in Table IV. Note that an improvement of around 2% for top algorithms in CDNET2014 (SuBSENSE, FTSG, WeSamBE or SharedModel) is a significant one as the percentage between the first and fifth performing unsupervised algorithms in CDNET2014\(^3\) is 2.6%. From the tables it can be observed that results are better than the original performance for almost all algorithms and categories in CDNET2014 (see Table IV) with the exception of the Intermittent Object Motion category for top-performing algorithms (SuBSENSE, FTSG and WeSamBE), where there are weak decreases in performance due to the static nature of most of the foreground objects in this category. This stationarity leads to no foreground-background merging prevention when performing the hierarchical image segmentation, thus foreground probabilities are easily expanded over background regions and foreground regions are less extended to undetected areas due to the lower importance of high levels in the hierarchy when combining the quality images. Additionally, Figures 12 presents some examples of improvements achieved in CDNET2014. Please, see online (http://www-vpu.epsi.uam.es/publications/HFI/) all the foreground masks and complete performance results.

D. Comparison against the state-of-the-art

We compare our improvement capabilities against available similar approaches in the literature, i.e. approaches aiming to improve foreground masks from a model-independent perspective. In particular, we present in Table V the improvements over SOBS algorithm [87] (a previous version of the already evaluated SC-SOBS algorithm) for the algorithm in [44] and the proposed framework using \( \tau = 0.25 \) (marked with *).

We use SOBS algorithm in 5 categories of CDNET2014 as that are the categories and algorithm with available results. Despite the use of fitness-to-regions by [44], we achieve a superior improvement as we introduce a hierarchical approach that enables the extension of the segmented foreground masks to undetected foreground areas while fitting to object contours. We have a higher improvement in all categories attending to Pe, Re and Fs and we only perform worse for Pe in Shadow category, where we decrease in a 0.3% the original Pe performance. Note that we only compare our post-processing improvement capabilities against [44] as other model-independent post-processing works, such as [45] and [59], do not provide code to reproduce the complete post-processing technique.

E. Applying foreground quality to algorithm combination

Recently, combining BS algorithms results demonstrated to obtain substantially better results [88]. Adopting this idea, we present here a potential use of the foreground quality image as the information to guide the algorithm combination. For each frame we average the foreground quality images from a set of algorithms and we use that image as the quality \( Q \) to feed to foreground improvement from Subsection

C. Improvement over the original algorithms in CDNET2014, LASIESTA, SABS and BMC datasets

We present the improvement in all datasets results for a fixed configuration of \( L = 8, m = 0.25 \) and \( \tau = 0.25 \). In Table III, we show the average performance results in terms of Pe, Re and Fs, together with the percentage increases of Fs for LASIESTA, SABS and BMC datasets. In these datasets, improvements are obtained for all algorithms on average and we present some examples of these improvements in Figures 10 and 11 for, respectively, LASIESTA and SABS

\(^3\)http://changedetection.net/
### TABLE III: Overall average performance for each analyzed algorithm and the proposed improvement in LASIESTA, SABS and BMC datasets. $\% \Delta F_s = \frac{F_s^{new} - F_s^{old}}{F_s^{old}}$ denotes the improvement percentage achieved for F-score.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Baseline</th>
<th>Bad Weather</th>
<th>Camera Jitter</th>
<th>Dynamic Background</th>
<th>Intermittent Object Motion</th>
</tr>
</thead>
<tbody>
<tr>
<td>LASIESTA</td>
<td>PAWCS</td>
<td>0.72</td>
<td>0.75</td>
<td>0.74</td>
<td>0.73</td>
</tr>
<tr>
<td>SABS</td>
<td>SubSENSE</td>
<td>0.70</td>
<td>0.72</td>
<td>0.71</td>
<td>0.70</td>
</tr>
<tr>
<td>BMC</td>
<td>SubSENSE</td>
<td>0.70</td>
<td>0.72</td>
<td>0.71</td>
<td>0.70</td>
</tr>
</tbody>
</table>

### TABLE IV: Per-category average foreground segmentation performance achieved by the proposed framework in CDNET2014.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Baseline</th>
<th>Bad Weather</th>
<th>Camera Jitter</th>
<th>Dynamic Background</th>
<th>Intermittent Object Motion</th>
</tr>
</thead>
<tbody>
<tr>
<td>LASIESTA</td>
<td>PAWCS</td>
<td>0.72</td>
<td>0.75</td>
<td>0.74</td>
<td>0.73</td>
</tr>
<tr>
<td>SABS</td>
<td>SubSENSE</td>
<td>0.70</td>
<td>0.72</td>
<td>0.71</td>
<td>0.70</td>
</tr>
<tr>
<td>BMC</td>
<td>SubSENSE</td>
<td>0.70</td>
<td>0.72</td>
<td>0.71</td>
<td>0.70</td>
</tr>
</tbody>
</table>

Note: Bold denotes better performance of the proposed improvement (*). The Average column denotes average performance across all categories, being $\% \Delta F_s = \frac{F_s^{new} - F_s^{old}}{F_s^{old}}$ the improvement percentage in terms of average F-score.
TABLE V: Performance comparison of the proposed framework against [44] in categories with data available for [44].

<table>
<thead>
<tr>
<th></th>
<th>Baseline</th>
<th>Camera Jitter</th>
<th>Dynamic Background</th>
<th>Intermittent Object Motion</th>
<th>Shadows</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pe</td>
<td>Re</td>
<td>Fs</td>
<td>Pe</td>
<td>Re</td>
</tr>
<tr>
<td>SOBS</td>
<td>.9313</td>
<td>.9193</td>
<td>.9251</td>
<td>.6599</td>
<td>.8007</td>
</tr>
<tr>
<td>SOBS + [44]</td>
<td>.9261</td>
<td>.9319</td>
<td>.9289</td>
<td>.7009</td>
<td>.8211</td>
</tr>
<tr>
<td>SOBS*</td>
<td>.9382</td>
<td>.9527</td>
<td>.9453</td>
<td>.7474</td>
<td>.8446</td>
</tr>
</tbody>
</table>

Fig. 10: Example of foreground improvements in LASIESTA dataset. For each row, from top to bottom: image, ground-truth, originally segmented foreground mask and improved foreground mask. Form left to right, example for: SubSENSE in frame 72 of I_BGS_02 sequence (Bootstrap category), LOBSTER in frame 301 of I_CA_01 sequence (Camouflage category) and FuzzySOM in frame 984 of O_RA_01 sequence (Rainy category).

TABLE VI: Per-category average performance in CDNET2014 achieved by the proposed combination (FusedQ) compared to the combination strategy IUTIS-5 [88].

<table>
<thead>
<tr>
<th></th>
<th>IUTIS-5</th>
<th>FusedQ</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pe</td>
<td>Re</td>
</tr>
<tr>
<td>Baseline</td>
<td>.9464</td>
<td>.9689</td>
</tr>
<tr>
<td>Bad Weather</td>
<td>.9339</td>
<td>.7503</td>
</tr>
<tr>
<td>Camera Jitter</td>
<td>.8511</td>
<td>.8220</td>
</tr>
<tr>
<td>Dynamic Background</td>
<td>.9324</td>
<td>.8636</td>
</tr>
<tr>
<td>Intermittent Object Motion</td>
<td>.8501</td>
<td>.7047</td>
</tr>
<tr>
<td>Low Frame Rate</td>
<td>.7724</td>
<td>.8336</td>
</tr>
<tr>
<td>Night Videos</td>
<td>.4578</td>
<td>.6333</td>
</tr>
<tr>
<td>Shadows</td>
<td>.8756</td>
<td>.9492</td>
</tr>
<tr>
<td>Average</td>
<td>.8277</td>
<td>.8161</td>
</tr>
</tbody>
</table>

Fig. 11: Example of foreground improvements in SABS and BMC datasets. For each row, from top to bottom: image, ground-truth, originally segmented foreground mask and improved foreground mask. Form left to right, example for: LOBSTER in frame 544 of Bootstrap sequence (SABS), FuzzySOM in frame 484 of 511 sequence (BMC) and LOBSTER in frame 918 of 411 sequence (BMC).

F. Discussion

The results obtained in this section confirms that the proposed hierarchical fitness-to-regions strategy is effective for algorithm improvement. This capacity comes from its robustness to different challenges or distortions that typically affect background subtraction. Basically, regarding the distortions that produce false positives (e.g. dynamic backgrounds, camera jitter, shadows, illumination changes or ghost artifacts), a corresponding foreground quality image tends to produce low scores due to a low percentage of foreground pixels compared to the size of the corresponding segmented image regions in which that foreground is (i.e. low fitness). Furthermore, false negatives are typically induced by camouflages, challenge that the proposed framework overcomes using motion constraints to allow extending partially detected objects without merging with background regions. Moreover, a small image degradation like noise or compression should not substantially affect the proposed framework as modern optical flow is robust to these issues [89] and the key ingredient to keep the performance is...
to be able to delimit objects in the motion-aware color-based UCM $U$, task supported by the strong boundaries extracted from the optical flow magnitude.

However, despite the aforementioned good results, fitness-to-regions has two main limitations. Firstly, foreground objects with weak foreground qualities are removed by our approach, which means that we cannot deal with extremely uncertain cases for reconstructing an entire object from few pixels. Secondly, fitness-to-regions may lead to errors when a complete background object is almost detected as foreground (i.e. a false positive), as high qualities may be obtained.

Moreover, the computational cost of the proposed approach is mainly due to the optical flow, the UCMs and the CRF optimization that require approximately 80% of processing time (see Figure 13, where relative computational cost is presented). Our un-optimized MATLAB implementation of the proposed approach has an average running time of 0.43 fps for color images of $320 \times 240$ in a standard laptop (i7-4600U @ 2.1GHz 2.7GHz and 8GB RAM).

V. Conclusions

In this paper, we propose a framework for the improvement of foreground segmentation masks obtained by background subtraction algorithms that is independent of each algorithm characteristics. In particular, we use the foreground masks and the analyzed images to compute a foreground quality that is used to improve results through an optimization process. We obtain such foreground quality in a hierarchical manner by combining the fitness between the foreground mask and image segmentation partitions obtained at different degrees of detail that prevent foreground-background merging due to motion constraints. Experiments using fifteen algorithms and four large background subtraction datasets show that algorithms results can be improved analyzing the quality of their results. Current framework limitations are mainly related to a bad foreground probability estimation either when the original foreground segmentation is too bad for a segmented object or when complete foreground objects are not detected and, therefore, no fitness between foreground and segmented image regions can be estimated. Future work will explore the capabilities of semantic segmentation to improve foreground quality and the effects of temporal information in the energy function for foreground refinement.
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