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Collisions of He?T, Li*t and C3*

20 keV/u and 500 keV/u.
(CTMC), the expansion of the scattering wave function in terms of asymptotic frozen molecular
orbitals (AFMO) and a lattice method to numerically solve the time-dependent Schrédinger equation
(GridTDSE). Total cross sections for single ionization, single electron capture, transfer ionization

ions with water molecules are studied at energies ranging between
DOL10.11535 oaeo00a00t Three methods are employed: the classical trajectory Monte Carlo
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and electron production are calculated and compared with previous close-coupling calculations and
experiments. The fragmentation branching ratios are discussed.

1 Introduction

Ion-water collisions at energies of several keV/u lead to the elec-
tron loss from water molecules, either by ionization or electron
capture. Given that water is the main constituent of living tis-
sues, these electron-loss processes are the first steps of the dam-
age of biological systems by interaction with ions. Specifically, an
important part of the cell damage is caused by the interaction of
the DNA constituents with low-energy electrons released in col-
lisions with water.! Moreover, the water cations can dissociate
yielding ions and radicals that, in a second stage, interact with
other biomolecules. From an applied point of view, ion interac-
tion with water is relevant in cancer ion therapy, where the tissues
are irradiated with fast beams of ions (H*, C6+) 2,3, On the other
hand, the interaction of stellar wind ions with water molecules in
cometary and planetary atmospheres produces electron capture
and ionization processes. In the capture reaction between multi-
ply charged ions, X¢*, and H,0, the ions X(¢~D+ are formed in
excited states that can emit X-rays. The relevance in these appli-
cations has motivated several experiments of ion collisions with
water molecules>22

The ion-water collisions lead to the reactions:
X9t 4+ HyO — XPT - [HyO  + (p+7—qle” (@D

where [H,0]"" indicates the different fragments with total charge
r+, formed in the dissociation of the corresponding water cations.
At the energies of the present work (20-500 keV/u), the charac-
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teristic collision time is below 0.25 fs and the molecule vibrations
and rotations can be considered frozen since their periods are
above 10 fs. Thus, we assume that the target nuclei are fixed at
their equilibrium positions (Franck-Condon approximation). An
extension of this idea leads to consider that the molecular frag-
mentation takes place following a two-step mechanism 16:23:24: In
a first step, one or more target electrons are released by interac-
tion with the ion; in the second, the cations break up. In this re-
spect, the wave packet simulation of Sudrez et al. 2526 shows that
the dissociation of H,O" requires more than 100 fs. This explains
the success of some semiempirical works of fragmentation cross
sections23:27:28  They involve the calculation of electron removal
cross sections with fixed nuclei, which are then combined with the
experimental fragmentation branching ratios, obtained in pho-
toionization or electron impact ionization of water molecules.

Theoretical works for collision energies above 10 keV/u
have applied the classical trajectory Monte Carlo (CTMC)
method27:29-34  the first Born approximationl7-35:36 the over-
barrier model’ +08 and the continuum-distorted-wave-eikonal-
initial-state model32-33:37-40 The two-centre-basis-generator-
method 20:28:41,42 (TC-BGM) has been applied to study collisions
of H", He* and Li®* ions with H,O. Also, a lattice method was
first applied by Errea et al. 3 to study H* +H,0 collisions. All pre-
viously cited calculations were carried out within the framework
of the independent electron approximation, where each electron
moves in the average field created by the nuclei and the other
electrons.

In the present work we consider collisions of ions with ¢ = 2,3
at energies above 20 keV/u. Previous works on these reactions
include the experiments of Toburen et al. 8 and Rudd et al. 1° that
reported the total cross section for the electron production (EP)
process in He? " +H,0 collisions, measuring the number of elec-
trons emitted in reaction (1). The total EP cross sections for this
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system were calculated by Illescas et al. 27 using the independent

electron approximation and the CTMC method for treating the
one-electron problem. The results of Illescas et al. %7 show good
agreement with the experimental ones for £ > 50 keV/u. The
experimental work of Rudd et al. 10 also measured the total cross
section for production of positive charges by target ionization and
electron capture that we call target electron loss (EL). As we shall
see, the calculated EL cross section provides a direct check on
the accuracy of the one-electron methods. Unfortunately, similar
experiments have not been carried out for ions with ¢ = 3.

The CTMC calculation of Illescas et al. 27 yielded a cross section
of electron capture in He?"+H,0 collisions that overestimated
the experimental one, and, accordingly, it overestimated the EL
cross section for E < 50 keV/u. The differences with the experi-
ment can be due either to the application of the independent elec-
tron method or to a limitation of the classical treatment at low en-
ergies. In general the study of the validity of the CTMC treatment
is relevant since the CTMC model yields one-electron cross sec-
tions without requiring very large computational resources. For
instance, it allows us to consider several molecular orientations,
without carrying out a prohibitively expensive calculation. As in
the study of ion-atom collisions#4, we have considered a semi-
classical alternative to calculate the EL and EP total cross sections
for the He? " +H,0 system. This semiclassical calculation involves
the direct numerical solution of the time-dependent Schrodinger
equation (TDSE). We use the GridTDSE*® code, originally de-
signed for treating the propagation of a nuclear wave packet on a
single potential energy surface. Here, as in the calculation of ion-
ization in proton-water collisions#3
of an electronic wave function in the (model) target and projec-
tile fields. This calculation provides a useful check of the CTMC
one, but it is difficult to apply it in a systematic way because the
3D numerical calculations require vast memory allocations.

A third alternative to solve the one-electron TDSE, is provided
by the so-called asymptotic frozen molecular orbitals (AFMO)
method; this is a semiclassical method, where the collision wave-
function is expanded in a set of molecular orbitals, obtained
at large ion-molecule separations. In a previous work3! for
H*+H,0 collisions, we showed that the CTMC and AFMO cal-
culations of EP total cross sections and electron emission spectra
agree for E > 100 keV/u. In the present work we have employed
the AFMO method to calculate EP cross sections. As we shall
explain in section 2, the present implementation allows us to ap-
ply the AFMO to calculate one-electron ionization probabilities at
relatively high energies, but it does not simultaneously provide
capture and ionization probabilities.

The one-electron transition probabilities, calculated with the
above-mentioned methods, are then employed to obtain the ion-
ization and capture probabilities for the many-electron system.
tcredFor instance, the probability of single ionization of the
molecule is obtained by adding the probabilities of ionizing one
electron from each MO, without ionization from the other MOs.
In the Independent Electron Model (IEM), the probabilities for
the many-electron transitions are evaluated through multinomial
expansions of the one-electron probabilities, which are calculated
in a collision with a neutral target. When the probability of re-

, we obtain the time evolution
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moving the first electron is high, one can think that successive
electron removals will take place with lower probabilities than
those calculated in the single-electron calculation. In this respect,
previous works on proton collisions with water molecules pointed
out that the IEM overestimates the probability of removing two
electrons from different shells, and suggested that an alternative
interpretation, called the Independent Event Model (IEV), could
be more appropriate (see Jorge et al. %6 and references therein).
Since both interpretations correspond to limit situations, it is dif-
ficult to predict a priori which one is more appropriate for a given
process. However, the expressions for EP and EL in terms of the
one-electron probabilities are the same in both IEM and IEV mod-
els31:47 which permits to compare the EL and EP cross sections
calculated with different one-electron methods between them and
with the experiments.

Luna et al. 2° and Wolff et al. 2! performed experiments on Li®*
collisions with H,O, but they did not report cross sections for EL
or EP. Luna et al. 20 carried out TC-BGM calculations, which allow
us a direct comparison with our calculations. The calculations on
Li3* +H,0 are also relevant to compare with the C3*+H,0 sys-
tem, which is particularly interesting because Luna and Montene-
gro 24 pointed out that the fragmentation branching ratios for this
collision are completely different from those for H* +H,0. Specif-
ically, they found that H,O", which is the dominant fragment in
H* collisions, is not the main fragment in collisions with 3t at
E > 100 keV/u. This result was attributed to the importance of
multiple electron removal processes but this point has not been
confirmed so far by any calculation and will be elucidated in the
present work.

The paper is organized as follows: In section 2 we introduce
the methods applied in the calculations. In section 3 we present
the results of the calculations. The cross sections for the net pro-
cesses EL and EP in the three collision systems are compared with
the experiments in subsection 3.1. A more detailed discussion of
the computational methods is presented in subsection 3.2, where
we display one.electron probabilities and collision histories. In
subsection 3.3 we compare the cross sections for single capture
and ionization with previous experiments and calculations for
Li®* +H,0 collisions. A semiempirical model, based on the work
of Murakami et al. 28, is applied in subsection 3.4 to relate our cal-
culations with the experimental fragmentation branching ratios.
Finally, we summarize our work in section 4.

Atomic units are employed unless otherwise stated.

2 Computational Methods

The methods employed in this work have been explained in de-
tail in previous works and we only outline here some basic points
required to discuss the results. At the energies of the present cal-
culations, it is appropriate to apply the eikonal method (see e.g.
Bransden and McDowell “8) where the projectile follows rectilin-
ear trajectories with velocity v and impact parameter b:

R=b+wt, 2

where R is the position vector of the ion nucleus with respect
to the centre of mass of the molecular target. Explicit compar-
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isons of quantal and semiclassical calculations*® point out that
the eikonal method is valid for collision energies above 250 eV/u.
We also assume that the target nuclei remain in their equilibrium
positions during the collision (Franck-Condon approximation).
The equilibrium geometry is that reported by Hoy and Bunker °.
In this respect, the work of Gabds et al. >! considered ion-H,0
collisions with the sudden vibrational approximation, where the
cross sections are obtained by averaging the cross sections calcu-
lated for a set of target nuclear positions, with weights given by
the square of the ground-state vibrational wavefunction. These
calculations indicate that the fixed nuclei approximation yields
accurate results for £ > 1.5 keV/u, which is very low compared
with the energies of the present work.

The probabilities of different scattering events depend on the
molecule orientation with respect to the projectile trajectory (or,
equivalently, on the trajectory orientation with respect to a fixed
target). Accordingly, one can consider several trajectory orien-
tations following, for example, the scheme suggested by Illescas
et al. 27, where the orientation averaged cross sections are eval-
uated using the 10 trajectory orientations sketched in Fig. 1. In
the calculation the water molecule is on the XZ plane of the labo-
ratory frame, and the arrows of Fig. 1 indicate the motion of the
projectile. For instance, for trajectory t4, b | X and v || ¥. The cal-
culations of Illescas et al. 27 showed that the orientation-averaged
total cross sections were very close to those of a single trajectory,
specifically t4. In this respect, one can note that the TC-BGM cal-
culations of Luna et al. 20 considered two trajectory orientations
(t5 and tg in our notation).

The three calculations in this work rely on the use of the IEM,
where the active electron moves in a one-electron potential that
includes the Coulomb attraction by the ion core and a three-
center model potential to describe the interaction of the active
electron with the H,O™ core; it has the form:

Vinol(r) = Vo (ro) +Vaa(ru, ) + Va (rm, ), 3

with r the electron position vector and ro, rg,, ru, the electron
distances to the nuclei of oxygen and hydrogen 1 and 2, respec-
tively. The three terms are parameterized and fitted to the re-
sults of a previous self-consistent-field (SCF) calculation in a large
gaussian basis set as detailed by Illescas et al. 27

We have performed CTMC calculations for the system
C3++H20, where we have included a model potential of the

form: Z_N. N
- ¢ — (14 arc)e 2% @)

VC(rC): rc rc

to represent the interaction of the active electron with the C3*
ion, and where r¢ is the distance of the electron to the C nucleus.
In this expression Z = 6, N. = 3 is the number of core electrons
and the parameter o = 1.851 has been obtained by fitting the ion-
ization energy of the C2* ion.

In the CTMC model, the electron motion is described by a
phase-space distribution. In this work we have employed an ini-
tial microcanonical distribution>2 for the active electron moving
in the model potential. The distribution is discretized in terms
of N = 10° electron trajectories that evolve independently up to

This journal is © The Royal Society of Chemistry [year]
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Fig. 1 Trajectory orientations employed in the present work. The tra-
jectory orientation labelled t4 is the representative trajectory orientation
that yielded cross sections similar to the orientation-averaged ones in pre-
vious calculations?”. The work of Luna et al. 2% considered the trajectory
orientations labelled ts5 and tg.

t = tmax = 500ay/v, when we calculate the one-electron probabili-
ties for capture, p®P, and ionization, p'", in the usual way:

w  Newp an M
Pt = = (5)

here Ncyp is the number of trajectories leading to electron capture
(those with negative electron energy with respect to the projec-
tile), Non is the number of trajectories leading to ionization (those
with positive electron energy with respect to both target and pro-
jectile), and the k subscript labels the initial target molecular or-
bital (1by, 3a;, 1b, or 2a;).

In the close-coupling and numerical treatments, the electron
motion is treated quantum-mechanically. The corresponding
wavefunction is an approximate solution of the semiclassical

equation

he Wy (r,1;b,v) = 5W7 ©

where hg; is the fixed-nuclei electronic hamiltonian that includes
the model potential (3). Eqn (6) is formally identical to the TDSE.
Initially, the electron motion is represented by a molecular orbital
(MO), ¥y, of Hy,O and (6) must be solved with the initial condi-
tion

Y, ~

e Dy (r) exp(—igt) (7
with the origin of electronic coordinates placed in the center of
mass of H,O.

The AFMO model that we have used in here is the method I of
Gabds et al. °1. It consists on expanding ¥, as a linear combina-
tion of MOs, {xx}, which are constructed on a basis set of GTOs
{&):

2 (rR) = Y cri(Ra)&i(r, R) ®
1
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using the asymptotic coefficient matrix C(R,), which is obtained
by solving the secular equation for k| in the {&;} basis set at a
large distance R,(=1000 ag).

The scattering wave function is:
1
Y (r,t;b,v) = Zakl (t;b,v)x;(r;R) exp (—i/ g dt) 9
; 0

where g = (s~'h);;, with s and h the overlap and hamiltonian
matrices in the basis {x}.

The transition probabilities are now given by the asymptotic
values of the coefficients ay;, which are obtained by substituting
(9) into (6). In practice, we have calculated the ionization prob-
ability as

=Y lau (10)

[

where the sum extends over all the pseudostates; i.e., the MOs
with &(R,) > 0. It must be noted that the expansion does not
include electron translation factors. However, the use of a large
gaussian basis set that produces 137 MOs with asymptotic pos-
itive energy and 73 MOs with negative one (50 located on the
target, 23 on the projectile) allows to obtain accurate ioniza-
tion cross sections, which will not be improved by adding any
translation factor>3. Errea et al. 3! discussed the limitation of the
AFMO for H" +H,0 collisions. They found identical ionization to-
tal cross sections for E > 60 keV/u with a two-centre basis similar
to that of (9) and with the one-centre basis obtained by keeping
only the orbitals centred in the molecular nuclei. This result indi-
cates that the interlocking of capture and ionization, which would
lead to the overestimation of the ionization cross section, is not
relevant at these energies. Nevertheless, the AFMO expansion is
not appropriate to calculate electron capture cross sections.

In the lattice calculation, we consider a 3D Cartesian uniform
grid of more than 46 million points with a 0.1 ajy spacing, inside
a cubic box of 36 ap side. We obtain the values of the initial
wavefunction (7) at the points of this grid by applying the Lanczos
algorithm >* with the one-electron model-potential hamiltonian.
The values of the discretized initial wavefunction are stored in
a vector ¥M, which is then propagated by means of a second-
order-difference scheme. A damping function2® is added to the
potential to avoid the nonphysical reflection of the wave packet
at the box boundaries. The electronic density that leaves the box
during the collision*? yields the one-electron loss probability:

P = PP+ pi = lim [1- 1912 an

where ||®M|| is the norm of the wavefunction ¥}! and 7 the final
integration time.

To calculate p;"", we have extended the method employed by

Jorge et al. #*. In this calculation, the Li®* projectile is fixed at the
origin of electronic coordinates and the target molecule moves
along a rectilinear trajectory. The initial electronic wave func-
tion is now given by the product of the molecular orbital y; and
a plane-wave translation factor. With this alternative reference
frame, the norm of the collision wavefunction at t = # yields p;"*
and pio" = ploss — pT® . We have checked the convergence of the
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capture probabilities by carrying out exploratory calculations with
an extended box of 44 ajy and 0.08 a( spacing.

The three methods outlined above provide the transition prob-
abilities pZ' and p“’n for the active electron moving in the model
potential with a given initial condition. However, during the
collision, all the electrons of the system can participate in non-
adiabatic transitions. Following the notation of Luna et al. %0,
the many-electron transition probabilities PIEM correspond to the
process in which m electrons are captured and n electrons re-
leased; i.e., m = ¢— p and n = p+r— ¢ in the notation of eqn (1).
The probabilities PIEM are obtained by combining the IEM one-
electron probabilities. For instance, the probability for ionizing
one electron when the remaining electrons are neither captured
nor ionized is:

Pél;:M 2 Z plonpel H
k=1 J#k

Z PIEM , (12)

where we only consider transitions from the valence orbitals of
H,0 (j,k€{1,2,3,4} = {2a;,1by,3a;,1b; }), and where

pzl =1 *P pidp 1— ploss (13)

is the probability that the electron remains bound to the target.
Analogously, the probability of one target electron being captured
while the rest of the electrons remain in the target is

4
PigM =2 Z Pt [1(SH? = L PV (k) - (14)
k=1 JFk k

If we move to the IEV model, the probability of removing a second
electron from a different MO is neglected, [T (p¢)?* ~ 1, and
the probabilities for single ionization (PFV) and single electron
capture (P}V) are:

4
PéllEV Z ion el (15)

PIEV Z CaP el (16)

which are greater than the corresponding IEM probabilities (12)
and (14) Similarly, the probabilities for the two-electron pro-
cesses: transfer ionization (P;;), double ionization (Py,) and dou-
ble capture (Py) can be also obtained from the one-electron prob-
abilities:

4 4
piiM 2y PP [1rS)?
k=1

#k

4 4 4
+4Y Y e T ) an
k j#k 1k, j

4
PIEV - 2 Z p}{onpzﬂp (18)
k=1

and analogous expressions for Py, and Ps.

Finally, the cross sections for each process are obtained in the
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standard way:
Omn = 271:/ mendb . (19)
0

In the IEM, the probability for EP is given by the simple expres-
sion:

IEM Z n PIEM 2 Z plon (20)
and
ofp =2Y o/ (21)
k

where 0',10“ is the one-electron ionization cross section, calculated
by integrating bp"’“ Analogously, for the EL reaction

PIEM (m_,’_n PIEM 22 loss (22)
m,n
o =2Y o (23)
k

In the IEV model the expressions (21) and (23) also hold, al-
though, obviously, the probabilities of processes involving the re-
moval of more than two electrons vanish in this interpretation.
Thus both interpretation differ in the branching ratios between
different electron removal channels. Eqn (21) and (23) provide
direct relationships, independent on the many-electron interpre-
tation, between the measured cross sections for EP and EL810,
and the one-electron probabilities p}("“ and p}{"ss.

3 Results and discussion.

3.1 Target electron loss and electron production

The calculated EL and EP total cross sections for He?t +H,0 are
compared in Fig. 2 with the experimental data. The CTMC cross
sections for EL are obtained from the probabilities of Illescas
etal. 27 using eqn (22) and (23), and similarly the CTMC EP cross
sections are evaluated using eqn (20) and (21). We have included
in this illustration the orientation averaged cross sections and, in
panel (a), we have also plotted the results for two trajectory ori-
entations (t; and tg) that correspond to the minimum and maxi-
mum values over the set of trajectory orientations of Fig. 1. It can
be noted that the average value is practically identical to the cross
section calculated for the trajectory orientation ty4, also shown in
the figure. A second conclusion that can be drawn from this il-
lustration is the good agreement between CTMC and GridTDSE
calculations, which reinforces the validity of both computational
models. It can be noted in Figs. 2 and 3 that the GridTDSE calcu-
lations are restricted to E < 300 keV/u because, as explained by
Jorge et al. #*, the fast oscillation of the scattering wavefunction
at high relative velocities requires the use of very dense grids.

Our EL cross sections show good agreement with the experi-
mental ones for E > 50 keV/u while, for lower energies, the calcu-
lation overestimates the experimental values. This overestimate,
already pointed out by Illescas et al. 27, is found in both classi-
cal and semiclassical calculations and, therefore, it is not due to
a limitation of the CTMC method. On the other hand, the cal-
culated and experimental EP cross sections of Fig. 2(b) agree at
low energies, which might point to the need of a multielectronic
description of the electron capture process at low energies. At
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Fig. 2 Total cross sections for target electron loss (a) and elec-
tron production (b) in He*™+H,0 collisions. Present calculations: —,
orientation-averaged CTMC ; - - -, CTMC results for EL for trajectory
orientations ty, t4 and tg, as indicated in the figure; ¢, t4 GridTDSE; e,
EL and EP experimental cross sections1?; 4, EL experimental data®.

E Z 150 keV/u, where the electron capture is small, EL and EP
cross sections are practically identical and we find a somewhat
better agreement with the experiment of Toburen et al. 8. There
is a remarkable agreement with the experiment in the ionization
threshold in Fig. 2.

Figure 3 shows the EL and EP total cross sections for collisions
of Li®* and C3* with H,0. As already pointed out for collisions
with He?", we can observe the good agreement between CTMC
and GridTDSE results for collisions with Li>*. We find a small
difference between the CTMC results for both ions with a some-
what higher contribution of the electron capture reactions for the
dressed projectile. It must be noted that we plot in this figure the
contribution to the EL and EP reactions of the target electrons,
but the (probably small) loss of C3* core electrons is not taken
into account. The AFMO calculation provides an additional sup-
port of the other models at E > 150 keV/u. The limitations of this
approach at lower energies are illustrated in Figure 3(b) where
one can note the overestimate of the EP cross section because, as
explained in section 2, the one-electron ionization and electron
capture processes are not completely separated.

Although there are no direct measurements of EL and EP cross
sections for Li®T+H,0 collisions, we can compare our results
with the TC-BGM calculations and experiments reported by Luna
et al. 2 by adding the values no,,, and (m+n)Gy,. In particu-
lar, the TC-BGM values of o,,, were obtained by digitizing the
figures of that paper, and the corresponding estimates of EL and
EP cross sections are shown in Fig. 3. The agreement with our
results is reasonable, and the differences at low energies could
be explained by the lack of processes with m+n > 4 in the esti-
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Fig. 3 Total cross sections for target electron loss (a) and electron pro-
duction (b) in Li®* and C3* collisions with H,0. Present calculations: —,
orientation-averaged CTMC for Lidt collisions; - - -, orientation-averaged
CTMC results for C3F collisions; ¢, t4 GridTDSE for Lit collisions;
—e—, t4 AFMO for Li** collisions. A, experimental results of Luna
et al. 2% for Li*" collisions. The TC-BGM results of Luna et al.?® for
Li>* collisions are indicated by dashed-dotted lines. The lines labelled 3,
are obtained by adding the contributions up to three-electron processes
(m+n<3) in eqns. (20) [panel (a)] and (22) [panel (b)]. Analogously,
the lines labelled 4 include up to four-electron processes (m+n < 4).
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mate of the TC-BGM cross sections from the published data. The
large contribution of processes with m -+ n > 3, is probably a con-
sequence of the IEM, as pointed out by Kovécs et al. 33. Similarly,
we have estimated the experimental cross section by the weighted
sum of the experimental2® cross sections o;,, tabulated in that
paper. In contrast with the good agreement between calculations
and experiments for He2* collisions (Fig. 2), we find that the en-
ergy dependence of the experimental values is different from the
theoretical ones. This discrepancy might come from the way the
experiments were performed. Luna et al. 2° measured the cross
sections for the formation of different fragments, and it is not easy
to assign the formation of given fragments, e.g. H* or OHY, to
a reaction that removes a specific number of electrons. However,
calculations and experiment converge to similar cross sections at
high energies.

3.2 One-electron probabilities

To gain insight into the comparison of the calculation models,
we display in Fig. 4 the one-electron transition probabilities pzap
and p;>" from the CTMC, GridTDSE and AFMO calculations for
Li®* +H,0 collisions. We have considered an intermediate en-
ergy (E = 144 keV/u) of the energy interval considered, where the
three calculations of EP cross section agree. One can note that the
shapes and heights of the opacity functions bp, " (b) and bpi®(b)
for these calculations are similar, but there are some discrepan-
cies. For example, GridTDSE and AFMO calculations yield lower
ionization probabilities for 1b; than for 1b,, while the reverse is
found in the CTMC calculations. These differences stem from the
nodal structure of the MOs, which is not present in the corre-
sponding CTMC initial distributions. The orbital 1b; is similar to
the orbital 2p, of the oxygen atom; it vanishes on the molecular
plane and it has two lobes with the maximum probability density
along the Y direction, parallel to the projectile velocity in the t4
trajectory. On the other hand, the MO 1b, has two lobes oriented
perpendicular to the trajectory and, for not too low b, the projec-
tile trajectory crosses a region of larger electron density when the
electron occupies this orbital rather than the 1b;. In the CTMC
model, the initial electron densities do not show a nodal struc-
ture and, accordingly, the ionization probabilities are essentially
dependent on the ionization energies; the b; ionization energy is
smaller than the 1b, one, leading to a higher ionization proba-
bility from the 1b; MO. Similarly, the 3a; MO has a nodal plane
that contains the vector v when the projectile follows the trajec-
tory t4. Consequently, the GridTDSE and AFMO calculations yield
smaller ionization probabilities than those from the CTMC calcu-
lations. In spite of the differences arising from the lack of nodal
structure in the classical distribution, we find good agreement be-
tween CTMC and semiclassical results when transitions from all
the valence MOs are taken into account (see Figs. 2 and 3).

There is a remarkable agreement between the two semiclassi-
cal calculations in Fig. 4, which supports both the basis set of the
AFMO expansion and the grid used in the GridTDSE calculation.
In particular, the two semiclassical calculations agree for the colli-
sion starting from the inner valence MO, 2a, which indicates the
the grid density employed in the numerical calculation accurately

This journal is © The Royal Society of Chemistry [year]
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Fig. 4 Opacity functions for ionization, bp'®, and capture, bp®P, as

functions of the impact parameter b, for the four valence MOs of H,O
(indicated in the panels), in Li*"+H,0 collisions at E = 144 keV/u, and
the trajectory orientation t4. CTMC calculations (solid symbols), Grid-
TDSE (solid and dashed lines) and AFMO (open symbols).

represents this relatively compact orbital.

The orientation dependence of the capture probabilities is
less marked; for instance, the capture from 1b; takes place at
low impact parameters that correspond to transitions at short
projectile-target distances, where the above-mentioned difference
of a smaller transition probability for trajectories parallel to the
orbital orientation is no longer relevant; this can also be noted in
the good agreement between CTMC and semiclassical transition
probabilities at short b.

To further analyze the collision mechanism, we plot in Fig. 5
the collision histories obtained with the GridTDSE method for a
representative trajectory with orientation t4, E = 144 keV/u and
b = 2.0 ap, which approximately corresponds to the maxima of
bp'®(b) of Fig. 4. In the top panel of Fig. 5, we plot 1 — H‘I‘y”z
[see eqn (11)] from the electron loss calculation, where the
molecule is fixed at the center of the box and the Li3* nucleus
follows a rectilinear trajectory. The abscissas of this plot are the
values of the projectile y-coordinate, ¥ = R-#. When the pro-
jectile leaves the box (Y = 16 aj), we observe a decrease of the
norm, ||¥}|, which corresponds to the electron density that is
temporarily bound to the projectile. After the projectile leaves
the box, there is a slow diffusion of the electron density that is
absorbed by the damping function when touches the wall of the
box; this second process is describing ionization.

In the bottom panel of Fig. 5, we plot the squared norm of the
wavefunction obtained when calculating capture probabilities. In
this case, the projectile is fixed at the origin of coordinates and
the molecule follows a straight-line trajectory. Accordingly, H\I‘,I(H2
represents the electron density bound to Li®*after the collision.
One can note the step function shape of ||¥} > near the box limit,
where the the electron density bound to the molecule leaves the
box. One can also note that the asymptotic value of ||¥}|? in
panel (b) is similar to 1 — |[¥M(Y ~ 30)|? (around the first step)
in panel (a), in agreement with our previous interpretation that it
mainly corresponds to electron capture. It is also noticeable that

This journal is © The Royal Society of Chemistry [year]

Fig. 5 Norms of the collision wavefunctions for E =144 keV/u, b =
2.0 ag, and trajectory orientation t4 in Li3++H20 collisions. The corre-
sponding initial MOs are indicated next to the curves. The norms have
been obtained in GridTDSE calculations of (a) electron loss, where the
molecule is fixed at the center of the box and the norms are plotted as
functions of the Y coordinate of Li3+, (b) electron capture, where the
projectile is fixed at the center of the box and the norms are plotted as
functions of the position of the molecular center of mass along the tra-
jectory. The dotted horizontal line in panel (a) is the asymptotic value
of ®'((162) .

the values of ||¥ || for both OMs are similar in panel (b).

The actual mechanism of the capture reaction is illustrated in
Fig. 6; it shows contour plots of the electron probability density at
the plane Z = 0 for trajectory t,. In these graphs, the Li* " nucleus
is fixed at the origin and the molecule moves along the Y direction
(see Fig. 1) with an impact parameter b = 2.0 ag. Two snapshots
are presented: one at the closest approach between projectile and
target (Y = 0) and the other when the molecule has left the box
(Y =28 ap). The evolution of the the 1b; MO is illustrated in the
left panels of this figure. Initially, the MO is very similar to the 2p,
orbital of oxygen, and at the point of closest approach (¥ =0) the
MO is not distorted and the electron density near the Li>* nucleus
is small with the electron capture process taking place for ¥ > 0.
However, the lobes of the 1b, MO are in the X direction, they
are perpendicular to the velocity vector. Since the Li®* ion is
closer to the tail of the electron density of the 1b, MO than to
that of the 1by, the delocalisation from 1b, is noticeable at ¥ = 0.
We find that, for this trajectory orientation, the electron capture
is faster from the 1b, MO, but, as time goes on, the continuum
delocalisation from 1b; leads to analogous values of the norm
for both orbitals, as shown in in the contour plots of Fig. 6 and
also in the asymptotic values of the norms in Fig. 5(b). It can be
noted that the capture from the MO 1b; leads to a more diffuse
wavefunction of Li2t, illustrating the fact that the capture from
the highest occupied MO is preferred into high-n atomic orbitals,
which have similar energies.

Journal Name, [year], [vol.], 1-12 |7



1L 4 L _
:}3‘ 0.04
<ol 1L i
-
L 1L |H o002
Y=28, lbI Y=28, lb2
. . . s . . \ X 0
; ; ; ; ; ; ; : ; 0.6
1L 4 L ]
> @ 0.4
g 1L |H o2
Y=0, 1b, ¥=0. 1b,
2 | | | L | | | L ! (T o
2 1 0 1 2 3 42 -1 0 1 2 3 4
x(ay) x (ay)

Fig. 6 Contour plots of |¥;*||> on the plane Z =0 at two positions
of the molecule, Y =0 and Y =28 ap. and the MOs 1b; and 1b,, as
indicated in the panels, for a trajectory t4 with b=2.0 ag and v=2.4 a.u.
(E = 144 keV/u) in Li**4+H,0 collisions. The color maps are the same
for the panels with the same Y.

3.3 Cross sections for ionization and capture reactions

In Fig. 7 we plot the total cross sections for single electron
capture o]gM and Gllgv, obtained by integrating the transition
probabilities of eqn (14) and (16). Like in calculations?’ on
H'+H,0, we find good agreement between the single orienta-
tion t; and orientation-averaged results for CTMC calculations
with both the IEM and IEV (not shown in the figure for clar-
ity) many-electron models. We also find very good agreement
between the CTMC/IEV and GridTDSE/IEV calculations. This
agreement indicates that the CTMC method provides accurate
orientation-averaged cross sections when taking into account the
contribution of all MOs.

We have also plotted, in Fig. 7, the TC-BGM cross sections of
Luna et al. 20, calculated without including the Auger correction,
which show a very good agreement with our GridTDSE/IEM re-
sults. Given that both methods are completely different, the re-
sults are a good indication of their accuracy, which is confirmed
by the agreement with the experimental cross sections. The TC-
BGM calculation has also considered the Auger effect by subtract-
ing from oj( the contribution from the inner orbital 2a;, that is
assumed to lead to Auger emission with probability equal to one,
and finally leads to the transfer ionization reaction. The correc-
tion leads to a relatively small decrease of ;9. We have applied
the same idea to the GridTDSE result and the corrected cross sec-
tion is indistinguishable from the one calculated including the
contributions from the four valence orbitals.

The single ionization cross sections, o}tM and o(tV, are pre-
sented in Fig. 8. As in Fig. 7, we include the GridTDSE
cross sections calculated for the t4 orientation, and orientation-
averaged CTMC cross sections and the ty AFMO results.With the
CTMC calculations, we have checked that the differences between
orientation-averaged and t4 results are small. The CTMC calcu-
lations show a large dependence on the many-electron interpre-
tation, but both calculations lead to an energy-dependence of the
cross section different from that of the experiment, with a better
agreement of the experiment with the CTMC/IEM at low ener-
gies and with the CTMC/IEV at high energies. In this respect, the
energy-dependence of the TC-BGM cross section is similar to that

IEV
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Fig. 7 Total cross section for single capture, ojg, in Li3++H20 col-
lisions, as a function of the collision energy. Present calculations:
—{0—, orientation-averaged CTMC/IEV; —B—, orientation-averaged
CTMC/IEM; —Vv—, t4 CTMC/IEM; —0—, t4 GridTDSE/IEV; —¢—,
ty GridTDSE/IEM. Dashed line, TC-BGM 20, and dash-doted lines, TC-
BGM without Auger emission2?. A, experimental results (error bars are
similar to the size of the symbols).

from our CTMC/IEM calculation, although the TC-BGM is always
higher than our result. The comparisons of Figs. 7 and 8 indi-
cate that the IEV interpretations leads to an overestimate of the
one-electron removal cross sections.

The two semiclassical calculations, AFMO/IEM and
GridTDSE/IEM, of op, show a reasonable agreement, but
they do not display the maximum at E ~ 50 keV/u of the TC-BGM
calculation. To further check these results, we have checked that
the average of t5 and t9¢ AFMO cross sections is indistinguishable
from those of ty.

In both Figs. 7 and 8, we observe that there is a very good
agreement between CTMC/IEV and GridTDSE/IEV cross sections,
but there are some differences between the corresponding calcu-
lations with the IEM interpretation. This can be explained as a
consequence of the orientation dependence of the transition prob-
abilities that yield smaller values of the factors []( pﬁl)2 (eqn (12)
and (14)) in the CTMC calculation than in the semiclassical one.
As an example, in Fig 4, the CTMC probabilities p? are small for
both 1b; and 3a;; however, the corresponding GridTSE probabili-
ties are larger, and accordingly the reduction of the contributions
from the other orbitals are smaller.

Fig. 9 displays the transfer ionization cross sections (oy1),
where a similar energy dependence is found in the GridTDSE/IEM
calculations, and the experimental and TC-BGM results. The be-
haviour of the CTMC/IEM is similar to that found in the Fig. 7:
it agrees with the semiclassical calculations for E < 200 keV/u.
In the energy range explored in the present GridTDSE calcula-
tion, no significant Auger contribution is found. The experimen-
tal cross sections are larger than the calculated ones by a factor
between 1.5 and 2. These differences between experimental data
and calculations could point to electron correlation effects that
are obviously not included in IEM models; but, as mentioned by
Luna et al. 20, the comparison between calculated and experimen-
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Fig. 8 Total cross sections for single ionization oy, in Li3++H20
collisions, as a function of the collision energy. Present calculations:
—L0—, orientation-averaged CTMC/IEV; —B—, orientation-averaged
CTMC/IEM; —0—, t4 GridTDSE/IEV; —&—, t4 GridTDSE/IEM;
—e—, t4 AFMO/IEM. Dashed line, TC-BGM without Auger emission 2°.
A, experimental results 20,

tal results is not straightforward since the experiment cannot dis-
tinguish between protons originated in single or multiple electron
removal processes.

3.4 Fragmentation cross sections

In this section we estimate the cross sections for production of
H,0" and H" in collisions of C3* with H,0, using the orientation-
average cross sections, calculated with the CTMC-IEM approach.

124 results for these reactions show that H™ is

The experimenta
the dominant fragment (see Fig. 10), in contrast with the results
for HY +H,0 collisions, where H,O" is the major fragment. To
discuss this result one must take into account that H,O" is only
formed when the electron is removed from the two outermost
MOs (1by, 3a;) of HyO, and a small contribution (8%) if it is re-
moved from the 1b, MO®>. Accordingly, the corresponding total
cross section can be obtained as:

0(Hy0%) = o019(1by)+ 001 (1by) + o10(3a1) + 01 (3a1) +

0.08[010(1by) + 091 (1by)] 24
where
oio(k) =2m / - bPIEM (k)db; o (k) =27 /w bPEM (k)db  (25)
0 0

and the orbital contributions to the one electron ionization and
capture probabilities, P[g™ (k), PJFM(k), are defined in egns (12)
and (14). H' can be formed in single or multiple electron re-
moval. In particular, after single electron removal35->® we have:
cD(HT) = 0.22]010(1bs)+ 01 (1by)] +

0.74[c10(2a1) + 0p1 (2a1)] (26)

This journal is © The Royal Society of Chemistry [year]
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Fig. 9 Total cross sections for transfer ionization oy, in Li3++H20 colli-
sions, as a function of the collision energy. Present calculations: —Hl—,
ty CTMC/IEM —@—, t4 GridTDSE/IEM; —{0—, t4 GridTDSE/IEM
without Auger emission. Thick dashed line, TC-BGM without Auger
emission 20, thin dash-dotted line, TC-BGM 20 with Auger emission. A,
experimental results20.

Unfortunately, there are no experiments that provide similar frag-
mentation branching ratios after multiple electron removal. Mu-
rakami et al. 28 calculated the cross section for two-electron re-
moval, 6P, in H* +H,0 collisions

oP = oy + 011 + o 27)
They estimated the fraction of the cross section for production of
H* that arises from two-electron removal by comparison with the
experimental results 12 for fragmentation into H* +H™* +0. They
found a fraction of 1.26P. So that, the cross section after single
and double electron removal is

oD =6 (H) +1.2067 (28)

The removal of three or more electrons will mainly lead to the
complete break out of the molecule, producing two protons by
each ionizing event; however, the cross sections for many-electron
removal are usually overestimated in the IEM, and Murakami
et al. 28 suggested to reduce this fraction by an ad hoc factor 1/2.
Adding the three contributions one obtains

o) =cWH") +1.206° +0.506T 29

with

ol = 003 + 012+ 021 + 039 (30)

We display in Fig. 10 the cross sections estimated with eqn (24)
and (29), compared to the experimental values of Luna and Mon-
tenegro 24. We have also plotted the fractions ¢()(H') ,c(® (H")
(eqn (26) and (28)). We observe that the two-electron removal
reactions are the largest contributions to the formation of H* and,
in this model, multiple electron removal explains that (H") is
higher than ¢(H,0%). With respect to the comparison with the
experiment, we note that the semiempirical model yields absolute
cross sections in reasonable agreement with the measured values,
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Fig. 10 Total cross sections for formation of H,O™ and H in C3++H2O
collisions. Present results: , production of HY - - -, production of
H,O™ [eqn (29)]. Experimental results of Luna and Montenegro?*: ¢,
production of HT; M, production of H,O". The two dot-dashed lines with
labels are the cross sections estimates for production of H™ including only
the contribution of one-electron processes (1) [6(!)(H) of eqn (26)] or
(1,2) one- and two-electron processes [o(12) (HT) of eqn (28)].

taking into account the reported uncertainties in the interval 10-
12%. However, the model does not reproduce the minimum of
o(H,0™") at E = 300 keV/u. In this case, only single electron re-
moval is relevant and the energy dependence of the one-electron
loss cross sections of eqn (26) do not show a minimum at these
energies. Moreover, we have found a similar energy dependence
of the corresponding cross sections in Li* T +H,0 collisions. One
can also note that the CTMC-IEM cross sections ¢(H,0") are
higher than the experimental ones, which is somewhat surpris-
ing, given that, in the Li®* +H,0 system, the CTMC-IEM calcu-
lation (see Figs. 7 and 8) underestimates both oy and op;. A
possible explanation of this discrepancy could be the importance
of two-electron processes. Auger ionization reduces the single
ionization cross section, but it takes place after ionization of an
electron from the inner valence orbital 2a;, and the ionization
from this orbital does not contribute to the formation of H,O™.
Another two-electron process that could play a role is the excita-
tion of a second electron when one electron is removed from 1b;
or 3a; MOs. This process would lead to the formation of an ex-
cited electronic state of H,O", which, in contrast with X2B; and
A?A,, could fragment, reducing the estimated value of ¢(H,0%).

4 Summary and Conclusions

We have carried out calculations of single electron capture, single
ionization and transfer ionization in X9 +H,0 collisions at ener-
gies between 20 keV/u and 500 keV/u. We have also considered
the net electron production and target electron loss reactions. The
calculations were performed in the framework of the semiclassi-
cal approximation and using the Franck-Condon approximation.
At the energies of the present calculation vibrational effects are
small, and the approximation of keeping the target nuclei fixed
will not affect the accuracy of the calculation.

Our calculations use the independent electron approximation
and three theoretical methods have been employed to solve the

10 | Journal Name, [year], [vol.], 1-12

one-electron dynamics: a classical mechanics CTMC, and two
semiclassical ones, the GridTDSE*® and AFMO©®!. The three
methods use a three-center model potential 2’ to describe the four
valence molecular orbitals of the water molecule, and two inde-
pendent electron models are employed (and compared) to pro-
duce the many-electron probabilities.

As seen in H +H,0 calculations?’, and explicitly checked in
the present study, orientation-averaged cross sections can be well
approximated by a single trajectory calculation in the whole range
of energies studied that includes the strong perturbation regime
where several electrons are released. This is a useful cost-saving
strategy, which is particularly useful to avoid lengthy calculations
in numerical methods like the GridTDSE.

All methods find similar opacity functions for the electron re-
moval from the valence MOs of the water molecule. In CTMC cal-
culations, the comparison of transition probabilities with quantal
ones should be done taking into account all MOs, due to the lack
of nodal structure in the initial distributions. In this respect, we
find good agreement between the EL and EP total cross sections
calculated with the three methods.

The GridTDSE method allows to easily illustrate the electron-
capture mechanism by inspecting the electron density along the
collision. In this vein, we have shown two snapshots of the elec-
tron density for two orbitals. Differences between the electron
capture from the 1b; and 1b, orbitals are small for the t4 projec-
tile trajectory, and we anticipate small differences between ran-
dom trajectories unless one of them runs along a nodal plane of
the molecular orbital.

The main uncertainty of the present calculations of the cross
sections oy, stems from the application of the independent elec-
tron approximation. We find relatively large differences in the
single electron cross sections o} and oy; when applying the IEM
and IEV interpretations. They correspond to two limits where
the multiple electron removal from different subshells is allowed
(IEM) or completely forbidden (IEV). These differences indicate
that the main limitation of the cross sections in the present and
previous calculations comes from the many-electron interpreta-
tion. In this respect, the recent work of Jorge et al. 3* has intro-
duced a time-dependent potential in the CTMC calculation, that
is modified by the electron removal during the collision.

We have shown that, as in previous calculations for
H* collisions with H,0, the simple expressions (20) and (22) yield
cross sections whose accuracy is directly related to that of the one-
electron calculations. Nevertheless, the comparison of the cross
sections with the available experiments points to a limitation of
the model for collision energies below 50 keV/u for all the one-
electron treatments, which is related to the independent electron
approximation. Although an all-electron calculation of electron
capture is feasible at low energies®’, the connection with the re-
sults above 50 keV/u is difficult because the competition of elec-
tron capture and ionization processes at these energies (an illus-
tration of this point for ion-atom collisions can be found in the
work of Jorge et al. 4°).

Finally, we have discussed the importance of many-electron re-
moval in the fragmentation branching ratio. Using a semiem-
pirical model, we have found that the incorporation of two- and

This journal is © The Royal Society of Chemistry [year]



three-electron removal allows us to qualitatively reproduce the
experiment of Luna and Montenegro 2% where the production of
H* higher than that of H,0%, although the model does not repro-
duce the fast decay at high energies of the total cross section for
formation of H,0*.
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