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#### Abstract

The advent of ultrashort XUV pulses is pushing for the development of accurate theoretical calculations to describe ionization of molecules in regions where electron correlation plays a significant role. Here, we present an extension of the XCHEM methodology to evaluate laboratory- and molecular-frame photoelectron angular distributions in the region where Feshbach resonances are expected to appear. The performance of the method is demonstrated in the CO molecule, for which information on Feshbach resonances is very scarce. We show that photoelectron angular distributions are dramatically affected by the presence of resonances, to the point that they can completely reverse the preferred electron emission direction observed in direct nonresonant photoionization. This is the  consequence of significant changes in the electronic structure of the molecule when resonances decay, an effect that is mostly driven by electron correlation in the ionization continuum. The present methodology can thus be helpful for the interpretation of angularly resolved photoionization time delays in this and more complex molecules.


## 1. INTRODUCTION

The development of few-femtosecond and attosecond XUV pulses has opened the door to perform experiments that can access the electronic time scale in atoms and molecules. Due to their high energy, absorption of just one XUV photon is enough to ionize any of these systems. Therefore, a theoretical description of the interaction with XUV light sources requires the evaluation of the electronic continuum of atoms and molecules. In systems containing more than one electron, besides direct photoionization, where the incoming photon is absorbed by a single electron, other ionization processes involving several electrons are possible, e.g., excitation of Feshbach resonances followed by their Auger decay or ionization accompanied by the excitation of the parent ion leading to so-called satellite and shake-up lines in highresolution photoelectron spectra recorded in third-generation synchrotron facilities. ${ }^{1}$ Any realistic theoretical description of these processes must be able to describe electron correlation in the ionization continuum. Among the various photoionization observables, molecular-frame photoelectron angular distributions are particularly challenging, as these are extremely sensitive to tiny spatial differences in electron correlation.

Recent experimental efforts in attosecond science have been aimed at studying even more challenging observables, namely, the angular dependence of atomic ${ }^{2,3}$ and molecular ${ }^{4-6}$ ionization time delays of photoelectrons with kinetic energies of a few tens of eV . At these energies, the ionization continuum
is usually brimming with Feshbach resonances, which, in the case of atomic targets, are known to have a strong influence in the measured photoionization time delays. ${ }^{2,7,8}$ In the case of molecules, a complete angular information on photoionization delays can only be obtained by determining the orientation of the molecule at the instant of ionization, i.e., by measuring molecular-frame photoelectron angular distributions (MFPADs). This is nowadays feasible by combining the techniques of attosecond science with multicoincidence detection methods, such as cold target recoil ion momentum spectroscopy (COLTRIMS). ${ }^{9}$ Although this is a wellestablished procedure in experiments that employ synchrotron radiation, its implementation with attosecond light sources is quite demanding due to the low photon flux provided by these sources in comparison with synchrotrons. ${ }^{4,10,11}$ In the case of the hydrogen molecule, theory has shown that many of the features observed in the photoionization time delays ${ }^{10}$ are due to the presence of autoionizing states. One can expect that this will also be the case in more complex molecules, as these states
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are quite apparent in the corresponding photoionization spectra recorded at synchrotrons (see, e.g., refs 12-18). Recent measurements of angularly resolved photoionization delays in $\mathrm{CO}^{4}$ have mainly focused on the nonresonant features of ionization, for which electron correlation effects are not so crucial. However, a complete understanding of photoionization delays within few-eV from the photoionization threshold of this molecule requires accounting for the CO autoionizing states.

These experimental efforts have spurred the development of theoretical approaches that can accurately account for electron correlation in the ionization continuum of molecules. Such methods are already well established in atoms (see, e.g., refs 19, 20). In molecules, the multicenter nature of the potential makes the situation much more challenging. Quantum Chemistry packages are extremely successful and efficient in the description of electronic bound states using multicenter Gaussian functions. However, due to the rapid exponential decay of Gaussian functions, they have been shown to be inappropriate for the description of electronic continuum states. Thus, most existing methods for molecular ionization complement standard polycentric Gaussian functions with other basis functions that allow for an accurate description of the oscillatory behavior of the electronic continuum wave function at long distances. Among these methods, one can cite the UK Molecular R-Matrix method, ${ }^{21,22}$ tRecX, ${ }^{23,24}$ the multichannel Schwinger configuration interaction method (MCSCI), ${ }^{25-28}$ the complex Kohn method, ${ }^{29-33}$ and the XCHEM approach. ${ }^{34,35}$

The XCHEM method has been designed to interface standard Quantum Chemistry packages to provide an accurate description of electron correlation and exchange at a level comparable to that provided by complete or restricted activespace self-consistent field (CASSCF or RASSCF) methods for bound states, and hence, it is ideally suited to describe resonances in the electronic continuum. ${ }^{12,15}$ In particular, XCHEM makes use of a hybrid Gaussian-B-Spline basis (GABS), ${ }^{34}$ in which the usual polycentric Gaussian basis functions supplied by Quantum Chemistry packages are supplemented by monocentric Gaussian and B-spline functions. The correct asymptotic boundary conditions are imposed by solving the scattering equations within a closecoupling (CC) approach. XCHEM has been shown to provide accurate photoionization spectra in the resonance regions of $\mathrm{He},{ }^{35} \mathrm{Ne},{ }^{36} \mathrm{~N}_{2},{ }^{12,15}$ and $\mathrm{O}_{2} .{ }^{18}$

In this paper, we present an extension of the XCHEM code that provides accurate laboratory- and molecular-frame photoelectron angular distributions in the region where Feshbach resonances are expected to appear. We have applied it to the CO molecule for which information about Feshbach resonances or studies on how these resonances manifest themselves are scarce. ${ }^{17}$ We reveal the presence of many of these resonances close to $X^{2} \Sigma^{+}$and $A^{2} \Pi$ ionization thresholds and a strong variation of the calculated MFPADs with photoelectron energy, which may have a drastic influence on photoionization time delays in this energy region. The origin of these variations is ascribed to the abrupt change in the electron density due to electron correlation, which can reverse the preferred electron emission direction in comparison to what one would expect if the electron was directly ejected.

The paper is organized as follows. In Section 2, we present the basic equations used in our implementation of electron angular distributions. In Section 3, we describe the computa-
tional methods, and in Section 4, our results for the case of the CO molecule are presented. We discuss the results in Section 5 and summarize the most important conclusions of our work in Section 6. Atomic units are used throughout unless otherwise stated.

## 2. THEORY

The plane-wave scattering state $\left|\Psi_{\alpha E \hat{k} \sigma}^{-}\right\rangle$for a molecular ion $\alpha$ coupled to an electron with defined energy $E$, spin projection $\sigma$, and electron emission direction $\hat{k}$, fulfilling incoming boundary conditions, is asymptotically

$$
\begin{align*}
\left|\Psi_{\alpha E \hat{k} \sigma}^{-}\right\rangle= & \sum_{l m} i^{l-1} Y_{l m}^{*}(\hat{k}) e^{-i \sigma_{l}(k)} \sum_{S \Sigma}\left\langle S_{\alpha}, \frac{1}{2}, S \mid \Sigma_{\alpha}, \sigma\right\rangle \\
& \sqrt{N} \hat{\mathcal{A}} \Phi_{\alpha}\left(x_{1}, \ldots, x_{N-1}, \zeta_{N}\right) Y_{l m}\left(\hat{r}_{N}\right) \mathcal{W}_{l, E-E_{\alpha}}^{+}\left(r_{N}\right) \\
& + \text { incoming } \tag{1}
\end{align*}
$$

where $k=\sqrt{2\left(E-E_{\alpha}\right)}, N$ is the total number of electrons, $\sigma_{l}(k)$ is the Coulomb phase, $\langle a, b, c \mid \alpha, \beta\rangle$ is a Clebsch-Gordan coefficient, $\hat{\mathcal{A}} \equiv(N!)^{-1} \sum_{\mathcal{P}_{\in \mathcal{S}_{N}}}(-1)^{p} \mathcal{P}$ is the idempotent antisymmetrizer, $\Phi_{\alpha}\left(x_{1}, \ldots, x_{N-1}, \zeta_{N}\right)$ is the parent-ion function coupled to the spin function of the photoelectron to give a total spin and spin projection $S$ and $\Sigma$, respectively, $\zeta_{N}$ is the spin variable of the last electron, $x_{i}=\left(\vec{r}_{i}, \zeta_{i}\right)$ are the spatial and spin coordinates of ion electrons, $\mathrm{Y}_{l m}(\hat{\Omega})$ is a spherical harmonic, $\mathcal{W}_{l, E}(r)$ is the outgoing component of a regular Coulomb function normalized to $\delta\left(E-E^{\prime}\right)$, and "incoming" refers to the residual purely incoming components in all of the open channels. The plane-wave scattering state $\left|\Psi_{\alpha \hat{k} \sigma \sigma}^{-}\right\rangle$can be expressed in terms of spherical scattering states $\left|\Psi_{\alpha l m E}^{-}\right\rangle$, in which the outgoing photoelectron has a well-defined orbital angular momentum, as

$$
\begin{equation*}
\left|\Psi_{\alpha E \hat{k} \sigma}^{-}\right\rangle=\sum_{l m} i^{l-1} Y_{l m}^{*}(\hat{k}) e^{-i \sigma_{l}(k)} \sum_{S \Sigma}\left\langle S_{\alpha}, \frac{1}{2}, S \mid \Sigma_{\alpha}, \sigma\right\rangle\left|\Psi_{\alpha l m E}^{-}\right\rangle \tag{2}
\end{equation*}
$$

The XCHEM code computes the scattering states in which the outgoing channel has the angular distribution of symmetryadapted spherical harmonics $X_{l m}$ instead of the ordinary spherical harmonics $Y_{l m}$,

$$
\begin{align*}
& X_{l 0}=Y_{l 0}  \tag{3}\\
& X_{l m}=\frac{1}{\sqrt{2}}\left(Y_{l m}+(-1)^{m} Y_{l-m}\right), \quad m>0  \tag{4}\\
& X_{l-m}=\frac{1}{\sqrt{2} i}\left(Y_{l m}-(-1)^{m} Y_{l-m}\right), \quad m>0 \tag{5}
\end{align*}
$$

Conversely, we can express $\mathrm{Y}_{l m}$ in terms of $\mathrm{X}_{l m}$ as

$$
\begin{equation*}
Y_{l m}=\frac{a_{m}}{\sqrt{2}}\left(X_{l m}+i b_{m} X_{l-m}\right) \tag{6}
\end{equation*}
$$

where $a_{m}=1$, if $m>0 ; a_{0}=\sqrt{ } 2 ; a_{m}=-i(-1)^{m}$, if $m<0$; and $b_{m}=1-\delta_{m 0}$.

The plane-wave scattering states, therefore, can be written in terms of the symmetry-adapted spherical waves $\left|\Psi_{\mathrm{aXlmE}}^{-}\right\rangle$as

$$
\begin{align*}
\left|\Psi_{\alpha E \hat{k} \sigma}^{-}\right\rangle= & \sum_{l m} i^{l-1} Y_{l m}^{*}(\hat{k}) e^{-i \sigma_{l}(k)} \sum_{S \Sigma}\left\langle S_{\alpha}, \frac{1}{2}, S \mid \Sigma_{\alpha}, \sigma\right\rangle \\
& \frac{a_{m}}{\sqrt{2}}\left(\left|\Psi_{\alpha X l m E}^{-}\right\rangle+i b_{m}\left|\Psi_{\alpha X l-m E}^{-}\right\rangle\right) \tag{7}
\end{align*}
$$

Finally, the spherical components of the electronic dipole operator are defined from the Cartesian components used in XCHEM as

$$
\begin{align*}
& d_{1}=-\frac{d_{x}+i d_{y}}{\sqrt{2}}  \tag{8}\\
& d_{0}=d_{z}  \tag{9}\\
& d_{-1}=\frac{d_{x}-i d_{y}}{\sqrt{2}} \tag{10}
\end{align*}
$$

A useful general expression of these relations is

$$
\begin{equation*}
d_{p}=\left(1-|p|+\frac{1}{\sqrt{2}}|p|\right)\left[-p d_{x}-i|p| d_{y}+(1-|p|) d_{z}\right] \tag{11}
\end{equation*}
$$

2.1. Molecular-Frame Photoelectron Angular Distributions. The partial molecular-frame photoelectron angular distribution (MFPAD) $\frac{d P_{\alpha}}{d E d \Omega}$ is given by

$$
\begin{equation*}
\frac{d P_{a}}{d E d \hat{k}}=\sum_{\sigma \Sigma_{\alpha}}\left|\left\langle\Psi_{\alpha E \hat{k} \sigma} \mid \Psi\right\rangle\right|^{2} \tag{12}
\end{equation*}
$$

Let $A_{a l m E}=\left\langle\Psi_{a X l m E}^{-} \mid \Psi\right\rangle$ be the partial photoelectron amplitude of the wave packet $\Psi$ that results from the interaction of the molecule with an external field. In the case of intense pulsed fields, $\Psi$ may be computed by solving the TDSE numerically, whereas in the case of one-photon transition in stationary conditions, $\Psi$ is simply proportional to the action of the dipole operator on the initial bound state of the molecule. Using eq 7, we can then rewrite the MFPAD as

$$
\begin{equation*}
\frac{d P_{\alpha}}{d E d \hat{k}}=\left(2 S_{0}+1\right) \sum_{j \mu} Y_{j \mu}(\hat{k}) B_{j \mu} \tag{13}
\end{equation*}
$$

where

$$
\begin{align*}
& B_{j \mu}=\sum_{l l^{\prime}} \frac{\Pi_{j l^{\prime}}}{\sqrt{4 \pi} \Pi_{l}} i^{l^{\prime}-l} e^{i\left(\sigma_{l}-\sigma_{l}\right)}\left\langle j, l^{\prime}, l \mid 0,0\right\rangle \sum_{m m^{\prime}}\left\langle j, l^{\prime}, l \mid \mu, m^{\prime}\right\rangle \\
& \frac{a_{m}^{*} a_{m^{\prime}}}{2}\left[A_{a l m E}-i b_{m} A_{a l-m E}\right]\left[A_{a l^{\prime} m^{\prime} E}^{*}+i b_{m^{\prime}} A_{a l^{\prime}-m^{\prime} E}^{*}\right] \tag{14}
\end{align*}
$$

$\Pi_{a b \ldots}=\sqrt{(2 a+1)(2 b+1) \cdots}$, and we have used the wellknown formula for the integral of the triple product of spherical harmonics, $\left\langle Y_{a \alpha} \mid Y_{b \beta} Y_{c \gamma}\right\rangle=\frac{\Pi_{b c}}{\sqrt{4 \pi} \Pi_{a}} C_{c 0, b 0}^{a 0} C_{c \gamma, b \beta}^{a \alpha}$.
2.2. $\beta$ Parameter. Within the dipole approximation, the one-photon ionization of randomly oriented molecules gives rise to a photoelectron angular distribution that depends on just a single real number, known as $\beta$ asymmetry parameter. ${ }^{37}$ The general expression that defines this parameter $(\beta)$ is

$$
\begin{equation*}
\frac{d \sigma_{\mu^{\prime}}}{d E d \Omega}=\frac{\sigma_{\mu^{\prime}}}{4 \pi}\left[1+\beta \mathcal{P}_{2}(\cos \theta)\right] \tag{15}
\end{equation*}
$$

where $\mu^{\prime}$ refers to a photon polarized in the $z$ direction of the laboratory frame, $\sigma_{\mu^{\prime}}$ is the total cross section, $\mathcal{P}_{2}$ is the well-
known Legendre polynomial and $\theta$ is the angle between the laser polarization and photoelectron.

To derive the correct expression of $\beta$ for the XCHEM code, we start from the expression of the cross section in the length gauge

$$
\begin{equation*}
\left.\frac{d \sigma_{\mu^{\prime}}}{d E d \Omega}=\sum_{\sigma \Sigma_{\alpha}} \frac{\omega^{\prime}}{2 c} \int d \hat{R}\left|\left\langle\Psi_{0}\right| \hat{d}_{\mu^{\prime}}\right| \Psi_{\alpha E \hat{k} \sigma}^{-}\right\rangle\left.\right|^{2} \tag{16}
\end{equation*}
$$

where $\Psi_{0}$ is the ground state wave function, $\hat{d}_{\mu^{\prime}}$ is the dipole transition operator in the laboratory frame, and $\left|\Psi_{a E \hat{k} \sigma}^{-}\right\rangle$is the plane-wave scattering state defined before, in which the direction of the photoelectron $(\hat{k})$ is referred to the molecular frame. Now, defining

$$
\begin{equation*}
\left|\Psi_{\alpha E \hat{k} \sigma}^{-}\right\rangle=\sum_{l m} Y_{l m}^{*}(\hat{k}) \sum_{S \Sigma} C_{S_{\alpha} \Sigma_{\alpha} 1 / 2 \sigma}^{S \Sigma}\left|\Psi_{\alpha \sigma l m E}^{-}\right\rangle \tag{17}
\end{equation*}
$$

and making use of Wigner rotation matrices to transform the dipole transition operator and the spherical harmonics to the molecular and laboratory frame, respectively, we arrive at

$$
\begin{align*}
& \frac{d \sigma_{\mu^{\prime}}}{d \Omega}=\left(2 S_{0}+1\right) \frac{\omega^{\prime}}{2 c} \int \sum_{l_{a} m_{a} \mu_{a}} \sum_{l_{b} m_{b} \mu_{b} \mu_{b}} \sum_{m_{a}^{\prime} m_{b}^{\prime}} \mathcal{D}_{m_{a}^{\prime} m_{a}}^{l_{a}^{*}} \mathcal{D}_{m_{b}^{\prime} m_{b}}^{l_{b}} \mathcal{D}_{\mu_{a} \mu^{\prime}}^{1} \\
& \quad \mathcal{D}_{\mu_{b} \mu^{\prime}}^{1^{*}} Y_{l_{a} m_{a}^{\prime}}^{*} Y_{l_{b} m_{b}^{\prime}} \\
& \left\langle\Psi_{0}\right| \hat{d}_{\mu_{a}}\left|\Psi_{\alpha \sigma l_{a} m_{a} E}^{-}\right\rangle\left\langle\Psi_{\alpha \sigma l_{b} m_{b}}^{-} E \hat{d}_{\mu_{b}} \mid \Psi_{0}\right\rangle \tag{18}
\end{align*}
$$

where primes refer to the laboratory frame. After exploiting the properties of Wigner matrices ${ }^{38}$ to simplify the expression and using eq 15 , the expression for $\beta$ is found to be

$$
\begin{equation*}
\beta=-5 \sqrt{\frac{2}{5}} \frac{F_{2}}{F_{0}} \tag{19}
\end{equation*}
$$

where

$$
\begin{align*}
& F_{J}=\sum_{l_{a} m_{a}, \mu_{a}} \sum_{l_{b}, m_{b}, \mu_{b}} \delta_{\mu_{a}+m_{a}, \mu_{b}+m_{b}}(-1)^{J}\left\langle l_{b}, J, l_{a} \mid 0,0\right\rangle \\
& \quad\left\langle l_{a} J, l_{b} \mid m_{a}, m_{b}-m_{a}\right\rangle\left\langle 1, J, 1 \mid \mu_{b}, \mu_{a}-\mu_{b}\right\rangle \\
& i^{l_{a}-l_{b}} e^{i\left(\sigma_{l_{b}}-\sigma_{l_{a}}\right)}\left\langle\Psi_{\alpha l_{a} m_{a} E}^{-}\right| \hat{d}_{\mu_{a}}\left|\Psi_{0}\right\rangle^{*}\left\langle\Psi_{\alpha l_{b} m_{b}}^{-}\right| \hat{d}_{\mu_{b}}\left|\Psi_{0}\right\rangle \tag{20}
\end{align*}
$$

Finally, $\left\langle\Psi_{\alpha l m E}^{-}\right| \hat{d}_{\mu_{p}}\left|\Psi_{0}\right\rangle$ can be expressed as a function of the real spherical harmonics (eq 6) and the Cartesian dipole operators (eq 11) whose integrals XCHEM computes

$$
\begin{align*}
& \left\langle\Psi_{\alpha l m E}^{-}\right| \hat{d}_{\mu_{p}}\left|\Psi_{0}\right\rangle=\left(1-\left|\mu_{p}\right|+\frac{\left|\mu_{p}\right|}{\sqrt{2}}\right) \frac{a_{m}}{\sqrt{2}} \\
& {\left[-\mu_{p}\left\langle\Psi_{0}\right| \hat{d}_{x}\left|\Psi_{\alpha X l m E}^{-}\right\rangle-i \mu_{p} b_{m}\left\langle\Psi_{0}\right| \hat{d}_{x}\left|\Psi_{\alpha X l-m E}^{-}\right\rangle\right.} \\
& -i\left|\mu_{p}\right|\left\langle\Psi_{0}\right| \hat{d}_{y}\left|\Psi_{\alpha X l m E}^{-}\right\rangle+\left|\mu_{p}\right| b_{m}\left\langle\Psi_{0}\right| \hat{d}_{y}\left|\Psi_{\alpha X l-m E}^{-}\right\rangle \\
& +\left(1-\left|\mu_{p}\right|\right)\left\langle\Psi_{0}\right| \hat{d}_{z}\left|\Psi_{\alpha X l m E}^{-}\right\rangle \\
& \left.+i b_{m}\left(1-\left|\mu_{p}\right|\right)\left\langle\Psi_{0}\right| \hat{d}_{z}\left|\Psi_{\alpha X l-m E}^{-}\right\rangle\right] \tag{21}
\end{align*}
$$

## 3. COMPUTATIONAL DETAILS

In the present study, we assume a photoionization process that leaves the CO cation in the $X^{2} \Sigma^{+}, A^{2} \Pi$, and $B^{2} \Sigma^{+}$states at the experimental equilibrium geometry $(\mathrm{D}(\mathrm{C}-\mathrm{O})=1.128323 \AA$ ).

| $-=x^{2} \Sigma^{+}(\mathrm{V})\left(I_{\max }=4\right)$ | $-x^{2} \Sigma^{+}(\mathrm{V})\left(I_{\max }=6\right)$ | $\cdots$ | $x^{2} \Sigma^{+}(\mathrm{L})\left(I_{\max }=6\right)$ |  |
| :--- | :--- | :--- | :--- | :--- |
| $-=A^{2} \Pi(\mathrm{~V})\left(I_{\max }=4\right)$ | - | $A^{2} \Pi(\mathrm{~V})\left(I_{\max }=6\right)$ | $\cdots$ | $A^{2} \Pi(\mathrm{~L})\left(I_{\max }=6\right)$ |
| $\mathbf{A}$ | $-B^{2} \Sigma^{+}(\mathrm{V})\left(I_{\max }=4\right)$ | $-B^{2} \Sigma^{+}(\mathrm{V})\left(I_{\max }=6\right)$ | $\cdots$ | $B^{2} \Sigma^{+}(\mathrm{L})\left(I_{\max }=6\right)$ |





Figure 1. (A) Partial photoionization cross sections for $X^{2} \Sigma^{+}$(red), $A^{2} \Pi$ (green), and $B^{2} \Sigma^{+}$(blue) channels in the velocity gauge for the $l_{\text {max }}=4$ and $l_{\max }=6$ calculations. (B) Same as (A) but comparing both gauges for the $l_{\max }=6$ calculation. (C) $\beta$ asymmetry parameter ( $\beta$ ) for $X^{2} \Sigma^{+}$(red), $A^{2} \Pi$ (green), and $B^{2} \Sigma^{+}$(blue) channels in the velocity gauge for the $l_{\max }=4$ and $l_{\max }=6$ calculations. Continuous lines correspond to the XCHEM calculation with $l_{\max }=4$ in the velocity gauge, dashed lines correspond to the XCHEM calculation with $l_{\max }=6$ in the velocity gauge, and dotted lines correspond to the XCHEM calculation with $l_{\max }=6$ in the length gauge.

The orbitals used in our calculations have been optimized by performing a restricted active space SCF (RASSCF) calculation for the ground state of the neutral molecule using a cc-pVQZ basis set and considering all configurations in which the $1 \sigma$ and $1 \sigma^{*}$ orbitals are doubly occupied; the $2 \sigma$, $2 \sigma^{*}, 3 \sigma, 3 \sigma^{*}, 1 \pi$, and $1 \pi^{*}$ orbitals can have an arbitrary number of electrons (complete active space) and the $4 \sigma, 4 \sigma^{*}$, $5 \sigma, 5 \sigma^{*}, 6 \sigma, 6 \sigma^{*}, 2 \pi, 2 \pi^{*} 3 \pi, 3 \pi^{*}, 1 \delta$, and $1 \delta^{*}$ orbitals can have up to two electrons (restricted active space). These orbitals were then used to describe the $X^{2} \Sigma^{+}, A^{2} \Pi$, and $B^{2} \Sigma^{+}$ cationic states included in the close-coupling expansion (eq 1) by performing a similar RASSCF calculation. This approach yields a good description of the considered states as can be checked by comparing the calculated and the experimental ionization energies (experimental values indicated in parentheses), $X^{2} \Sigma^{+}: 13.89 \mathrm{eV}(14.0 \mathrm{eV}), А^{2} \Pi: 16.94 \mathrm{eV}(16.9 \mathrm{eV})$, and $B^{2} \Sigma^{+}: 19.64 \mathrm{eV}(19.7 \mathrm{eV})$.

The set of monocentric GABS used to describe the photoelectron is placed at the center of mass of the molecule. It consists of a set of 380 B -spline nodes of order 7 fixed between $R_{\min }=8.7$ au and $R_{\max }=200 \mathrm{au}$, and a set of 22 eventempered gaussian functions $\mathcal{G}_{i}^{M}(r) \propto r^{2 k+l} e^{-\alpha_{r} r^{2}}$, where $\alpha_{i}=$ $\alpha_{0} \beta^{i}\left(\alpha_{0}=0.01, \beta=1.46, i=0,1, \ldots, 21\right)$, and the following combination of $l$ and $k$ values: $l=0, k \leq 4 ; l=1, k \leq 3 ; l=2, k$ $\leq 3 ; l=3, k \leq 2 ; l=4, k \leq 2 ; l=5, k \leq 1 ; l=6, k \leq 1$. From here on, we will refer to this XCHEM calculation as the $l_{\text {max }}=6$ one.

## 4. RESULTS

In this work, we are interested in the energy region immediately below the $A^{2} \Pi$ and $B^{2} \Sigma^{+}$cationic thresholds, where series of Rydberg states converge giving rise to several prominent resonances. The effect of including higher ionization thresholds (up to a photon energy of $\sim 30 \mathrm{eV}$ ) was checked by performing calculations with a smaller basis set. For this basis set, the cross sections obtained by including $X^{2} \Sigma^{+}, A^{2} \Pi$, and $B^{2} \Sigma^{+}$channels and those obtained by including all open channels up to a photon energy of 30 eV were similar in the region below the third ionization threshold. Above this threshold, additional Feshbach resonances were found, and for this reason, we will not discuss such resonances in the present manuscript. Performing the same convergence test for the large basis set used in the manuscript is computationally very demanding. For this reason, we also computed the norms of the Dyson orbitals associated with the different ionization channels up to $\sim 35 \mathrm{eV}$. This was done using the RASSI module of OpenMolcas. ${ }^{39}$ The Dyson orbital is defined as

$$
\begin{align*}
\phi_{f i}= & \sqrt{N} \int \Psi_{f}^{N-1}\left(x_{2}, x_{3}, \ldots, x_{n}\right) \Psi_{i}^{N}\left(x_{1}, x_{2}, \ldots, x_{n}\right) d x_{2} \\
& \ldots d x_{N} \tag{22}
\end{align*}
$$

where $\Psi_{i}^{N}$ is the ground state of the molecule and $\Psi_{f}{ }^{N-1}$ is the electronic state of the molecular cation associated with channel $f$. By multiplying the above expression with the dipole operator and a one-electron continuum wave function, one obtains an approximation to the photoionization amplitude (staticexchange approximation). Although we have not used this approximation in our calculations, it can be used to


Figure 2. Comparison between MFPADs obtained from two different XCHEM calculations: with $l_{\max }=4$ (left) and $l_{\max }=6$ (right). For the sake of clarity, the MFPAD plots are normalized; the absolute value at the maximum is given in the labels. (A) MFPADs corresponding to transitions with photon energies $\gamma=15.47$ and $\gamma=15.52$ that populate a resonance in the $X^{2} \Sigma^{2}$ channel. The electric filed ( $\vec{E}_{\text {field }}$ ) is polarized in the $x$ direction. (B) MFPADs corresponding to transitions with photon energies ( $\gamma=15.70$ and $\gamma=15.76$ respectively) that populate a resonance in the $X^{2} \Sigma^{2}$ channel. The electric filed $\left(\vec{E}_{\text {field }}\right)$ is polarized in the $z$ direction.
qualitatively analyze the relative importance of the different ionization channels. In particular, when the norm of eq 22 is very small for a given ionization channel $f$, one can safely conclude that the corresponding photoionization cross section will also be very small. We found that larger norms, close to 0.9 , correspond to the three ionization channels included in our close-coupling calculations, which are mainly associated with one-hole states. Other ionization channels appearing above 23 eV , corresponding mainly to satellite states (or shake up states), have very small Dyson norms. As the values of these norms do not exceed 0.1, we can conclude that inclusion of these channels in the close-coupling expansion should not have a significant effect.

To check the convergence with angular momentum, we compare in Figure 1 the partial photoionization cross sections and the corresponding $\beta$ asymmetry parameters, in velocity gauge, obtained with $l_{\max }=6$ with those resulting from another calculation with less angular flexibility $\left(l_{\text {max }}=4\right.$ and $\left.k \leq 2\right)$ and a similar but smaller RAS. The series of Rydberg states converging to the $B^{2} \Sigma^{+}$threshold leads to Feshbach resonances in the electronic continuum of $X^{2} \Sigma^{+}$and $A^{2} \Pi$ states. Since our calculation does not include any channel above the $B^{2} \Sigma^{+}$ threshold, no more resonances are expected above it. For both observables, the two basis sets lead to almost identical results in the whole energy region, suggesting that the $l_{\max }=6$ calculations are converged. This conclusion is further supported by the very good agreement between length and velocity results in the latter calculation.

As can be seen in Figure 1, resonances are associated with asymmetric peaks in the cross sections and to abrupt jumps in the $\beta$ parameter at about the same energies. Consequently,
close to Feshbach resonances, abrupt changes in the MFPAD are also expected. Therefore, to ensure convergence of the MFPADs at the resonances, we compare the results of the two calculations described in the above paragraph in the vicinity of two resonances ( $E_{\gamma}=15.47 \mathrm{eV}$ and $E_{\gamma}=15.70 \mathrm{eV}$ ) appearing in the $X^{2} \Sigma^{+}$channel for $x$ and $z$ laser polarizations, respectively (Figure 2). The results of both sets of calculations are in excellent agreement with each other, showing that convergence in the MFPADs is reasonably achieved in the $l_{\max }=6$ calculation.

Experimental partial cross sections are only available at higher photon energies, ${ }^{17,40,41}$ where they do not have sufficient resolution to resolve any clear resonant feature. We have extended our calculations to these higher photon energies and compared with the experimental results, as shown in Figure 3. As can be seen, the agreement is quite reasonable, in spite of the fact that our calculations were designed to describe photoionization at much lower energies and only include three ionization channels. The relative difference between velocity and length gauges at these higher energies suggests that the residual discrepancy between experiment and theory may be due to the incomplete convergence of the close-coupling expansion in that energy region, which is largely expected since many of the channels that open there are not included in the calculation.

Figure 4 shows a comparison between our calculated partial cross sections in the velocity gauge with the available theoretical values ${ }^{42-47}$ in the same energy region. A notable difference with our results is the absence of Feshbach resonances in all previously reported calculations, except for a few resonances predicted by the MCSCI method. ${ }^{47}$ At higher


Figure 3. Partial photoionization cross sections for $X^{2} \Sigma^{+}$(red), $A^{2} \Pi$ (green), and $B^{2} \Sigma^{+}$(blue) cationic states. Continuous lines correspond to the XCHEM calculation with the velocity gauge, while dashed lines correspond to the XCHEM calculation with the length gauge. Experimental data obtained from (circles), ${ }^{40}$ (triangles), ${ }^{41}$ and (squares). ${ }^{17}$


Figure 4. Partial photoionization cross sections for $X^{2} \Sigma^{+}, A^{2} \Pi$, and $B^{2} \Sigma^{+}$channels. XCHEM results (in the velocity gauge) are presented among other theoretical calculations, namely, the scattered-wave $\mathrm{X} \alpha$ method (STX $\alpha$ ), ${ }^{42}$ separated channel random-phase approximation (SC-RPA), ${ }^{43}$ interacting channel random-phase approximation (ICRPA), ${ }^{43}$ Kohn variational principle Lobatto technique (LDKL), ${ }^{44}$ Stieltjes-Tchebycheff (ST), ${ }^{46}$ static-exchange DFT, ${ }^{45}$ static-exchange time-dependent DFT (TDDFT), ${ }^{45}$ and multichannel Schwinger configuration interaction method (MCSCI). ${ }^{47}$
energies, the XCHEM results are compatible with those of other calculations. These results support the notion that our description of the nonresonant part of the electronic continuum is reliable also in the region where Feshbach resonances appear.

In Figure 5, we compare our calculated MFPADs with those previously obtained by Lucchese ${ }^{48}$ at 33 eV (photon energy) for the ionization channels leading to $X^{2} \Sigma^{+}, A^{2} \Pi$ and $B^{2} \Sigma^{+}$ cationic states and for the cases of alignment and antialignment of the laser polarization with respect to the molecular axis. The MFPADs are shown as a function of the angle between the laser polarization axis and the photoelectron direction, averaged over the two possible relative orientations of the carbon and oxygen atoms along the fixed molecular axis. The agreement is excellent for both gauges in all of the cases. The same is true in a wide range of photon energies above 16 eV , indicating that XCHEM is able to describe MFPADs at the same level of accuracy as the MCSCI method. At lower energies, where Feshbach resonances are present, some discrepancies are observed, which are likely due to the difference of the resonance positions in the two calculations.

In Figure 6, we compare the calculated $\beta$ asymmetry parameters in the velocity gauge with the available experimental results. ${ }^{49}$ Again, experimental data are only available in the higher photon energy region. For $X^{2} \Sigma^{+}$and $A^{2} \Pi$ channels, the agreement with the experiment is quite good. For the $B^{2} \Sigma^{+}$channel, a significant discrepancy with experiment can be seen up to $\sim 30 \mathrm{eV}$. This could be explained by the missing higher ionization thresholds in our closecoupling expansion, which will mainly affect the highest ionization channel included in the calculations. As explained above, higher ionization channels were excluded from our calculations because they are not expected to contribute in the resonant region we are interested in.

## 5. DISCUSSION

We discuss now in more detail the effect of Feshbach resonances in the MFPADs at lower photon energies. Figures 7 and 8 show the variation of the MFPADs with photon energy for a cut along the $x z$ plane (the molecular axis coincides with the $z$ axis) and for $X^{2} \Sigma^{+}$and $A^{2} \Pi$ channels. In the $x z$ plane, the azimuthal angle is fixed ( $\phi=0$ ), so that all angular variations in the electron emission (in the molecular frame) are described by the polar angle $\theta$ (see balls' schemes in the figures). Figure 7 considers the case of laser polarization along the $x$ direction, i.e., perpendicular to the molecular axis, whereas Figure 8 considers polarization along the $z$ direction, i.e., parallel to the molecular axis. To guide the eye, the cross sections for the two different laser polarization directions have been included in the left margin of the figures. Figure 7 shows that, far from the resonance peaks, the electron angular distributions are almost the same for all photon energies in a given ionization channel. In the case of the $X^{2} \Sigma^{+}$channel, the electron is preferentially ejected at $90^{\circ}$, i.e., electrons mainly follow the external electric field and escape perpendicularly to the molecular axis. In the case of the $A^{2} \Pi$ channel, the principal direction of ejection is still $90^{\circ}$, although there is also significant electron emission at around 0 and $180^{\circ}$. The latter is the consequence of the noncylindrical symmetry of the $A^{2} \Pi$ state in which the $\mathrm{CO}^{+}$ ion is left. This picture changes completely in the vicinity of Feshbach resonances. In the $X^{2} \Sigma^{+}$channel, the presence of the resonances favors electron emission toward either the carbon or the oxygen atoms, i.e., at 0 and $180^{\circ}$, depending on the particular resonance that one focuses on, while in the $A^{2} \Pi$ channel, electron emission is even more involved than in the absence of any resonance.

When the polarization direction of the incident light is parallel to the molecular axis (see Figure 8), near-threshold


Figure 5. Normalized MFPADs obtained with XCHEM in velocity (red) and length (blue) gauges and with the MCSI approach of Lucchese et al. ${ }^{48}$ at 33 eV (photon energy) for the ionization channels leading to $X^{2} \Sigma^{+}, A^{2} \Pi$ and $B^{2} \Sigma^{+}$cationic states and for the cases of alignment (bottom) and antialignment (top). The MFPADs are represented as a function of the angle between the laser polarization direction and the direction of ejection of the photoelectron and averaging between both possible molecule orientations.


Figure 6. $\beta$ asymmetry parameter $(\beta)$ for $X^{2} \Sigma^{+}$(red), $A^{2} \Pi$ (green), and $B^{2} \Sigma^{+}$(blue) ionization channels. Continuous lines correspond to the XCHEM calculation in the velocity gauge, dashed lines in the length gauge, and triangles to the experimental data from Marr et al. ${ }^{49}$
photoelectrons in the $X^{2} \Sigma^{+}$channel are mainly ejected toward the carbon atom, as can be clearly observed close to 14 eV . As we move to higher photon energies, still in the nonresonant regions, ejection around 110 and $180^{\circ}$ starts to appear. This picture is again disrupted by the presence of the resonances. For example, the first resonance appearing at 14.4 eV favors electron emission toward the opposite direction, the oxygen atom. In the $A^{2} \Pi$ case, the preferred electron emission directions in the nonresonant regions are 45 and $135^{\circ}$. The presence of resonances modifies the relative intensities in these two directions.

The abrupt changes in the electron emission direction in the presence of resonances are the consequences of similarly
abrupt changes in the electron density. To illustrate this point in an intuitive way, we fix our attention to the resonance appearing at 14.4 eV in Figure 8, which significantly modifies the photoelectron direction toward the oxygen atom. Direct electron ejection into the continuum associated with the $X^{2} \Sigma^{+}$ channel can be easily understood by looking at the Dyson orbital resulting from the overlap between the ground state of CO and the $X^{2} \Sigma^{+}$state of $\mathrm{CO}^{+}$. This is shown in Figure 9A. The Dyson orbital is mainly located around the carbon atom, thus explaining why this is the preferred electron emission direction just below and above the resonance in question. At the resonance energy, two different paths to the continuum interfere: the direct ionization path just described and autoionization from the Feshbach resonance populated at this energy. This Feshbach resonance is a Rydberg state associated with the $A^{2} \Pi$ channel, which is embedded in the $X^{2} \Sigma^{+}$continuum. The dominant electronic configurations can be respectively written as $1 \sigma^{2} 1 \sigma^{* 2} 2 \sigma^{2} 2 \sigma^{* 2} 1 \pi^{3} 3 \sigma^{2} n \pi^{1}$ (Rydberg state) and $1 \sigma^{2} 1 \sigma^{* 2} 2 \sigma^{2} 2 \sigma^{* 2} 1 \pi^{4} 3 \sigma^{1} \epsilon \sigma^{1}$ ( $X^{2} \Sigma^{+}$continuum). Therefore, the decay of the metastable Rydberg state to the continuum is a two-electron process in which one electron has to jump to the continuum and the other one has to move to a different bound orbital. In other words, a first electron must leave the diffuse Rydberg orbital $n \pi$ and a second one the $3 \sigma$ orbital to end up in the $1 \pi$ orbital and the continuum orbital $\epsilon \sigma$. Figure 9D shows the diffuse orbital $n \pi$ associated with the dominant configuration in the Rydberg state (for simplicity, only one of the two degenerate diffuse orbitals is shown) and Figure 9B,C the $3 \sigma$ and $1 \pi$ orbitals, respectively. These orbitals correspond to the dominant configurations in the multi-


Figure 7. Cuts of the MFPADs through a plane that contains the molecular axis ( $x z$ plane, i.e., $\phi=0$ ) as a function of photon energy for $X^{2} \Sigma^{+}$and $A^{2} \Pi$ state channels. The electric field $\left(\vec{E}_{\text {field }}\right)$ is polarized along the $x$ direction (perpendicular to the molecular axis). See scheme in the bottom right. The corresponding cross sections are depicted on the left-hand side of the figure.


Figure 8. Same as Figure 7 when the electric filed $\left(\vec{E}_{\text {field }}\right)$ is polarized along the $z$ direction (parallel to the molecular axis).
reference expansion of the wave function. As the electrons are indistinguishable, one cannot know which electron goes where, but it can be clearly seen that all of the relevant orbitals in the autoionizing decay of the Feshbach resonance, namely, the initial Rydberg orbital (Figure 9D), the initial $3 \sigma$ orbital (Figure 9C), and the final $\pi$ orbital (Figure 9B) are mostly concentrated around the oxygen atom, thus explaining why electron emission is favored in this direction in contrast with the case in which no resonance is populated.

The results of Figure 9 show that Dyson orbitals, though potentially useful to qualitatively predict the preferential
emission direction of the electron in a direct (nonresonant) ionization process, they are not appropriate for similar predictions in the region where Feshbach resonances appear. This is due to the important role played by correlation between the remaining electrons and the ionized ones in these regions, which cannot be accounted for by Dyson orbitals, since, by definition, the scaping electron is ignored (see eq 22 ).


Figure 9. Orbitals involved in the resonant and nonresonant ionization pathways corresponding to the $X^{2} \Sigma^{+}$channel. (A) Dyson orbital corresponding to the overlap between the ground state of CO and the $X^{2} \Sigma^{+}$state of $\mathrm{CO}^{+}$. (B) $1 \pi$ orbital containing the unpaired electron in the dominant configuration of the $A^{2} \Pi$ cationic state. (C) $3 \sigma$ orbital containing the unpaired electron in the dominant configuration of the $X^{2} \Sigma^{+}$cationic state. (D) Rydberg orbital associated with the $A^{2} \Pi$ channel. For all orbitals, the isosurface corresponds to $70 \%$ of the orbital.

## 6. CONCLUSIONS

We have presented an extension of the XCHEM methodology to evaluate laboratory- and molecular-frame photoelectron angular distributions of molecules from accurate correlated electronic continuum wave functions. The method is particularly suitable to obtain photoelectron angular distributions in the region of the spectrum where strong correlation effects, as those associated with the decay of Feshbach resonances or with shake-up process, are important. The performance of the method has been demonstrated in the CO molecule, for which information on Feshbach resonances is very scarce. We have shown that, in the absence of any resonance, the calculated MFPADs are at least as accurate as those provided by other multireference methods to describe the ionization continuum of molecules. Our new results in the region where Feshbach resonances are present show that photoelectron angular distributions are dramatically affected by the presence of resonances, to the point that they can reverse the preferred electron emission direction. We have demonstrated that this pronounced effect is the consequence of important changes in the electronic structure of the molecule when resonances are populated, an effect that is mostly driven by electron correlation in the ionization continuum. We trust that the present methodology will help understand the measurement of angularly resolved photoionization time delays in this and more complex molecules.
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