Averaged dynamics and control for heat equations with random diffusion

Jon Asier Bárcena-Petisco a,b,∗,1, Enrique Zuazua c,b,a,1

Keywords:
Averaged controllability
Averaged observability
Observability
Random heat equation

1. Introduction

We analyse the problem of controlling the averaged value of the heat equation with random diffusion. This problem is relevant in applications in which the control has to be chosen independently of the random value, in a robust way. This problem has been studied in the literature in bounded domains and with diffusivities independent of the space and time variables and with a strictly positive minimum common to almost every realization. Notably, in [1,2] the authors consider diffusivities which follow the uniform and exponential probability distributions respectively, whereas a more general study is done in [3]. In those papers it is shown that, under those assumptions, the averaged dynamics inherits many properties from the dynamics of the heat equation (regularity, controllability, observability, etc.), with the only notable exception of the semi-group property. This is done by considering the Fourier representation of the averaged solutions.

In this paper we pursue the study to diffusivities which are allowed to take any positive value. In this scenario the averaged dynamics is still analytic (see Proposition 4.1), and we prove that the averaged dynamics is approximately controllable provided that we have a hierarchic decay in the time variable of the different frequencies. However, the averaged dynamics may acquire a fractional nature, or an even less diffusive one, so it may not be null controllable. What determines if we can control it is how fast the density of averaging decays when the diffusivity $\alpha$ vanishes. In the critical threshold, which is given by all the random variables whose density functions $\rho(\alpha)$ decay like $e^{-C_\rho \alpha^{-1}}$ for some $C_\rho > 0$ when $\alpha \to 0$, the dynamics of the average is similar to the $\frac{1}{\alpha}$-fractional Laplacian, which is well-known to be critical in the context of the controllability of fractional diffusion processes. Null controllability then fails (resp. holds) when the density weights more (resp. less) than in the null diffusivity regime than in this critical regime.

This paper deals with the averaged dynamics for heat equations in the degenerate case where the diffusivity coefficient, assumed to be constant, is allowed to take the null value. First we prove that the averaged dynamics is analytic. This allows to show that, most often, the averaged dynamics enjoys the property of unique continuation and is approximately controllable. We then determine if the averaged dynamics is actually null controllable or not depending on how the density of averaging behaves when the diffusivity vanishes. In the critical density threshold the dynamics of the average is similar to the $\frac{1}{\alpha}$-fractional Laplacian, which is well-known to be critical in the context of the controllability of fractional diffusion processes. Null controllability then fails (resp. holds) when the density weights more (resp. less) in the null diffusivity regime than in this critical regime.
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in Section 8). The averaged solution of (1.1) is given by:
\[ \bar{y}(t, x; y^0, g, h) := \int_0^{+\infty} y(t, x; \alpha, y^0, g, h)\rho(\alpha)\,d\alpha. \]

Moreover, we can model a control \( f \) located in \( G_0 \subset G \) or on \( \Gamma \subset \partial G \) by posing \( g = f1_{G_0} \) or \( h = f1_{\Gamma} \) respectively.

In order to study (1.1) we rely on being the eigenfunctions of \( -\Delta \) independent of \( \alpha \), as this allows us to work with the Fourier representation of the averaged solution. Thus, we may not use the same techniques in more general heat equations, like:
\[ y_t - \div(\sigma(x, \alpha)\nabla y) + A(x, \alpha) \cdot \nabla y + a(x, \alpha)y = 0. \tag{1.2} \]

Indeed, even if we assume that \( w \mapsto -\div(\sigma(x, \alpha)\nabla w) + A(x, \alpha) \cdot \nabla w + a(x, \alpha)w \) can be diagonalized, its eigenfunctions depend on \( \alpha \) and, in particular, the averages of the eigenfunctions with respect to \( \alpha \) may not form an orthogonal set. However, by studying the dynamics and controllability of (1.1) we highlight some of the most fundamental phenomena involving (1.2). The techniques presented in this paper also work for heat equations of the type:
\[ y_t - \mathcal{L}y = 0, \]

for \( \mathcal{L} \) any self-adjoint elliptic operator of order 2 with compact resolvent.

Since studying controllability with internal or boundary controls is almost equivalent, this paper is mainly devoted to controllability with an internal control and the few differences are explained in Section 8. In addition, to study the controllability properties of (1.1) we follow the classical duality approach (see Section 7.1 for further details) and focus on the observability properties of its adjoint system, which is given by:
\[
\begin{aligned}
&-\psi_t - \alpha \Delta \psi = 0, \quad \text{in} \quad (0, T) \times G, \\
&\psi = 0, \quad \text{on} \quad (0, T) \times \partial G, \\
&\psi(T, \cdot) = \phi, \quad \text{on} \quad G.
\end{aligned} \tag{1.3}
\]

To lighten the notation we work, as usual, in its time-reversed system, which is given by:
\[
\begin{aligned}
&u_t - \alpha \Delta u = 0, \quad \text{in} \quad (0, T) \times G, \\
&u = 0, \quad \text{on} \quad (0, T) \times \partial G, \\
&u(0, \cdot) = \phi, \quad \text{on} \quad G.
\end{aligned} \tag{1.4}
\]

We define the average of (1.4) as:
\[ \bar{u}(t, x; \alpha, \phi) := \int_0^{+\infty} u(t, x; \alpha, \phi)\rho(\alpha)\,d\alpha. \]

The first property of \( \bar{u} \) that we prove is its analyticity in the time variable from \((0, +\infty)\) to \(L^2(G) \). Next, using this together with a hierarchic decay in the time variable of the different frequencies, we obtain some unique continuation results for (1.4). Finally we determine when the averaged dynamics of (1.4) is null observable by combining the Fourier representation of the solutions of (1.4) and the monotonicity of the solutions of (1.1) with respect to the boundary conditions.

In order to illustrate the effect of averaging in the dynamics, let us study the dynamics of (1.4) when \( G = \mathbb{R}^d \). As averaging and the Fourier transform commute, we work on the Fourier transform of the fundamental solution of the heat equation, which is given by:
\[ \exp(-\alpha |\xi|^2 t) . \]

Consequently, the Fourier transform of the average of the fundamental solutions is given by:
\[ \int_0^{+\infty} \exp(-\alpha |\xi|^2 t)\rho(\alpha)\,d\alpha; \]

i.e. the Laplace transform of \( \rho \) evaluated in \( |\xi|^2 t \). In particular, for \( r \in (0, 1) \) if \( \rho(\alpha) \sim_0 e^{-\alpha^r} \) we have that:
\[ \int_0^{+\infty} \exp(-\alpha |\xi|^2 t)\rho(\alpha)\,d\alpha \sim \exp(-C |\xi|^2 t^r), \tag{1.5} \]

when \(|\xi|^2 t \to +\infty\) as shown in (2.8). Thus, for those density functions the averaged dynamics in \( \mathbb{R}^d \) has a fractional nature. As we are going to prove, for \( G \) bounded this is also true and we have the usual controllability and observability results of fractional dynamics (see, for example, [4–8]); that is, (1.5) implies that the averaged unique continuation is preserved, but (1.5) preserves the null averaged observability if and only if \( r > 1/2 \), being the threshold density functions those which satisfy:
\[ \rho(\alpha) \sim_0 e^{-\alpha^{r-1}}. \tag{1.6} \]

2. Quantification of the main results

In this section we introduce the precise definition of the previously introduced observability notions, quantify the main results and give some specific examples.

To start with, we recall the definitions of the introduced observability notions:

**Definition 2.1.** Let \( G \subset \mathbb{R}^d \) be a domain and \( G_0 \subset G \) be a subdomain. System (1.4) is null averaged observable or null observable in average in \( G_0 \) if for all \( T > 0 \) there is a constant \( C > 0 \) such that for any \( \phi \in L^2(G) \):
\[ \| \tilde{u}(T, \cdot; \phi) \|_{L^2(G_0)} \leq C \| \tilde{u}(\cdot; \cdot; \phi) \|_{L^2((0, T) \times G_0)}. \tag{2.1} \]

If (1.4) is null averaged observable, we define the cost of the null averaged observability as:
\[ K(G, G_0, \rho, T) = \sup_{\phi \in L^2(G)\setminus\{0\}} \frac{\| \tilde{u}(T, \cdot; \phi) \|_{L^2(G_0)}}{\| \tilde{u}(\cdot, \cdot; \phi) \|_{L^2((0, T) \times G_0)}}. \tag{2.2} \]

**Definition 2.2.** Let \( G \subset \mathbb{R}^d \) be a domain and \( G_0 \subset G \) be a subdomain. System (1.4) satisfies the averaged unique continuation property in \( G_0 \) if for all \( T > 0 \) the equality \( \bar{u} = 0 \) in \((0, T) \times G_0 \) implies that \( \phi = 0 \).

To continue with, we state the precise hypotheses on \( \rho \). For that, we focus on the Laplace transform of \( \rho \), which also appears naturally when \( G \) is a bounded domain (see (3.1)). We use the asymptotic notation \( f(s) \sim g(s) \), which means that there is \( C > 0 \) such that \( f(s) \geq C g(s) \) for \( s \) large enough.

- To have the unique continuation we need for some \( r > 0 \) that:
  \[ -\frac{d}{ds} \ln \int_0^{+\infty} e^{-su} \rho(\alpha)\,d\alpha = \frac{\int_0^{+\infty} e^{-su} \rho(\alpha)\,d\alpha}{\int_0^{+\infty} e^{-su} \rho(\alpha)\,d\alpha} \geq s^{r-1}. \tag{2.3} \]
- To have the null observability we need (2.3) for some \( r > \frac{1}{2} \).
- To prove the lack of null observability we need for some \( C > 0 \) and \( r \in (0, \frac{1}{2}) \) that:
  \[ \int_0^{+\infty} e^{-su} \rho(\alpha)\,d\alpha \geq e^{-C r^2}. \tag{2.4} \]

Let us now state the main results of this paper:

- The first main result of this paper is that in many cases we have the unique continuation property:
Theorem 2.3. Let $G \subset \mathbb{R}^d$ be a Lipschitz domain, $G_0 \subset G$ be a subdomain, and $\rho = 1_{(0,1)}$ or $\rho$ be a density function which satisfies (2.3) for some $r > 0$. Then, system (1.4) satisfies the averaged unique continuation property in $G_0$.

The proof of Theorem 2.3 is given in Section 4. For the uniform distribution it relies on explicit computations of the averaged solutions, whereas for the more diffuse case it relies on the analyticity of the averaged dynamics from $t \in (0, +\infty)$ to $L^2(G)$ (see Proposition 4.1) and on the fact that there is some hierarchy in how the frequencies decay, a technique dating back to [9].

- The second main result of this paper concerns some cases in which we do not have averaged observability:

Theorem 2.4. Let $G \subset \mathbb{R}^d$ be a Lipschitz domain, $G_0 \subset G$ be a subdomain such that $G_0 \neq G$ and $\rho$ be a density function which satisfies (2.4) for some $C > 0$ and $r \in [0, \frac{1}{2})$. Then, system (1.4) is not null observable in average in $G_0$.

We know from Theorem 2.3 that the lack of observability is not caused by a lack of unique continuation. In fact, we prove Theorem 2.4 in Section 5 by giving a sequence $\phi_N \in L^2(G)$ such that:

$$\lim_{N \to \infty} \left\| \bar{u}(T, \cdot; \phi_N) \right\|_{L^2(G)}^{1/2} = +\infty. \quad (2.5)$$

This sequence is constructed with functions supported in $G \setminus G_0$, orthogonal to some low frequencies and, at the same time, not too concentrated on high frequencies. Estimate (2.4) ensures us that the mid frequencies do not decay too fast. The fact that the proof works for all $d \in \mathbb{N}$ and $r \in [0, 1/2]$ is a step forward with respect to the literature, as in analogous situations with fractional dynamics the lack of controllability for $d \geq 2$ and $r \in [0, 1/2]$ is still unproved.

Remark 2.5. If $G = G_0$ system (1.4) has the averaged unique continuation property and is null observable in average. This is an immediate consequence of the fact that $t \mapsto \|\bar{u}(t, \cdot; \phi)\|_{L^2(G)}$ is a decreasing function (see Remark 3.8).

- The last main result of the paper concerns some cases in which we have averaged observability:

Theorem 2.6. Let $G \subset \mathbb{R}^d$ be a Lipschitz locally star-shaped domain, $G_0 \subset G$ be a subdomain, $T > 0$ and $\rho$ be a density function which satisfies (2.3) for some $r > \frac{1}{2}$. Then, system (1.4) is null observable in average. In addition, there are $T_0, C > 0$ such that for all $T \in [0, T_0]$ we have that:

$$K(G, G_0, \rho, T) \leq C e^{C(T - (2r - 1)^{-1})}. \quad (2.6)$$

We recall that the locally star-shaped domains are defined in [10, Section 3] and include all the $C^2$ domains. We prove Theorem 2.6 in Section 6 by adapting the ideas of [11]; that is, we use the Fourier representation and the decay properties of the averaged dynamics.

Remark 2.7. The estimate (2.6) is an upper estimate for short-time horizons. Ideally, it would also be good to have a lower bound and to precise the constant of the exponential by some geometric terms as in the heat equation (see, for instance, [12–16]), though this problem goes beyond the objective of this work.

Example 2.8. The density functions which satisfy the hypotheses of Theorems 2.3 and 2.6 include those which decay sufficiently fast when the diffusivity vanishes. Similarly, the density functions which satisfy the hypothesis of Theorem 2.4 are those which do not decay fast enough (including those which do not decay at all) when the diffusivity vanishes. Meaningful examples include:

1. Any density function $\rho$ such that $\rho(\alpha) = 0$ for all $\alpha \in (0, \delta_0)$ for some $\delta_0 > 0$ satisfies (2.3) for $r = 1$. Hence, all these functions satisfy the hypotheses of Theorems 2.3 and 2.6.

2. If $k \in (0, +\infty)$, and $p$ and $q$ are two polynomials such that $p(\alpha) + q(\alpha^{-1}) \neq 0$ for some $\alpha \in (0, 1)$, the density function:

$$\rho(\alpha) = \frac{(p(\alpha) + q(\alpha^{-1})) e^{-\alpha^{-k}} 1_{(0,1)}(\alpha)}{\int_0^1 (p(s) + q(s^{-1})) e^{-s^{-k}} ds}, \quad (2.7)$$

satisfies (2.3) for $r = \frac{1}{\alpha + 1}$. Thus, (2.7) satisfies the hypotheses of Theorem 2.3 if $k > 0$ and of Theorem 2.6 if $k > 1$.

3. The density functions given by (2.7) satisfy (2.4) for $r = \frac{1}{\alpha + 1}$. Thus, if $k \in (0, 1)$ they satisfy the hypothesis of Theorem 2.4.

4. The density functions $\rho(\alpha) = 1_{0,1}(\alpha)$ (that is, when $\alpha$ is a random variable with uniform distribution in $(0, 1)$) and $\rho(\alpha) = e^{-\alpha} 1_{0,1}(\alpha)$ (that is, when $\alpha$ is a random variable with exponential distribution in $(0, +\infty)$) satisfy (2.4) for all $r > 0$. Indeed, any continuous density function $\rho$ such that $\rho(0) > 0$ does so. Thus, all these functions satisfy the hypotheses of Theorem 2.4.

The proofs of items 1 and 4 are straightforward. As for items 2 and 3, we can prove them by considering the asymptotic result:

$$\int_0^1 \alpha^r e^{-\alpha s} - \alpha d\alpha \sim s^{-2 + 2/r - 1} e^{-c_0 s^{1/r}} \text{,} \quad (2.8)$$

for all $r \in \mathbb{R}$ for some $c_0 > 0$ (independent of $r$) when $s \to +\infty$. These asymptotic similarities can be proved with the Laplace method. In fact, we have that:

$$\int_0^1 \alpha^r e^{-\alpha s} - \alpha d\alpha \sim \int_0^{+\infty} \alpha^r e^{-\alpha s - \alpha} d\alpha = s^{-1 + r} \int_0^{+\infty} t^{1/r} e^{-t + t^{-1}} dt,$$

where we have used the change of variables $\alpha = ts^{-1/r}$. Next, we can show the equivalence by using the classical Laplace method. In fact, if $\phi$ is any convex function in $(0, +\infty)$ with minimum at $\tilde{t}$, and if $f$ is a continuous function in a neighbourhood of $\tilde{t}$ with subexponential growth it is well-known the limit:

$$\lim_{\theta \to \infty} \frac{1}{f(\tilde{t})} \int_0^{+\infty} f(t) e^{-\theta \phi(t)} dt = \frac{\theta \phi''(\tilde{t})}{2\pi}, \quad (2.9)$$

which is proved by considering that the mass of the integral is concentrated on a neighbourhood of $\tilde{t}$, by using a Taylor expansion of order 2 in the exponent and the continuity of $f$, then extending again the integral to $(0, +\infty)$ and finally explicitly computing the Gaussian function. For a more detailed proof of (2.8) one can consult, for instance, [17, (6.4.35) and Example 6.4.9].

The rest of the paper is organized as follows: in Section 3 we present some basic results, in Section 4 we prove Theorem 2.3, in Section 5 we prove Theorem 2.4, in Section 6 we prove Theorem 2.6, in Section 7 we resume the controllability problem, in Section 8 we comment some possible extensions, and in Appendix we prove a technical result.
3. Preliminaries

In this section we introduce some basic facts and notation that we use later on. In particular, we study the spectral properties of the Dirichlet Laplacian, the size of the solutions of the heat equation and the decay implied by \((2.3)\).

3.1. Some results on the spectral decomposition of the Dirichlet Laplacian

As usual, \(e_i\) denotes (starting at \(i = 0\)) the eigenfunctions of the Dirichlet Laplacian, \(\lambda_i\), their respective eigenvalues and \(A_i := \{i : \lambda_i \leq \lambda\}\). In addition, for any \(\lambda > 0\), \(P_L\) denotes the orthogonal projection of \(L^2(G)\) into \((e_i)_{i \in A_L}\) and \(P^2_L\) the orthogonal projection of \(L^2(G)\) into \((e_i)_{i \in A_L}^2\).

To begin with, we recall that, as shown in [1], the Fourier representation of the averaged solution is:

\[
\tilde{u}(t, x, \alpha, \phi) := \int_0^{+\infty} u(t, x, \alpha, \phi) \rho(\alpha) d\alpha = \sum_{i \in \mathbb{N}} \left( \int_0^{+\infty} e^{-\alpha \lambda_i t} \rho(\alpha) d\alpha \right) \langle \phi, e_i \rangle_{L^2(G)} e_i(x),
\]

\[\text{(3.1)}\]

Next, we recall that the eigenvalues have a growth limited by Weyl’s law:

**Lemma 3.1 (Weyl’s Law).** Let \(G \subset \mathbb{R}^d\) be a Lipschitz domain. We have:

\[
\lim_{\lambda \to \infty} \frac{|A_\lambda|}{\lambda^{d/2}} = \frac{\text{Vol}(B(0,1)) \text{Vol}(G)}{(2\pi)^d}.
\]

In particular, there is \(C > 0\) such that for all \(\lambda \geq \lambda_0:\)

\[
|A_\lambda| \leq C \lambda^{d/2}.
\]

Weyl’s law is proved for instance in [18].

Finally, we recall the following elliptic result proved in [10, Theorem 3]:

**Lemma 3.2 ([10]).** Let \(G\) be a locally star-shaped domain and \(G_0 \subset G\) a subdomain. There exists a constant \(C > 0\) such that for all \(\lambda_0 \geq 0\) and \(\{c_i\} \subset \mathbb{R}^d:\)

\[
\left( \sum_{i \in A_\lambda} |c_i|^2 \right)^{1/2} \leq C e^{c \sqrt{\lambda}}, \quad \left( \sum_{i \in A_\lambda} c_i e_i \right)_{L^2(G_0)}.
\]

\[\text{(3.3)}\]

This result is a refinement of [19, Theorem 1.2], which was a refinement of the results proved in [20].

3.2. Some results on the heat equation

In this subsection we state some properties of the solutions of the heat equation. We first recall that their time derivative can be estimated by using the analyticity and contraction of the semigroup of the heat equation (see [21, Sections 2.5 and 5.6]) and Cauchy’s integration formula:

**Lemma 3.3.** Let \(G\) be a bounded domain. Then, there is \(C > 0\) such that for all \(k \in \mathbb{N}, s \in \mathbb{R}^+\) and \(\phi \in L^2(G)\) we have that:

\[
\|\partial^k_t v(s, \cdot, \phi)\|_{L^2(G)} \leq \frac{C k!}{s^k} \|\phi\|_{L^2(G)},
\]

\[\text{(3.4)}\]

for \(v\) the solution of:

\[
\begin{aligned}
 v_t - \Delta v &= 0, \quad &\text{in } (0, T) \times G, \\
 v &= 0, \quad &\text{on } (0, T) \times \partial G, \\
 v(0, \cdot) &= \phi, \quad &\text{on } G.
\end{aligned}
\]

\[\text{(3.5)}\]

It is interesting to consider the solutions of \((3.5)\) because of the identity:

\[
u(t, x, \alpha, \phi) = v(t\alpha, x, \phi),
\]

\[\text{(3.6)}\]

for \(u\) the solution of \((1.4)\).

Another result that we need is that the propagation of the mass, when the initial value in some subdomain is null, is exponentially slow:

**Lemma 3.4.** Let \(G\) be a bounded domain and let \(\tilde{G}, G_0 \subset G\) be Lipschitz domains satisfying \(\tilde{G} \subset C \subset G \setminus G_0\). Then, there are \(c, C > 0\) such that for all \(\phi\) satisfying \(\text{supp}(\phi) \subset \tilde{G}\) and all \(T, \alpha > 0\) we have that:

\[
\|u(\cdot, \alpha, \phi)\|_{L^2(0, T; L^2(G_0))} \leq Ce^{-cT} \|\phi\|_{L^2(G)},
\]

\[\text{(3.7)}\]

for \(u\) the solution of \((1.4)\).

We recall that \(A \subset B\) means that \(A\) is contained in a compact set contained in \(B\). **Lemma 3.4**, whose originality we do not claim, is a consequence of the comparison principle. Indeed, following for example the ideas of [22, Lemma 4], we obtain **Lemma 3.4** by comparing the solutions of \((1.4)\) with initial value \(\pm \phi\) to the solution of the heat equation in \(\mathbb{R}^d\) with initial value \(|\phi|_{\mathcal{C}}\), a solution which can be estimated by using its representation with the kernel of the heat equation.

3.3. Decay properties implied by \((2.3)\)

In this subsection we show that if the density function \(\rho\) satisfies \((2.3)\), the averaged solutions of \((1.4)\) have a decay similar to that of the solutions of the fractional heat equation. In particular, we prove the following result:

**Lemma 3.5.** Let \(\rho\) be a density function which satisfies \((2.3)\) for some \(r \in (1/2, 1]\). Then, there is \(c > 0\) such that for all \(\lambda \geq \lambda_0\) and \(t_1, t_2 \in [0, 1]\) satisfying \(t_1 < t_2\) we have that:

\[
\int_0^{+\infty} e^{-t_2 - \lambda t} \rho(\alpha) d\alpha \leq \int_0^{+\infty} e^{-t_1 - \lambda t} \rho(\alpha) d\alpha.
\]

\[\text{(3.8)}\]

We recall that \(\lambda_0\) is the first eigenvalue of the Laplacian.

**Proof.** In order to prove **Lemma 3.5** we first remark that for all \(s \geq 0\) we have that:

\[
- \frac{d}{ds} \log \left( \int_0^{+\infty} e^{-s\alpha} \rho(\alpha) d\alpha \right) = \int_0^{+\infty} e^{-s\alpha} \alpha \rho(\alpha) d\alpha = \int_0^{+\infty} e^{-s\alpha} \rho(\alpha) d\alpha \geq c \min(s^{-r - 1}, 1).
\]

\[\text{(3.9)}\]

Indeed, \((3.9)\) follows from \((2.3)\) and from the continuity of \(s \mapsto \int_0^{+\infty} e^{-s\alpha} \rho(\alpha) d\alpha\) in \([0, +\infty)\). Thus, from \((3.9)\) we obtain for all \(s_1, s_2 \geq 0\) with \(s_1 < s_2\) the estimate:

\[
\int_0^{+\infty} e^{-s_2 \alpha} \rho(\alpha) d\alpha \leq \exp \left( -c \int_{s_1}^{s_2} \min(s^{-r - 1}, 1) ds \right) \times \int_0^{+\infty} e^{-s_1 \alpha} \rho(\alpha) d\alpha.
\]

\[\text{(3.10)}\]

Next, we fix \(t_1, t_2\) satisfying \(t_1, t_2 \in [0, 1]\) and \(t_1 < t_2\), and use different approaches depending on the value of \(\lambda:\)

- If \(\lambda \in \{\lambda_0, t_2^{-1}\}\), from \((3.10)\) taking \(s_1 = \lambda t_1\) and \(s_2 = \lambda t_2\), since \([s_1, s_2] \subset [0, 1]\), we obtain that:

\[
\int_0^{+\infty} e^{-t_2 \lambda t_1} \rho(\alpha) d\alpha \leq e^{-c\lambda(t_2 - t_1)} \int_0^{+\infty} e^{-t_1 \lambda t} \rho(\alpha) d\alpha.
\]

\[\text{(3.11)}\]
In addition, since \( \lambda \geq \lambda_0 \) we have that:

\[
- \lambda \leq -\lambda_0^{-1} - \lambda'.
\]  

(3.12)

Thus, from (3.11) and (3.12) we obtain (3.8) for some \( c > 0 \) and all \( \lambda_0 \in [\lambda_0, t_2^-] \).

- If \( \lambda \in [t_1^-, +\infty) \), from (3.10) taking \( s_1 = \lambda t_1 \) and \( s_2 = \lambda t_2 \), since \( [s_1, s_2] \subset [1, +\infty) \), we obtain that:

\[
\int_{0}^{+\infty} e^{-t_2 \rho(\alpha) / \lambda} \rho(\alpha) d\alpha \leq e^{-c \lambda t_1} \int_{0}^{+\infty} e^{-t_1 \rho(\alpha) / \lambda} \rho(\alpha) d\alpha.
\]  

(3.13)

Moreover, we consider that:

\[
-(t_2^--t_1^-) = \left(-t_2^+ + t_1^+ + t_1^- \right)
= \frac{t_1 - t_2 - t_1^+ t_1^- + t_1^+ t_1^-}{t_1^- + t_1^-} \leq \frac{t_1 - t_2}{t_1^- + t_1^-} \leq \frac{t_1 - t_2}{2}.
\]  

(3.14)

We have used in the first inequality of (3.14) that \( t_1 < t_2 \) and \( r \in (1/2, 1) \), and in the second one that \( t_1 - t_2 < 0 \) and \( t_1, t_2 \in (0, 1) \). Thus, from (3.13) and (3.14) we obtain (3.8) for some \( c > 0 \) and all \( \lambda \in [t_1^-, +\infty) \).

- If \( \lambda \in (t_2^-, t_1^-) \), we have that:

\[
(t_1, t_2) \equiv (t_1, \lambda^{-1}) \cup (\lambda^{-1}, t_2).
\]

For the time interval \( (\lambda^{-1}, t_2) \) we may use the result of the second case for \( t_1 \) replaced by \( \lambda \) and obtain that:

\[
\int_{0}^{+\infty} e^{-t_2 \rho(\alpha) / \lambda} \rho(\alpha) d\alpha \leq e^{-c \lambda t_1} \int_{0}^{+\infty} e^{-t_1 \rho(\alpha) / \lambda} \rho(\alpha) d\alpha.
\]  

(3.15)

In addition, for the time interval \( (t_1, \lambda^{-1}) \) we may use the result of the second case for \( t_2 \) replaced by \( \lambda \) and obtain that:

\[
\int_{0}^{+\infty} e^{-t_1 \rho(\alpha) / \lambda} \rho(\alpha) d\alpha \leq e^{-c \lambda t_1} \int_{0}^{+\infty} e^{-t_1 \rho(\alpha) / \lambda} \rho(\alpha) d\alpha.
\]  

(3.16)

Thus, from (3.15) and (3.16), by taking smaller constants \( c \) if necessary, we get (3.8) for all \( \lambda \in (t_2^-, t_1^-) \). □

**Remark 3.6.** The first and third cases in the proof of Lemma 3.5 might be empty depending on the values of \( \lambda_0, t_1 \) and \( t_2 \). However, since we use this result for \( t_1 \) and \( t_2 \) arbitrarily small, we need to prove those cases.

In a similar way, we can also prove the following result:

**Lemma 3.7.** Let \( \rho \) be a density function which satisfies (2.3) for some \( r > 0 \). Then, there is \( c > 0 \) such that for all \( \lambda, \lambda' \) such that \( \lambda > \lambda_0 \), \( \lambda' > \lambda_0 \) and \( t \in [1, +\infty) \) we have that:

\[
\int_{0}^{+\infty} e^{-t \rho(\alpha) / \lambda} \rho(\alpha) d\alpha \leq e^{-c \lambda t} \int_{0}^{+\infty} e^{-t \rho(\alpha) / \lambda} \rho(\alpha) d\alpha.
\]  

(3.17)

Indeed, integrating both sides of (2.3) in \( (t\lambda, t\lambda') \) we find (3.17).

Finally, we underline the following result:

**Remark 3.8.** A consequence of (3.1) is that \( t \mapsto \| \tilde{u}(t, \cdot ; \phi) \|^2_{L^2(G)} \) is a decreasing function. Indeed, we have that:

\[
\| \tilde{u}(t, \cdot ; \phi) \|^2_{L^2(G)} = \sum_{\alpha \in \mathbb{N}} \left( \int_{0}^{+\infty} e^{-a \lambda t \rho(\alpha) / \lambda} \rho(\alpha) d\alpha \right)^2 \| \langle \phi, e_\alpha \rangle \|^2,
\]

which is a series of decreasing functions.

### 4. Unique continuation property for averaged solutions

In this section we prove the unique continuation property for averaged solutions (Theorem 2.3). We first study the uniform distribution and then the density functions which satisfy (2.3).

#### 4.1. Proof of Theorem 2.3 for the uniform distribution

Let us compute the averaged solutions of (1.4) when \( \alpha \) has the uniform distribution in \((0, 1)\). For that, as in [1, Section 3] and [2, Section 3], we present \( \bar{u} \) as the difference of two terms of known nature:

\[
\bar{u}(t, x; \phi) = \sum_{\alpha \in \mathbb{N}} \int_{0}^{1} e^{-\lambda \alpha t} \langle \phi, e_\alpha \rangle e_\alpha(x) d\alpha
= \frac{1}{t} \left( \sum_{\alpha \in \mathbb{N}} \frac{1}{\lambda t} \langle \phi, e_\alpha \rangle e_\alpha(x) - \sum_{\alpha \in \mathbb{N}} e^{-\lambda \alpha t} \langle \phi, e_\alpha \rangle e_\alpha(x) \right)
= \frac{1}{t} \left( -\Delta^{-1} \phi + \sum_{\alpha \in \mathbb{N}} e^{-\lambda \alpha t} \langle \Delta^{-1} \phi, e_\alpha \rangle e_\alpha(x) \right).
\]  

(4.1)

Consequently, from \( \int_{0}^{T} \int_{G_0} |\bar{u}(t, x)|^2 = 0 \) and (4.1) we find that:

\[
-\Delta^{-1} \phi + \sum_{\alpha \in \mathbb{N}} e^{-\lambda \alpha t} \langle \Delta^{-1} \phi, e_\alpha \rangle e_\alpha(x) = 0 \text{ in } (0, T) \times G_0,
\]

which differentiating in time implies that:

\[
\sum_{\alpha \in \mathbb{N}} e^{-\lambda \alpha t} \langle \phi, e_\alpha \rangle e_\alpha(x) = 0 \text{ in } (0, T) \times G_0.
\]  

(4.2)

Hence, using the analyticity of the solutions of the heat equation we have that (4.2) implies that \( \phi = 0 \), and thus we have the averaged unique continuation property.

#### 4.2. Proof of Theorem 2.3 for density functions which satisfy (2.3)

The proof consists on several steps. First, we show that assuming (2.3) the averaged dynamic are real-analytic and then use this to prove the unique continuation. To begin with, we prove the analyticity:

**Proposition 4.1.** Let \( G \) be a Lipschitz domain, \( \alpha \) any random variable and \( \phi \in L^2(G) \). Then, the function:

\[
U : t \in (0, +\infty) \rightarrow \bar{u}(t, \cdot ; \phi) \in L^2(G),
\]

is analytic.

**Proof.** In order to prove Proposition 4.1, we prove that \( U \in C^\infty \) and that:

\[
\forall \alpha_1, \alpha_2 \in (0, +\infty) \exists C > 0 : \sup_{t \in [\alpha_1, \alpha_2]} \| U^{(j)}(t) \|_{L^2(G)} \leq C^j, \forall i \in \mathbb{N},
\]

which is a characterization of analyticity in \( \mathbb{R}^+ \) (see, for instance, [23, Proposition 1.2.12]). Since:

\[
U(t) = \int_{0}^{+\infty} v(\alpha t, \cdot ; \phi) \rho(\alpha) d\alpha,
\]

for \( v \) the solution of (3.5), we can easily see that:

\[
U^{(j)}(t) = \int_{0}^{+\infty} \alpha^j \partial^j \phi(\alpha t, \cdot ; \phi) \rho(\alpha) d\alpha,
\]

(4.4)

and thus \( U \in C^\infty \). Moreover, (4.3) follows from (4.4), the triangular inequality and (3.4). □
To continue with, we present the following auxiliary result:

**Lemma 4.2.** Let $G$ be a domain, $G_0 \subset G$ be a subdomain and $v$ be an analytic function from $(0, +\infty)$ to $L^2(G)$. Then, if there is $T^* > 0$ such that $v = 0$ in $(0, T^*) \times G_0$, $v = 0$ in $(0, +\infty) \times G_0$.

**Proof.** Lemma 4.2 follows from the fact that if $v$ is analytic from $(0, +\infty)$ to $L^2(G)$ and $\psi \in \mathcal{L}^\infty(G)$, then $\psi v$ is analytic from $(0, +\infty)$ to $L^2(G)$. Indeed, since $v$ is analytic, by definition, for all $t \in (0, +\infty)$ there are $v_{ij}(t) \in L^2(G)$ such that $v = \sum_{i,j} v_{ij}(t) \delta_{t,ij}$ in a neighbourhood of $t$, so $\psi v = \sum_{i,j} \psi v_{ij}(t) \delta_{t,ij}$ in that neighbourhood, and thus $\psi v$ is analytic. This implies that $v_1G_0$ is analytic from $(0, +\infty)$ to $L^2(G)$. Consequently, since $v_1G_0 = 0$ in $(0, T^*)$, by analyticity $v_1G_0 = 0$ in $(0, +\infty) \times G_0$, so $v = 0$ in $(0, +\infty) \times G_0$. □

Now we are ready to prove Theorem 2.3:

**End of the Proof of Theorem 2.3.** Let $\phi \in L^2(G)$ such that $\tilde{u}(t, x; \phi) = 0$ in $(0, T) \times G_0$. By Proposition 4.1 and Lemma 4.2 we have that $\tilde{u}(t, x; \phi) = 0$ in $(0, +\infty) \times G_0$. Let us show that the first frequency of $\phi$ is null by contradiction. If the first frequency is not null, we obtain from (3.1) and (3.17) that:

$$\tilde{u}(t, \cdot; \phi) = \int_0^{T^*} e^{-\alpha t} \rho(\alpha) d\alpha \langle \phi, e_0 \rangle_{L^2(G)} e_0 + \sum_{n \in \mathbb{N}^+} \left( \int_0^{T^*} e^{-\alpha t} \rho(\alpha) d\alpha \langle \phi, e_n \rangle_{L^2(G)} e_n \right) + O \left( \epsilon \|\phi\|_{L^2(G)}^2 \right).$$

Thus, by considering (4.5) for large values of $t$ we obtain that $\langle \phi, e_0 \rangle_{L^2(G)} = 0$ in $G_0$, which by Lemma 3.2 implies that $\phi = 0$, arriving at a contradiction.

To continue with, we can prove in a similar way that if $\phi$ is null up to the $N$th frequency, then $\tilde{u}(t, \cdot; \phi) = 0$ in $(0, T) \times G_0$, that is, $N + 1$ frequency is null also. Consequently, we obtain by induction that $\tilde{u}(t, x; \phi) = 0$ in $(0, T) \times G_0$ implies $\phi = 0$. □

5. Lack of null averaged observability

In this section we prove Theorem 2.4. As for the notation used in this section, $C$ (resp. $c$) denotes a sufficiently large (resp. small) positive constant which may be different each time it appears and which just depends on $G$, $G_0$, $T$ and $\rho$. In particular, it does not depend on the index $N$ that we are going to introduce.

In order to prove Theorem 2.4 we construct a sequence $\phi_N$ satisfying (2.5). For that purpose, we first state and justify the properties which allow to have (2.5):

- The first property is that:
  $$\bigcup_{N \in \mathbb{N}} \text{supp}(\phi_N) \subset \subset G \setminus G_0. \quad (5.1)$$
  This requirement is very natural as $G \setminus G_0$ is the part of the domain that cannot be observed when $\alpha = 0$. We use it in addition to Theorem 3.4 to obtain that $u(t, x; \alpha, \phi_N)$ decays exponentially in $\{(x, t, \alpha) : x \in G_0, \alpha t < N^{-1/2}\}$.
- The second property is that:
  $$\phi_N \in (e_i)_{i \in \mathbb{N}^+}. \quad (5.2)$$
  The benefit of (5.2) is that $u(t, x; \alpha, \phi_N)$ decays exponentially in $\{(x, t, \alpha) : x \in G, \alpha t \geq N^{-1/2}\}$, which follows from (3.1).
  - The third property is that for $C > 0$ large enough we have that:
    $$\|\mathcal{P}_N \rho \phi_N\|_{L^2(G)} \geq \sqrt{2} \|\rho \phi_N\|_{L^2(G)/2}. \quad (5.3)$$
    This estimate is needed to make sure that $\|\tilde{u}_N(T, \cdot; \phi_N)\|_{L^2(G)}$ does not decay too fast.

Let us construct the sequence $\phi_N$. For that, we inscribe in [24, Section 6] and consider more or less a linear combination of Dirac masses; that is,

$$\phi_N \approx \sum_{i_1, \ldots, i_N} c_{i_1, \ldots, i_N} \delta_{i_1, \ldots, i_N} \in (0, \infty) \times G_0. \quad (5.4)$$

In fact, the Dirac masses are replaced by $C_N^N \mathcal{C}(\mathcal{G}(x - x_{i_1, \ldots, i_N}))$, for $\mathcal{C}$ a regularizing function and $\mathcal{G}$ to be defined. The property (5.1) is trivial. As for (5.2), we can obtain it by taking the right linear combination. Indeed, we just have to solve a homogeneous linear system which, for $C > 0$ large enough, by Weyl’s law (see Lemma 3.1) has more unknowns than equations. Finally, we can obtain (5.3) by choosing the right approximation with functions whose support has a diameter proportional to $N^{-1/2}$. In particular, we can prove that:

**Proposition 5.1.** Let $G \subset \mathbb{R}^d$ be a Lipschitz domain and $G_0 \subset G$. Then, there is a sequence $(\phi_N)_{N \geq 0}$ satisfying (5.1), (5.2) and (5.3).

The rigorous proof of Proposition 5.1 is a bit technical, so it is postponed to Appendix.

**Remark 5.2.** Since (5.1), (5.2) and (5.3) just depend on $G$ and $G_0$, so does the sequence $\phi_N$.

**Example 5.3.** In Fig. 1 we illustrate the solutions of the heat equation given by the proof of Proposition 5.1 to get an insight on how they look like. For doing these graphs we have taken $G = (0, \pi)$, $G_0 = (0, \pi/2)$, $\rho = 1/8(\alpha, \beta)$ and:

$$\mathcal{C}(x) = \exp \left( \frac{-1}{10(x - \pi)^2} \right) 1_{(-1, 1)}(x). \quad (5.5)$$

We recall that in $(0, \pi)$ we have that $e_\alpha(x) = \sin(\alpha x)$ and $\lambda_\alpha = \alpha^2$.

Let us now prove rigorously Theorem 2.4:

**Proof of Theorem 2.4.** We consider $\phi_N$ given by Proposition 5.1 (for $N$ large enough). We easily find that:

$$\int_0^T \int_{G_0} \int_0^{T^*} \mathcal{P}_N \rho(\alpha, \phi_N) d\alpha d\alpha' dx dt$$

$$\leq \int_0^T \int_{G_0} \int_0^{T^*} |u(t, x; \alpha, \phi_N)|^2 \rho(\alpha) d\alpha dx dt$$

$$= \int_0^T \int_{G_0} \int_0^{T^*} |u(t, x; \alpha, \phi_N)|^2 1_{\alpha t < N^{-1/2}} d\alpha dx dt$$

$$+ \int_0^T \int_{G_0} \int_0^{T^*} |u(t, x; \alpha, \phi_N)|^2 1_{\alpha t > N^{-1/2}} d\alpha dx dt$$

$$\leq C \left( e^{-\sqrt{R}} + e^{-\sqrt{\rho}} \right) \|\phi_N\|_{L^2(G)}^2. \quad (5.6)$$

Indeed, for the first inequality of (5.6) we have used that the $L^1$ norm in a probabilistic space can be estimated by the $L^2$ norm. As for the second inequality of (5.6), we have used (3.7) and (5.1) for bounding the first integral, whereas we have used (5.2), (3.6) and the Fourier decomposition of the solutions of the heat equation for bounding the second one.
To continue with, using (3.1), (2.4) and (5.3) we obtain that:
\[
\|\tilde{u}(t, \cdot; \phi_N)\|_{L^2(G)}^2 = \sum_{i \in N} \left( \int_0^\infty e^{-c_i t} \rho(d\alpha) \right)^2 |(\phi_N, e_i)|^2 \\
\geq c \sum_{i \in \mathbb{N}} e^{-c_i t} |(\phi_N, e_i)|^2 \\
\geq c e^{-CN^2} \sum_{i \in \mathbb{N}} |(\phi_N, e_i)|^2 = c e^{-CN^2} \|\mathbf{P}_N \phi_N\|_{L^2(G)}^2 \\
\geq c e^{-CN^2} \|\phi_N\|_{L^2(G)}^2.
\]

(5.7)
Hence, recalling that \(r \in [0, 1/2]\) we easily obtain (2.5) from (5.6) and (5.7). \(\square\)

6. Proof of null averaged observability

In this section we prove Theorem 2.6. As for the notation, \(C\) (resp. \(c\)) denotes a sufficiently large (resp. small) positive constant that may be different each time it appears and which just depends on \(G, G_0, \rho\) and \(r\), but which is independent of \(T \in [0, T_0]\), for \(T_0(G, G_0, \rho)\) small enough.

In order to prove Theorem 2.6 we use the approach introduced in [11, Section 2]. It is not a direct consequence of the results presented in that section because the dynamics of the averaged solution only satisfies a decay property and not a semigroup property.

First, we reformulate [11, Lemma 2.1]:

Lemma 6.1. Let \(G \subset \mathbb{R}^d\) be a domain, \(G_0\) be a subdomain, \(T_0 > 0\), \(q \in (0, 1)\) and \(f\) be a positive function such that \(f(t) \to 0\) as \(t \to 0^+\). Suppose that we have for all \(\phi \in L^2(G)\) and \(t_0, t_1 \in [0, T_0]\) satisfying \(t_1 < t_2\) that:
\[
f(t_2 - t_1)\|\tilde{u}(t_2, \cdot; \phi)\|_{L^2(G)}^2 - f(q(t_2 - t_1))\|\tilde{u}(t_1, \cdot; \phi)\|_{L^2(G)}^2 \\
\leq \int_{t_1}^{t_2} \int_{G_0} |\tilde{u}(\tau, x; \phi)|^2 \, dx \, d\tau.
\]

(6.1)

Then, we have for all \(\phi \in L^2(G)\) and \(T \in (0, T_0]\) that:
\[
\|\tilde{u}(T, \cdot; \phi)\|_{L^2(G)}^2 \leq \sqrt{f((1 - q^T)T)}\|\tilde{u}(\cdot; \phi)\|_{L^2((0, T) \times G_0)}.
\]

The proof of Lemma 6.1 is very similar to that of [11, Lemma 2.1]: a telescopic sum considering \(t_{2i} = Tq^i\) and \(t_{1j} = Tq^{i+j}\) for \(i \in \mathbb{N}\).

As in [11], we do not prove (6.1) directly, but we prove a similar version, which is the analogue of [11, Lemma 2.3]:

Lemma 6.2. Let \(G \subset \mathbb{R}^d\) be a domain, \(G_0\) be a subdomain, \(T_0, \beta, \gamma_1, \gamma_2, f_0, g_0 > 0\) satisfying \(\gamma_1 < \gamma_2\). Suppose that we have for all \(\phi \in L^2(G)\) and all \(t_0, t_1 \in [0, T_0]\) satisfying \(t_1 < t_2\) the inequality:
\[
f(t_2 - t_1)\|\tilde{u}(t_2, \cdot; \phi)\|_{L^2(G)}^2 - g(t_2 - t_1)\|\tilde{u}(t_1, \cdot; \phi)\|_{L^2(G)}^2 \\
\leq \int_{t_1}^{t_2} \int_{G_0} |\tilde{u}(\tau, x; \phi)|^2 \, dx \, d\tau.
\]

(6.2)

for \(f(s) \geq f_0 \exp(-2/(\gamma_2 s)\beta)\) and \(g(s) \leq g_0 \exp(-2/(\gamma_1 s)\beta)\). Then, for any \(\gamma \in (0, \gamma_2 - \gamma_1)\) there is \(T' \in (0, T_0]\) such that for all \(T \in (0, T']\) and \(\phi \in L^2(G)\):
\[
\|\tilde{u}(T, \cdot; \phi)\|_{L^2(G)} \leq \sqrt{\int_0^{T'} \exp(1/(\gamma T)\beta)}\|\tilde{u}(\cdot; \phi)\|_{L^2((0, T') \times G_0)}.
\]

Moreover, if \(g_0 < f_0\), we can take \(\gamma = \gamma_2 - \gamma_1\) and \(T' = T_0\).

The proof of Lemma 6.2 is the same as [11, Lemma 2.3]: bounding superiorly \(\frac{g_0}{f_0}\) and using Lemma 6.1.

Now we are ready to prove Theorem 2.6. We do it by following the strategy of [11, Section 2]:

Proof of Theorem 2.6. Let \(t_1, t_2 \in [0, 1)\) such that \(t_1 < t_2\) and \(\phi \in L^2(G)\). We are going to prove:
\[
\begin{align*}
\exp(-c(\sqrt{t_2 - t_1} - \sqrt{t_1}))\|\tilde{u}(t_2, \cdot; \phi)\|_{L^2(G)}^2 - Ce^{-c(t_2 - t_1)}\|\tilde{u}(t_1, \cdot; \phi)\|_{L^2(G)}^2 \\
\leq \int_{t_1}^{t_2} \int_{G_0} |\tilde{u}(\tau, x; \phi)|^2 \, dx \, d\tau.
\end{align*}
\]

(6.3)
for all $\lambda \geq \lambda_0$ and then use Lemma 6.2 with the appropriate value of $\lambda$ (depending on $t_1$ and $t_2$). First, considering Remark 3.8 and that $P_\lambda \phi \perp P_\lambda^+ \phi$ we have that:

$$
\|\tilde{u}(t_2, \cdot; \phi)\|_{L^2(G)}^2 \leq \frac{2}{t_2 - t_1} \int_{t_1 + t_2/2}^{t_2} \int_G \left( |\tilde{u}(\tau, x; P_\lambda \phi)|^2 + |\tilde{u}(\tau, x; P_\lambda^+ \phi)|^2 \right) d\tau d\tau.
$$

(6.4)

From Lemma 3.2 and that $P_\lambda \phi = \phi - P_\lambda^+ \phi$ we obtain that:

$$
\frac{2}{t_2 - t_1} \int_{t_1 + t_2/2}^{t_2} \int_G \left| \tilde{u}(\tau, x; P_\lambda \phi) \right|^2 d\tau d\tau \\
\leq C e^{\sqrt{V}} \int_{t_1 + t_2/2}^{t_2} \int_G \left| \tilde{u}(\tau, x; P_\lambda^+ \phi) \right|^2 d\tau d\tau \\
\leq C e^{\sqrt{V}} \int_{t_1 + t_2/2}^{t_2} \int_G \left| \tilde{u}(\tau, x; P_\lambda \phi) \right|^2 d\tau d\tau \\
+ C e^{\sqrt{V}} \int_{t_1 + t_2/2}^{t_2} \int_G \left| \tilde{u}(\tau, x; P_\lambda^+ \phi) \right|^2 d\tau d\tau.
$$

(6.5)

Moreover, from the decay property of Remark 3.8 and (3.8) we have that:

$$
\frac{2}{t_2 - t_1} \int_{t_1 + t_2/2}^{t_2} \int_G \left( |\tilde{u}(\tau, x; P_\lambda \phi)|^2 + |\tilde{u}(\tau, x; P_\lambda^+ \phi)|^2 \right) d\tau d\tau \\
\leq C e^{\sqrt{V}} \int_{t_1 + t_2/2}^{t_2} \int_G \left| \tilde{u}(\tau, x; P_\lambda \phi) \right|^2 d\tau d\tau \\
\leq C e^{\sqrt{V}} \int_{t_1 + t_2/2}^{t_2} \int_G \left| \tilde{u}(\tau, x; P_\lambda^+ \phi) \right|^2 d\tau d\tau.
$$

(6.6)

Thus, from (6.4)-(6.6), $2 \leq C e^{\sqrt{V}}$ and $(t_2 - t_1)^{-1} \leq C e^{(t_2 - t_1)(t_2 - t_1)^{-1}}$ (recall that $C > 0$ is a sufficiently large constant) we obtain:

$$
\|\tilde{u}(t_2, \cdot; \phi)\|_{L^2(G)}^2 \leq \frac{C e^{\sqrt{V}}}{t_2 - t_1} \int_{t_1 + t_2/2}^{t_2} \int_G \left( |\tilde{u}(\tau, x; P_\lambda \phi)|^2 + |\tilde{u}(\tau, x; P_\lambda^+ \phi)|^2 \right) d\tau d\tau \\
\leq C e^{\sqrt{V}} \int_{t_1 + t_2/2}^{t_2} \int_G \left( |\tilde{u}(\tau, x; P_\lambda \phi)|^2 + |\tilde{u}(\tau, x; P_\lambda^+ \phi)|^2 \right) d\tau d\tau.
$$

(6.7)

This inequality implies that, for a sufficiently small $c > 0$, since $e^{-C(t_2 - t_1)(t_2 - t_1)^{-1}} < 1$:

$$
Ce^{-c(t_2 - t_1)(t_2 - t_1)^{-1}} \|\tilde{u}(t_2, \cdot; \phi)\|_{L^2(G)}^2 \\
\leq \int_{t_1}^{t_2} \int_G \left| \tilde{u}(\tau, x; \phi) \right|^2 d\tau d\tau + C e^{-c(t_2 - t_1)(t_2 - t_1)^{-1}} \|\tilde{u}(t_1, \cdot; P_\lambda^+ \phi)\|_{L^2(G)}^2.
$$

(6.8)

which implies (6.3).

We now define:

$$
\lambda(t_2, t_1) = C(t_2 - t_1)^{(r-1/2)\lambda},
$$

(6.9)

for $C \geq \lambda_0$ a positive constant sufficiently large. If we take in (6.3) $\lambda$ given by (6.8), we obtain (6.2) for the functions:

$$
f(s) = \exp \left( -C \left( s^{(2r-1)-1} + e^{\sqrt{V}} s^{(2r-1)-1} \right) \right),
$$

$$
g(s) = \exp \left( -Ce^{\sqrt{V}} s^{(2r-1)-1} \right).
$$

Indeed, we have for all $s \in (0, 1)$ that:

$$
f(s) \geq C \exp \left( -Ce^{\sqrt{V}} s^{(2r-1)-1} \right).
$$

Since $r > \frac{1}{2}$ the functions $f$ and $g$ satisfy the hypothesis of Lemma 6.2 for $\beta = (2r - 1)^{-1}$, $\gamma_1 = (Ce^{\sqrt{V}})^{-1/\beta}$ and $\gamma_2 = (Ce^{\sqrt{V}})^{-1/\beta}$ by taking $C$ large enough, so we end the proof by using Lemma 6.2.

7. The controllability problem

In this section we first resume the theoretical study of the controllability problem and then perform some simulations.

7.1. A theoretical study

As stated in the introduction, the observability results that we have obtained in this paper have some implications on the controllability of (1.1). Let us consider the controllability problem given by:

$$
\begin{align*}
\begin{cases}
\varphi_t - \alpha \Delta \varphi = f & \text{in } (0, T) \times G, \\
\varphi(0, x) = \varphi_0 & \text{on } (0, T) \times \partial G, \\
\varphi(0, x) = \varphi_0 & \text{on } G.
\end{cases}
\end{align*}
$$

(7.1)

In particular, we focus on the following notions of controllability, which are introduced in [25]:

Definition 7.1. System (7.1) is null averaged controllable or null controllable in average if for all $T > 0$ there is $\varepsilon > 0$ such that for any initial value $\varphi_0 \in L^2(G)$ there is $f \in L^2((0, T) \times G)$ satisfying:

$$
\|f\|_{L^2((0, T) \times G)} \leq C \|\varphi_0\|_{L^2(G)},
$$

and $\tilde{y}(T, \cdot; \varphi_0, f) = 0$. If (7.1) is null averaged controllable, the cost of the null averaged controllability is defined by:

$$
K(G, G_0, \rho, T) = \sup_{\varphi_0 \in L^2(G) \setminus \{0\}} \inf_{f \in L^2((0, T) \times G)} \|f\|_{L^2((0, T) \times G)}.
$$

(7.2)

Definition 7.2. System (7.1) is approximately averaged controllable or approximately controllable in average if for all $T > 0$, $\varepsilon > 0$ and $\varphi_0, \varphi_1 \in L^2(G)$, there exists a control $f^* \in L^2(G)$ such that:

$$
\|\tilde{y}(T, \cdot; \varphi_0, f^*) - \tilde{y}(T, \cdot; \varphi_1)\|_{L^2(G)} < \varepsilon.
$$

We now recall the duality result between observability and controllability:

Theorem 7.3 ([2]). Let $G \subset \mathbb{R}^d$ be a domain and $G_0 \subset G$ be a subdomain. System (7.1) is null controllable in average if and only if system (1.4) is null observable in average in $G_0$. In that case, $K = K$ (see (2.2) and (7.2)); that is, the cost of the control of null averaged observability equals the cost of null averaged controllability. Similarly, system (7.1) is approximately averaged controllable if and only if system (1.4) satisfies the unique continuation property in $G_0$.

The proof of Theorem 7.3 can be found in [2, Appendix A]. As an immediate consequence we obtain that Theorems 2.3, 2.4 and 2.6 and Remark 2.5 imply the following controllability results for system (7.1):

Corollary 7.4. Let $G \subset \mathbb{R}^d$ be a domain, $G_0 \subset G$ be a subdomain and $T > 0$. Then:

- Under the hypotheses of Theorem 2.3, system (7.1) is approximately controllable in average.
- Under the hypotheses of Theorem 2.4, system (7.1) is not null controllable in average.
- If $G_0 = G$, system (7.1) is null and approximately controllable in average for any probability distribution $\rho_0$. 

### 8. Further comments and open problems

In this section we underline some extensions of our results to analogous situations and comment some interesting open problems:

- **Average of the controls.** A naive and incorrect way of computing a control that takes the average to rest is to compute the average of the controls that take each of the instances to rest. However, we do not get the same trajectory if we consider some source terms \( f_u \) and then average on the solutions or if we compute the solutions with source term \( f_u \to f_u \rho(\alpha)da \) and then average (when \( \alpha \to f_u \) is measurable). In fact, the solutions of the equation:

\[
\dot{u} + \alpha u = f_u,
\]

are given by:

\[
u(t) = u(0)e^{-\alpha t} + \int_0^t f_u(s)e^{-\alpha(t-s)}ds;
\]

thus, most often we do not get the same trajectory, as:

\[
\int_0^t \int_0^\infty f_u(s)e^{-\alpha(t-s)}\rho(\alpha)ds \neq \int_0^t \left( \int_0^\infty f_u(s)\rho(\alpha)ds \right) e^{-\alpha(t-s)}\rho(\alpha)d\alpha.
\]

A specific counter-example can be given with scalar ODEs. Let us consider a dynamic that behaves half of the times like:

\[
\dot{u} + u = f,
\]

and half of the times like:

\[
\dot{v} - v = g;
\]

that is, \( \mathbb{P}[\alpha = 1] = \mathbb{P}[\alpha = -1] = 1/2 \). If the initial value is 1 we can take the solutions to rest at time \( T = 1 \) with the controls \( f(t) = -t \) and \( g(t) = t - 2 \) (this is done by considering that \( 1 - t \) is a valid trajectory). The average of the controls is \( -1 \). However, for \( f(t) = g(t) = -t^2 + 2 = -1 \), we obtain the trajectories \( u(t) = -1 + 2e^{-t} \) and \( v(t) = 1 \), whose average is \( e^{-t} \), which is not null at \( T = 1 \).

- **Random initial data.** As in some previous works involving average controllability results (see [23,25,30]) we fix the initial value. However, we can prove by linearity that averaged approximate controllability with fixed initial data implies averaged approximate controllability with random initial data \( y_u^0 \) if \( \int_0^\infty \|y_u^0\|^2_{L^2(\mathbb{R})} d\rho(\alpha) < \infty \). Nonetheless, in the case of null controllability in average to argue with linearity we would need to prove that the range of the average with random initial data is the same as the range with fixed initial value, which is an open problem. Alternatively, applying duality as in Theorem 7.3 could be a possibility. Indeed, we have to prove that:

\[
\rho^T \lim_{T \to \infty} \int_0^T \langle y_u^0, \phi(0; a) \rangle_{L^2(\mathbb{R})} d\rho(\alpha)\]
is continuous with respect to the norm:
\[
\psi^T \mapsto \sqrt{\int_{(0,T) \times G_0} \left( \int_0^{+\infty} \psi(t, x; \alpha) \rho(\alpha) d\alpha \right)^2 \, dx \, dt}.
\]
If the initial value is independent of \( \alpha \), then
\[
\int_0^{+\infty} \langle y_0^\alpha, \varphi(0, \cdot; \alpha) \rangle_{L^2(G)} \rho(\alpha) d\alpha = \int_0^{+\infty} \langle y_0^\alpha, \int_0^{+\infty} \varphi(t, \cdot; \alpha) \rho(\alpha) d\alpha \rangle_{L^2(G)} \rho(\alpha) d\alpha.
\]
so the equivalent observability inequality is
\[
\| \varphi(0, \cdot) \|_{L^2(G)} \leq C \| \varphi \|_{L^2((0,T) \times G_0)},
\]
but if the initial value depends on \( \alpha \), we need to prove that:
\[
\int_0^{+\infty} \| \varphi(0, x; \alpha, \psi^T) \|_{L^2(G)}^2 \rho(\alpha) d\alpha \leq C \| \varphi \|_{L^2((0,T) \times G_0)}^2. \tag{8.1}
\]

The main obstacle to prove (8.1) by replicating the proof of Theorem 2.6 is to prove an analogous result for (6.5). In recent papers where random initial values are considered the difficulty of a random initial value is bypassed by using exact averaged controllability (see for instance, [31]), which is satisfied by finite dimensional or hyperbolic systems but not by parabolic ones, or by assuming that there is no randomness in the dynamics, just on the initial value (see, for instance, [32]). We highlight that understanding the controllability properties of (7.1) when \( y_0^\alpha \) is a random initial value is an open problem whose resolution would help to have a more complete picture.

- **Acting on the boundary.** We may prove analogous controllability results to Theorems 2.3, 2.4 and 2.6 when the control acts on the boundary. This can be done by repeating the proofs almost step by step, with the only difference of using [10, Theorem 9] instead of Lemma 3.2. We also remark that we cannot use an extension reduction technique as in [33, Section 3.3] since the trace on the boundary would depend on the parameter, and by the same argument of the first remark in Section 8, averaging the traces does not suffice.
Fig. 3. Graphs of the controls for $\rho = 1$ and $y_0 = 1$ constructed with the minimizer of the functional $J$ in $V_{20}$, $V_{50}$ and $V_{100}$. In the left column we illustrate the whole graphs, whereas in the right column we illustrate the graphs with the time variable zoomed in $[0, 1/2]$, and in the left column zoomed in $[0.9, 1]$. 

- **Neumann boundary conditions.** We have analogous results of Theorems 2.3 and 2.6 for the controllability of the averaged solutions of the heat equation with random diffusion and Neumann boundary conditions. Indeed, we can repeat the proof step by step of those theorems since (3.3) is also true for Neumann boundary conditions (see [19, Theorem 2]). However, whether the analogous of Theorem 2.4 is true remains an open question since we do not have an analogous result of Lemma 3.4 for Neumann boundary conditions.

- **More general random variables.** Even if all the results in this paper have been stated for random variables with a density function, they are true for any random variable whose law satisfies the analogous inequalities of (2.3) and (2.4). Indeed, the proofs can be replicated step by step.

- **More regular norms.** Even if we have obtained all the results in this paper for the final state in $L^2(G)$ and we have made the observation in $L^2((0, T) \times G_0)$, analogous results are valid for final states in $H^s(G)$ and the observation in $H^s((0, T) \times G_0)$ (for any $s_1, s_2 \in \mathbb{R}^+$) for a domain $G$ sufficiently regular. Indeed, the proofs are very similar with the only difference of some polynomial factors of $N$ or $\lambda$. We recall that Lemma 3.2 can be adapted to observe a higher norm with the $L^2$-norm. In fact, for any function $\phi = \sum_{i \in \Lambda_2} a_i e_i$ we have:

$$
\|\phi\|_{H^2(G)} = \left(\sum_{i \in \Lambda_2} a_i^2 \lambda_i\right)^{1/2} \leq \sqrt{\lambda} C \left(\sum_{i \in \Lambda_2} a_i^2 e_i\right)_{L^2(G_0)} 
\leq C_{s_1, s_2} \sqrt{T} \|\phi\|_{L^2(G_0)}.
$$

- **Analyticity of the space variable.** If $(\alpha, G)$ satisfies the hypotheses of Theorem 2.6, we can easily prove as in [34, Theorem 1] that the free averaged solutions of the heat equation preserve the analyticity with respect to the spatial variable in the interior of the domain.
• **Diffusion with negative values.** Regarding the cases where the diffusion takes strictly negative values we do not have null averaged controllability. Indeed, under that hypothesis we can easily prove that:

\[
\lim_{n \to \infty} ||u(T; \cdot; e_n)||_{L^2(G)} = +\infty.
\]

• **Some density functions in which the problem remains open.** There are some density functions which satisfy neither (2.3) for some \( r > 1/2 \) nor (2.4) for some \( r < 1/2 \). For those density functions their (non-)observability properties are still unproved, for instance, those satisfying (1.6). It is an infinite dimensional class since it contains all functions provided by (2.7) for \( k = 1 \).

• **Unique continuation.** It would be interesting to have a proof of the unique continuation property for the averaged dynamics of any random variable \( \alpha \), even when it takes negative values. Indeed, there are some random variables whose density functions do not satisfy (2.3) for any \( r > 0 \) (for instance, \( \rho(\alpha) = 2\alpha \mathbb{1}_{(0,1]}(\alpha) \)), so their unique continuation is still unproved. In particular, we wonder if the unique continuation is preserved when \( \rho \) is too irregular, as a counter-example would probably be of such type.

• **Measurable control domains.** The observability properties proved in Theorem 2.6 can be extended to sets of the type \( E \times G_0 \), for \( E \) a measurable set. Indeed, we can use the approach of [2,3,10,35], which complement the ideas of [11] with some results from Measure Theory.

• **More general heat equation.** An interesting problem that remains open is the study of the averaged observability properties of the random heat equation when the lower terms are also random terms, as:

\[
y_1 - \text{div}(\sigma(x, \alpha) \nabla y) + A(x, \alpha) \cdot \nabla y + a(x, \alpha)y = 0.
\]

In particular, this is interesting when the averaged convection operator and the averaged diffusion operator do not commute. Unfortunately, the techniques presented in this paper do not help in that direction since they rely on being the eigenfunctions associated to the elliptic operator independent of \( \alpha \) to ensure that the averages of the respective eigenfunctions remain orthogonal. Consequently, they can only be applied to equations of the type \( y_1 - \alpha \mathcal{C}y \), for \( \mathcal{C} \) an elliptic self-adjoint operator of compact resolvent. Thus, a theoretical or an in-depth numerical study would be of high interest for those operators.

• **Numerics and simulations.** It is an interesting question to develop rigorously the numerics for (7.1), including the speed of convergence. Determining precise methods that reproduce accurately the optimal control and the equation is also an open problem. Moreover, it would be interesting to illustrate with high accuracy that when \( \rho = 1_{(0,1)} \) the norms of the optimal controls for taking the average to a distance of at most \( \epsilon \) of the origin explodes. In addition, it would be interesting to perform similar simulations with \( \rho = e^{-\alpha}1_{[0,\infty)} \) and \( \rho = \sqrt{2}1_{(0,1)} \) with the objective of determining numerically if with those density functions the approximate controllability in average holds.

• **Other random equations.** There are many other interesting questions involving random PDEs as Schrödinger, wave, beam or Stokes equations:

- The Schrödinger equations with random diffusions satisfying the uniform, exponential, Laplace, normal, Chi-squared and Cauchy distributions were studied in [2]. There, the authors show that the averaged dynamics may be conservative or diffusive depending on the probability density, which leads to averaged controllability properties of very different kind. They consider the uniform distribution in any segment of \( \mathbb{R} \) and the exponential distribution in \([1, +\infty)\), though their proof is valid in any segment of the type \([K, +\infty)\) for any \( K \in \mathbb{R} \). However, the problem of determining the dynamics and controllability properties of the averaged Schrödinger equations with arbitrary distributions is still open.

- The wave equation with random discrete diffusion was studied in [36] and more abstractly in [37], whereas understanding the general case is still an open challenge.

- Another interesting equation for which we can consider randomness in the higher order term is the Beam equation. In fact, in [38] an optimization problem involving the cost of the control and the average of the square of the mass at a final time \( T \) is studied, but
it is an open question to determine its exact (or null) controllability.

- The Stokes equation with random diffusion has not been studied in the literature. However, we can get analogous versions of Theorems 2.3 and 2.6 for the Stokes equation with random diffusion as of the heat equation by considering [39, Theorem 3.1]. Nonetheless, determining if the analogous of Theorem 2.4 is true remains an open problem because a lack of a comparison theorem prevent from using analogous arguments.
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Appendix. Proof of Proposition 5.1

As in Section 5, C denotes a sufficiently large positive constant that may be different each time it appears and which just depends on G, G0 and ρ. In particular, it does not depend on the index N. Similarly, Ĉ is a constant sufficiently large that just depends on G, G0 and ρ and Ĉ is a sufficiently large constant depending on those parameters and Ĉ. Finally, |·| denote the floor function of a real number.

Let us fix q = (q1, . . . , qd) and ℓ > 0 such that:

\[ K := [q_1, q_1 + \ell] \times \cdots \times [q_d, q_d + \ell] \subset G \setminus G_0. \]

We also fix a positive non-trivial function \( \varsigma \in \mathcal{P}(B_{\mathbb{R}d}(0, 1)) \). We define for \( (\gamma_1, \ldots, \gamma_d) \in [0, 1]^d \):

\[ p(\gamma_1, \ldots, \gamma_d) := q + \ell(\gamma_1, \ldots, \gamma_d), \]

which is a parametrization of K. With this in mind, we define the functions:

\[ \phi_N(x) := \sum_{\ell_1, \ldots, \ell_d = 0} c_{i,N} \varsigma_{i,N}(x), \]

for \( \varsigma_{i,N}(x) := \varsigma \left( \frac{x - p(\ell_i)}{\ell} \right) \),

\[ (A.1) \]

for \( i := (i_1, \ldots, i_d) \) and \( c_{i,N} \) and \( \tilde{C} \) a large constant to be defined later on (see Fig. 5 for an illustration of how K and the support of \( \phi_1 \) may look like). Let us check that for some \( \tilde{C} \) and \( c_{i,N} \) the sequence \( \phi_N \) given by (A.1) satisfies (5.1)–(5.3):

- We have that:

  \[ \text{supp}(\phi_N) \subset \left\{ x : d(x, K) < \frac{\ell}{2\tilde{C}} \right\}. \]

Since the right-hand side of (A.2) is a decreasing sequence of sets and since \( K \subset G \setminus G_0 \) we can easily prove (5.1) for \( \tilde{C} \) large enough.

- In order to have (5.2) we just need to find a non-trivial solution of the system:

\[ \langle \phi_N, e_i \rangle_{L^2(G)} = 0, \quad \forall i \in A_N. \]

(A.3)

We remark that the system (A.3) is a linear homogeneous system with \( \tilde{C} \sqrt{N} \) unknowns (the constants \( c_{i,N} \)) and \( |A_N| \) equations, so from Weyl’s law (see Lemma 3.1) and by taking \( \tilde{C} \) large enough we obtain that there are more unknowns than equations, which implies that (A.3) has a non-trivial solution. In particular, we can fix \( (i_N, N) \); a non-null tuple such that \( \phi_N \) is a solution of (A.3).

- In order to prove (5.3) it suffices to prove that for \( \tilde{C} > 0 \) large enough and all \( N \in \mathbb{N} \) we have that:

\[ \| \Delta \phi_N \|_{L^2(G)} \leq \frac{CN}{2} \| \phi_N \|_{L^2(G)}. \]

(A.4)

Indeed, from (A.4) we obtain that:

\[ \| \phi_N \|_{L^2(G)} \leq \frac{2 \| \Delta \phi_N \|_{L^2(G)}}{CN} \leq \frac{2 \| P_{\mathbb{C}N} \Delta \phi_N \|_{L^2(G)}}{CN} \geq \frac{2 \| P_{\mathbb{C}N} \phi_N \|_{L^2(G)}}{CN}, \]

so we find that:

\[ \| P_{\mathbb{C}N} \phi_N \|_{L^2(G)} \leq \| \phi_N \|_{L^2(G)} - \| P_{\mathbb{C}N} \phi_N \|_{L^2(G)} \geq \frac{3}{4} \| \phi_N \|_{L^2(G)}, \]

which is (5.3) squared. So, let us prove (A.4). We clearly have for all \( i, \bar{i} \in \left\{ 0, \ldots, \left\lceil \sqrt{N} \right\rceil \right\} \) satisfying \( i \neq \bar{i} \) that supp(\( x_1, \ldots, \)\( x_{i,N} \)) \( \cap \) supp(\( x_{\bar{i},N} \)) = \( \emptyset \). Thus, we have that:

\[ \| \Delta \phi_N \|_{L^2(G)}^2 \leq \sum_{\ell_1, \ldots, \ell_d = 0} c_{i,N} \left( \frac{3\sqrt{N}}{\ell} \right)^2 \int_G |\Delta \varsigma|^2 \left( \frac{x - p(\ell_i)}{\ell} \right) dx = \sum_{\ell_1, \ldots, \ell_d = 0} c_{i,N} \left( \frac{3\sqrt{N}}{\ell} \right)^2 \| \Delta \varsigma \|_{L^2(B_{\mathbb{R}d}(0, 1))}^2 \leq C \sum_{\ell_1, \ldots, \ell_d = 0} c_{i,N} \left( \frac{3\sqrt{N}}{\ell} \right)^3 \| \varsigma \|_{L^2(B_{\mathbb{R}d}(0, 1))}^3 \]
\[ \sum_{i_1, \ldots, i_d = 0}^{\lfloor \frac{C}{2} \rfloor} c_{i_1} N^2 \int_{G} \approx 4 \sum_{i_1, \ldots, i_d = 0}^{\lfloor \frac{C}{2} \rfloor} c_{i_1} N^2 \int_{G} \left( 3C \sqrt{N} \frac{x - p}{\ell} \right)^{3} \, dx \]

Consequently, the sequence \( \phi_n \) satisfies (A.4) for \( C \) large enough depending on \( C \), and hence it also satisfies (5.3).
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