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ABSTRACT 
The DMASS sample is a photometric sample from the DES Year 1 data set designed to 
replicate the properties of the CMASS sample from BOSS, in support of a joint analysis 
of DES and BOSS beyond the small overlapping area. In this paper, we present the 
measurement of galaxy-galaxy lensing using the DMASS sample as gravitational lenses 
in the DES Y1 imaging data. We test a number of potential systematics that can bias 
the galaxy-galaxy lensing signal, including those from shear estimation, photometric 
redshifts, and observing conditions. After careful systematic tests, we obtain a highly 
significant detection of the galaxy-galaxy lensing signal, with total S/N = 25.7. With 
the measured signal, we assess the feasibility of using DMASS as gravitational lenses 
equivalent to CMASS, by estimating the galaxy-matter cross-correlation coefficient rcc. 
By jointly fitting the galaxy-galaxy lensing measurement with the galaxy clustering 

= 1.09+0.12measurement from CMASS, we obtain rcc for the scale cut of 4h−1 Mpc −0.11 

= 1.06+0.13and rcc for 12h−1 Mpc in fixed cosmology. By adding the angular galaxy −0.12 

clustering of DMASS, we obtain rcc = 1.06 ± 0.10 for the scale cut of 4h−1 Mpc and 
rcc = 1.03 ± 0.11 for 12h−1 Mpc. The resulting values of rcc indicate that the lensing 
signal of DMASS is statistically consistent with the one that would have been measured 
if CMASS had populated the DES region within the given statistical uncertainty. The 
measurement of galaxy-galaxy lensing presented in this paper will serve as part of the 
data vector for the forthcoming cosmology analysis in preparation. 

Key words: gravitational lensing – large-scale structure of the Universe 

? E-mail: sujeong.lee717@duke.edu 

© 2021 The Authors 

mailto:sujeong.lee717@duke.edu
https://1.06+0.13
https://1.09+0.12


2 

1 

DES Collaboration 

INTRODUCTION 

Galaxies are biased density tracers as they form at the peaks 
of the matter density field (Kaiser 1984). To interpret the 
observed distribution of galaxies accurately, one needs to un-
derstand the relation between the galaxy and matter density 
fields. At large scales, the galaxy density field is propor-
tional to the matter density. The ratio between the galaxy 
and matter clusterings can be related by a constant factor, 
often referred to as linear galaxy bias. On small scales, non-
linearity and stochasticity induce more complexity in the 
relation, making the modeling of the correlations between 
two fields more challenging (Tegmark & Peebles 1998; Dekel 
& Lahav 1999; Tegmark & Bromley 1999). 

The relationship between galaxy and underlying mat-
ter distribution can be studied using other means, such as 
galaxy-galaxy lensing. Galaxy-galaxy lensing uses the sub-
tle distortion of background galaxy shapes to infer the mass 
profile surrounding foreground galaxies. Under the linear as-
sumption, the strength of the galaxy-galaxy lensing signal 
depends on the product of galaxy bias and the amplitude of 
matter clustering (/ bσ8

2), while the amplitude of galaxy 
clustering depends on the galaxy bias squared (/ b2σ8

2). 
Hence, the combination of the two probes yields a high preci-
sion measurement of the amplitude of matter clustering, by 
cancelling out galaxy bias that has been a major source of 
uncertainty in cosmological analyses (see, e.g., Yoo & Seljak 
2012 and Park et al. 2016). 

The spectroscopic galaxy samples from the Baryon Os-
cillation Spectroscopic Survey (BOSS; Dawson et al. 2013), 
referred to as ‘LOWZ’ and ‘CMASS’ (Reid et al. 2016), 
yielded the most precise measurements of baryonic acous-
tic oscillations (BAO) and redshift space distortions (RSD) 
from the full shape of the galaxy correlation function in 
the redshift range of 0.1 < z < 1.0 (Alam et al. 2017b). 
Due to the large sample size and the availability of spec-
troscopic redshifts, the two samples have also been a popu-
lar candidate for gravitational lenses, to optimally combine 
the weak lensing signals from background sources with the 
galaxy clustering measurements of the BOSS galaxies. Sev-
eral studies (Miyatake et al. 2015; More et al. 2015; Alam 
et al. 2017a; Singh et al. 2020; Amon et al. 2018; Jullo et al. 
2019) have conducted a joint analysis of galaxy clustering 
and weak lensing using the BOSS galaxies as gravitational 
lenses on the deep imaging data from modern experiments, 
such as the Canada-France-Hawaii Telescope Lensing Survey 
(CFHTLenS; Heymans et al. 2012) and Kilo-Degree Survey 
(KiDS; de Jong et al. 2013). This approach provides ac-
cess to better deep images while maintaining the strong con-
straining power of the galaxy clustering measurement from 
BOSS. However, the lensing measurements of these analy-
ses are restricted to a small overlapping area between BOSS 
and imaging surveys, mostly within only a few hundreds of 
deg2 . 

The Dark Energy Survey (DES; Abbott et al. 2016) is a 
prime candidate for such an analysis for its precise photome-
try and the largest survey area among the current generation 
of Stage-III experiments. The survey images over 5, 000 deg2 

of the southern sky in the grizY bands for a wide-area sur-
vey and 27 deg2 ‘time domain’ fields in the griz bands for 
supernovae. Despite the most extensive survey area among 
the modern experiments, the overlapping region between the 

DES Year 1 footprint (˘ 1, 800 deg2) and the BOSS foot-
print is fairly small, consisting of only ˘ 150 deg2 , compa-
rable to previous measurements combining lensing and clus-
tering. 

To overcome the aforementioned limitations, Lee et al. 
(2019) constructed a probabilistic model that identifies 
galaxies equivalent to the BOSS CMASS galaxies in the DES 
footprint, extending beyond the overlapping region. The re-
sulting galaxy sample, DES-CMASS (hereafter DMASS), 
covers the lower region of the DES wide-area survey foot-
print scanned during the first-year observations of DES 
(1, 244 deg2), which effectively increases the area available 
for such studies by a factor of 10. Through a series of vali-
dation tests, Lee et al. (2019) showed that DMASS has the 
same properties as the BOSS CMASS sample, such as the 
galaxy number density, redshift distribution, and angular 
galaxy clustering. 

This paper has two specific goals. First, we measure the 
galaxy-galaxy lensing signal using the DMASS sample as 
gravitational lenses on the DES Y1 imaging data. The mea-
sured signals are calibrated by removing contamination from 
various systematics and astrophysical effects. Second, using 
the calibrated measurement, we assess the feasibility of using 
DMASS as gravitational lenses equivalent to CMASS. For 
this, we quantify the difference in galaxy bias from galaxy-
galaxy lensing of DMASS and galaxy clustering of BOSS 
CMASS, by estimating the galaxy-matter cross-correlation 
coefficient rcc in the scales of interest (see, e.g., Schneider 
1998, van Waerbeke 1998, Hoekstra et al. 2001, Hoekstra 
et al. 2002, Baldauf et al. 2010, Prat et al. 2018 and Simon 
& Hilbert 2021 for classical and recent works of rcc). On large 
scales where the linear bias assumption is valid, the matter 
density field and the galaxy density field are fully correlated 
such that rcc approaches unity. In this work, the value of rcc 
equal to one implies that the galaxy-galaxy lensing signal of 
DMASS on large scales where the linear theory is valid can 
be considered as being statistically consistent with the one 
that would have been measured if CMASS populated the 
full DES region. The lensing signals presented in this work 
will be utilized as part of the data vectors for a combined 
analysis of BOSS and DES in a forthcoming work (Lee et al. 
2021). 

This paper is organized as follows. In Section 2, we in-
troduce the theory of weak lensing and the cross-correlation 
coefficient rcc. The data sets used in the analysis are de-
scribed in Section 3. Models, parameters, and other analysis 
choices can be found in Section 4. In Section 5, we present 
our estimates of galaxy bias and the galaxy-matter cross-
correlation coefficient. Conclusions and discussions are pre-
sented in Section 6. 

The fiducial cosmological model used throughout this 
paper is the Planck 2018 cosmology (Planck Collabora-
tion 2020) with the following parameters: matter density 
Ωm = 0.315, baryon density Ωb = 0.049, amplitude of mat-
ter clustering σ8 = 0.815, spectral index ns = 0.965 and 
Hubble constant h � H0/100 km s −1Mpc−1 = 0.674. Our 
choice for the fiducial cosmology does not affect the measure-
ment of the cross-correlation coefficient rcc. This is because 
the measurement of CMASS galaxy clustering (Chuang et al. 
2017) used in this work is consistent with the Planck 2018 
cosmology, and the quantity rcc depends on the relative dif-
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ference in the amplitude of galaxy clustering and galaxy-
galaxy lensing. 

THEORY 

Weak gravitational lensing is the deflection of light from 
distant objects by foreground matter in the Universe. In the 
case of galaxy lensing, the lensing effect distorts the shapes 
of background galaxies. Since light from distant sources must 
pass by nearby foreground matter distributions, the distor-
tion can inform us about the distribution of matter in be-
tween the source and us (for a detailed review, see Bartel-
mann & Schneider 2001). 

The distortions of images of background galaxies can be 
described as � � � �� � 

xu 1 − κ − γ1 −γ2 xl = (1) 
yu −γ2 1 − κ + γ1 yl 

where (xu, yu) is the displacement vector in the source plane 
and (xl, yl) is the displacement vector in the image plane. 
The subscripts ‘u’ and ‘l’ denote ‘unlensed’ and ‘lensed’ re-
spectively. γ1 and γ2 are the real and imaginary components 
of the total lensing shear γ. The total lensing shear is defined 
as γ = γ1 + iγ2. 

The main observable for measuring galaxy-galaxy lens-
ing is the tangential shear of background sources relative 
to the line joining the lens and source. For a given lens-
source pair, the equations for the tangential shear and cross-
components of the shear are given by 

γ+ = −Re[γe−2iφ] , (2) 

γ× = −Im[γe−2iφ] , (3) 

where φ is the position angle of the source galaxy with re-
spect to the horizontal axis of the Cartesian coordinate sys-
tem centered at the lens. The signal of the shear is typically 
very subtle compared to the intrinsic ellipticity of a source 
galaxy. To obtain an estimate of shear with a significant 
signal-to-noise ratio, one needs to average over many galax-
ies. Hence, the ensemble average of the tangential shear is 
conveniently used as the theoretical expression for galaxy-
galaxy lensing, which is defined as 

γt(θ) = hγ+(θ)i , (4) 

at an angular separation θ. The mean tangential shear γt(θ) 
can be expressed as the Fourier transform of the galaxy-
matter angular power spectrum Cgκ as below: Z 11 

γt(θ) = Cgκ(`)J2(`θ)ld` , (5) 
2π 0 

where l denotes the angular multipole, J2(x) is the second 
order Bessel function of the first kind. The galaxy-matter 
angular power spectrum Cgκ is the projection along the line 
of sight of the 3D power spectrum as given by (Kaiser 1992; 
LoVerde & Afshordi 2008) Z 1 Wg(k, χ)Wκ(χ)

Cgκ(`) = dχ Pgδ(k, z(χ)) . (6) 
χ2 

0 

where χ is the comoving distance, k = (` + 1/2)/χ under 
the Limber approximation, and Pgδ(k, z(χ)) is the galaxy-
matter cross-power spectrum. The integral along the line of 
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sight indicates that weak lensing radially projects the den-
sity fluctuations between us and the source galaxies. The 
function Wκ(χ) is the geometric weight function describing 
the lensing efficiency defined as Z 13H0

2Ωm χ 0 nκ(z(χ
0))dz/dχ0 χ0 − χ 

Wκ(χ) = dχ (7) 
2c2 a(χ) χ n̄κ χ0 

in terms of the source distribution nκ(χ
0). The quantity n̄κ is R 

the number density for sources defined as n̄κ = dz nκ(z). 
The function Wg(χ) is the geometric weight function for 
clustering given as 

ng(z(χ)) dz 
Wg(k, χ) = , (8) 

n̄ g dχ 

where ng is the redshift distribution of the lens galaxies, 
and n̄ g is the number density for lenses. In the regime 
where the linear relationship between the galaxy and mat-
ter densities holds, the galaxy-matter cross-power spec-
trum Pgδ is defined as a combination of the nonlinear mat-
ter power spectrum (Pδδ) and galaxy bias (b) as follows: 
Pgδ(k, z(χ)) = b(k, z(χ))Pδδ(k, z(χ)). However in the weakly 
nonlinear regime at scales of a few h−1 Mpc, nonlinear ef-
fects and stochasticity between matter and galaxy densities 
may result in the two fields being less correlated. Hence, to 
incorporate the correlation relationship between two fields, 
Pgδ is defined as (Pen 1998; Tegmark & Bromley 1999) 

Pgδ(k, z(χ)) = b(k, z(χ)) rcc(k, z(χ)) Pδδ(k, z(χ)) , (9) 

with the correlation coefficient rcc defined as 

Pgδ(k, z(χ)) 
rcc(k, z(χ)) = p , (10) 

Pgg(k, z(χ)) Pδδ(k, z(χ)) 

where Pgg is the galaxy power spectrum. The relation be-
tween the galaxy power spectrum and the matter power 
spectrum is given as Pgg(k, z(χ)) = b(k, z(χ))2Pδδ(k, z(χ)), 
which remains unchanged. On large scales where the linear 
bias assumption is valid, the matter density field and the 
galaxy density field are fully correlated such that the corre-
lation coefficient rcc approaches unity (Dekel & Lahav 1999; 
Somerville et al. 2001; Baldauf et al. 2010). Assuming that 
the galaxy bias is weakly dependent on scales and redshift in 
our lens sample, the combination of b and rcc can be taken 
out of the integrals as below Z 1 Wg(k, χ)Wκ(χ)
Cgκ(`) = b rcc dχ Pδδ(k, z(χ)) , (11) 

χ2 
0 

where b rcc is an averaged quantity over the redshift range 
of the lens bin. Then, the tangential shear γt is simply pro-
portional to b rccσ8

2 . 
In this work, we will mainly use scales where the linear 

bias model is valid, and obtain the measurement of rcc from 
the combination of galaxy-galaxy lensing from DMASS and 
galaxy clustering from BOSS CMASS fixing the cosmology 
to that of Planck 2018 (Planck Collaboration 2020). We de-
fine the galaxy bias constraint inferred from galaxy-galaxy 
lensing as bγ = b rcc. Then, the value of rcc can be derived 
from the ratio of the two galaxy bias constraints given as 

bγ
b = bg ; rcc = , (12) 

bg 

where bg represents the linear galaxy bias from galaxy clus-
tering of BOSS CMASS. As we use different tracers for 



0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4

z

0

1

2

3

4

5

6

n
(z
)

lenses

sources

4 DES Collaboration 

Figure 1. Redshift distributions of lenses (red) and sources (grey) 
used for theoretical predictions. In this work, we adopt the spec-
troscopic redshift distribution of CMASS for lenses, as the redshift 
distribution of DMASS obtained from the clustering-z method 
shows a good agreement with CMASS. The redshift distribu-
tion of DMASS is over-plotted in maroon color with error bars. 
The source sample from DES Y1 metacalibration is divided 
into 4 tomographic bins (0.2 < z < 0.43, 0.43 < z < 0.63, 
0.63 < z < 0.90 and 0.90 < z < 1.30) using the mean of the 
photo-z probability density function determined with the BPZ 
photometric redshift code. 

galaxy clustering and galaxy-galaxy lensing, the measure-
ment of rcc in our work not only shows the cross-correlation 
between galaxies and matter within the scales of interest, 
but it can also be interpreted as a barometer indicating the 
consistency between the two tracers. 

3 DATA 

In this section, we describe the data sets we use for the 
analysis. For the galaxy clustering measurement, we utilize 
the RSD and BAO measurements from the BOSS CMASS 
galaxy sample (Chuang et al. 2017). For the galaxy-galaxy 
lensing measurement, we use the DMASS galaxy catalog 
(Lee et al. 2019) and metacalibration shape catalog 
(Sheldon & Huff 2017; Huff & Mandelbaum 2017; Zuntz & 
Sheldon et al., 2018) from DES. Both catalogs are based 
on the images taken between Aug. 31, 2013 and Feb. 9, 
2014 during the first-year observations of DES (Abbott et al. 
2005; Flaugher et al. 2015; Abbott et al. 2018). The scanned 
area during the period is about 1514 deg2 after masking bad 
regions with a 10σ limiting magnitude of i = 22.5 for galax-
ies (Drlica-Wagner et al. 2018). Below, we briefly describe 
these data sets and refer readers to the listed references for 
more details. 

3.1 Galaxy Clustering: BAO and RSD measurements from 
BOSS CMASS 

The Baryon Oscillation Spectroscopic Survey (BOSS; Eisen-
stein et al. 2011; Bolton et al. 2012; Dawson et al. 2013) 
was designed to measure the characteristic scale imprinted 
by baryon acoustic oscillations (BAO) with a precision of 
˘ 1%, over a larger volume than the combined efforts of 
all previous spectroscopic surveys. BOSS targeted two dis-
tinct samples known as LOWZ at 0.15 < z < 0.43 and 
CMASS at 0.43 < z < 0.75. The higher redshift sample, 
CMASS, we focus on in this work was designed to select a 

stellar mass-limited sample of objects of all intrinsic colors, 
with a color cut that selects almost exclusively on redshift. 
Every galaxy satisfying the selection cuts was targeted by 
the BOSS spectrograph to obtain their spectroscopic red-
shifts, except for 5.8% of galaxies in a fiber collision group 
and 1.8% of galaxies for which the spectroscopic pipeline 
fails to obtain a robust redshift (Reid et al. 2016). Chuang 
et al. (2017) presented the constraints of BAO and RSD de-
rived from galaxy clustering of the combined BOSS galaxy 
samples. They provided a set of values of the Hubble pa-
rameter (H(z)), the angular diameter distance (dA(z)), the 
matter density fraction (Ωmh2), the linear growth rate and 
mean galaxy bias combined with the amplitude of mass fluc-
tuation (f(z)σ8(z), bσ8(z)) along with covariances between 
those parameters. In this work, we utilize those constraints 
measured at the mean redshift of CMASS (z = 0.59) and 
the corresponding covariance matrix. 

3.2 Galaxy-galaxy lensing 

3.2.1 Lenses: DMASS 

The DMASS galaxy sample is a subset of the DES Gold 
catalog, which consists of ˘ 137 million clean objects val-
idated for accurate cosmological analyses (Drlica-Wagner 
et al. 2018). The sample was specifically designed to repli-
cate the statistical properties of the BOSS CMASS sample 
(Reid et al. 2016), in support of upcoming joint analyses of 
the weak lensing measurements from DES and the existing 
measurements of galaxy clustering from BOSS. The sample 
selection algorithm was trained and validated by the DES 
photometry from the overlapping area between the DES 
and BOSS footprints. The final selected sample consists of 
117, 293 effective galaxies covering 1, 244 deg2 after masking 
bad regions described in Lee et al. (2019). The mean galaxy 
bias constrained by its angular galaxy clustering achieved 
1σ consistency with the mean galaxy bias from the angu-
lar galaxy clustering of CMASS. The redshift distribution 
of DMASS was estimated by cross-correlating with the DES 
Y1 redMaGiC galaxy sample (Elvin-Poole et al. 2018) and 
showed a good agreement with the spectroscopic redshift dis-
tribution of CMASS. The redshift distributions of CMASS 
(red shaded region) and DMASS (maroon error bars) are 
shown in Figure 1. The impact of the bump at z ˘ 0.4 on 
galaxy-galaxy lensing is found to be negligible as described 
in Appendix A. Hence, we adopt the spectroscopic redshift 
distribution of CMASS1 as a true redshift distribution of 
DMASS for theoretical predictions. For further details of 
the galaxy sample and selection algorithm, we refer readers 
to Lee et al. (2019). 

1 The BOSS analyses use the CMASS galaxies only within the 
redshift range (0.43 < z < 0.75), by applying the spectroscopic 
redshift cuts on the CMASS targets selected by a set of photomet-
ric cuts (Reid et al. 2016). However, we do not remove the low-
and high-end redshift tails because the DMASS algorithm only 
replicates the photometric selection cuts of CMASS. Therefore, 
the resulting DMASS sample includes a small fraction of sources 
at the tails as well. Lee et al. (2019) tested the impact of the red-
shift tails on the galaxy clustering of BOSS CMASS and found 
that the impact is negligible. The impact of the redshift tails on 
galaxy-galaxy lensing is described in Appendix A. 
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3.2.2 Sources: DES Y1 metacalibration 

We adopt the metacalibration catalog as sources. meta-
calibration in the catalog name refers to a method to 
calibrate the bias in shear estimation by artificially shear-
ing the galaxy images and re-measuring the shape (Shel-
don & Huff 2017; Huff & Mandelbaum 2017). As in Zuntz 
& Sheldon et al., (2018); Prat & Sánchez et al., (2018) 
and Troxel et al. (2018), we only keep clean sources with 
flag FLAGS_SELECT = 0 and split the sources into four to-
mographic bins by the mean photo-z between z = 0.2 and 
z = 1.3. Photo-z of individual galaxies are estimated by the 
Bayesian Photometric Redshift (BPZ) algorithm (Coe et al. 
2006). Further descriptions of the photo-z catalog associated 
with the shear catalogs can be found in Hoyle & Gruen et al., 
(2018). The shear multiplicative biases, photo-z biases, and 
their uncertainties related to this catalog are quantified in 
Zuntz & Sheldon et al., (2018) and Hoyle & Gruen et al., 
(2018) and employed as priors in our analysis. See Section 
4.6 for a detailed description. 

MEASUREMENT 

In this section, we describe our methodology of measuring 
the mean tangential shear γt in configuration space using 
the DMASS and metacalibration catalogs. The estimator 
for measuring tangential shear is explained in Section 4.1. In 
Section 4.2, we select scales where the linear bias model is 
valid based on analyses performed in the past. In Section 4.3, 
we compute the theoretical covariance matrix and validate it 
with the jackknife method. In Section 4.4, we calculate boost 
factors. The impact of various systematics and astrophysical 
effects are outlined in Section 4.5. Finally, in Section 4.6, we 
measure the cross-correlation coefficient rcc by combining 
the resulting γt and the measurements of galaxy clustering 
from BOSS CMASS fixing the cosmology to that of Planck 
2018. 

For the purposes of measuring γt, we use four source 
bins selected using BPZ: 0.2 < z < 0.43, 0.43 < z < 0.63, 
0.63 < z < 0.90 and 0.90 < z < 1.30 as shown in Prat 
& Sánchez et al., (2018). We do not divide the lens sam-
ple. The redshift distributions of the lens and four source 
bins are shown in Figure 1. The weights and masks for 
removing systematics in lenses are addressed in Section 4 
in Lee et al. (2019). For the systematic characterization 
for the source bins, see Prat & Sánchez et al., (2018) and 
Troxel et al. (2018). All calculations of correlation func-
tions are performed in 20 logarithmically spaced angular 
bins over the range 2.50 < θ < 2500 using the public code 
TreeCorr2(Jarvis 2015). For all of our measurements, we use 
jackknife (JK) resampling (Norberg et al. 2009). The survey 
area is split into HEALPix3 (Górski et al. 2005) pixels at 
resolution Nside = 16. This results in ˘ 170 jackknife re-
gions of ˘ 13 deg2 , comparable to the maximum angular 
scales of 2500 . We find that the impact of the unequal size 
of pixels at the edge of the footprint is negligible as ˘ 80 

2 https://github.com/rmjarvis/TreeCorr 
3 http://healpix.sourceforge.net 
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jackknife patches generated by the kmeans4 algorithm yield 
a consistent result. 

4.1 Estimator 

We measure the mean tangential shear by averaging over 
many lens-source pairs as below: P 

1 j wls,j γ+,j
γt(θ) = hγ+(θ)i = P , (13) hRi j wls,j 

where the subscripts ‘l’ and ‘s’ denote lenses and sources. 
The notation wls is a combination of weights associated with 
each lens-source pair given as 

wls = wdmasswsys , (14) 

where wdmass is the probability of a galaxy being a mem-
ber of the DMASS sample, wsys is a weight for lens galaxies 
to correct the systematics due to observing conditions (Lee 
et al. 2019). The value hRi in the denominator is the mean 
shear response averaged over the sources, which is defined as 
the sum of the measured shear response (Rγ ) and shear se-
lection bias correction matrix (RS) for metacalibration as 
below: 

hRi = hRγ i + hRSi . (15) 

Finally, to remove additive systematics arising due to the 
survey edge or heavily masked regions, the signal around 
random points is subtracted from the signal around lens 
galaxies as below (e.g., Mandelbaum et al. 2005, 2013; Singh 
et al. 2017): 

lens randomγt(θ) = γt (θ) − γt (θ) . (16) 

Random points are uniformly generated on the surface of a 
sphere and masked by the same veto masks applied to the 
lens sample. The number density of randoms is chosen to be 
50 times denser than the lens sample, minimizing the impact 
of any noise from the finite number of randoms. 

4.2 Scale cuts 

The assumption of linear galaxy bias is expected to break 
down at small scales. Therefore, we try to restrict our anal-
ysis to sufficiently large scales where our modeling is valid. 
Baldauf et al. (2010) suggested removing the small scale 
information that is strongly affected by the stochastic re-
lation between galaxies and matter. They found rcc ˘ 1 
using the comoving scales r > 2rvir, where rvir is the 
virial radius of haloes in the sample. Following the ap-
proach of Baldauf et al. (2010), Singh et al. (2020) devel-
oped the methodology to constrain the cosmological pa-
rameters from the combination of galaxy clustering and 
galaxy-lensing cross-correlations. They modeled the galaxy-
matter cross-correlation coefficient using the mock cata-
logs of BOSS CMASS and LOWZ galaxies and confirmed 
rcc to be consistent with unity above the cut-off scale of 
˘ 2h−1 Mpc(> 2rvir). More et al. (2015) estimated galaxy 
bias and rcc as a function of scales by combining the cluster-
ing and the galaxy-galaxy lensing signal of CMASS galaxies 

4 https://github.com/esheldon/kmeans_radec 

https://github.com/rmjarvis/TreeCorr
http://healpix.sourceforge.net
https://github.com/esheldon/kmeans_radec
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Figure 2. Comparison of the diagonal components of the covari-
ance obtained from theoretical computation (black solid) and the 
jackknife method on the data (blue circle), for all the lens-source 
combinations. The shaded region indicate the small scales that 
are removed by the 4h−1 Mpc scale cut. The vertical dashed lines 
indicate the scale cut of 12h−1 Mpc. The overall amplitudes ex-
hibit a good agreement with theory over the scales of interest 
(> 4h−1 Mpc). 

on the CFHTLenS images. The measured quantity of rcc 
shows significant deviations from unity at small scales while 
being unity on the scales of r > 10h−1 Mpc. Similarly, Alam 
et al. (2017a) investigated the impact of nonlinearity at small 
scales utilizing galaxy clustering and galaxy-galaxy lensing 
of CMASS galaxies predicted from N -body simulations. In 
their work, the impact of nonlinearity on galaxy bias has 
a maximum value at 8h−1 Mpc and approaches nearly zero 
at ˘ 12h−1 Mpc. Based on these aforementioned works, we 
choose a comoving scale cut of 12h−1 Mpc as our fiducial 
cut, and compare the result with a more aggressive scale cut 
of 4h−1 Mpc. 

The angular scale cut corresponding to the given co-
moving scale cut rmin is calculated as 

rmin
θmin = , (17) 

χ(hzi) 
where hzi = 0.59 is the mean redshift of the DMASS sample. 
Hence, the corresponding angular scale cuts for 4h−1 Mpc 
and 12h−1 Mpc are obtained as 90 and 270 , respectively. 

4.3 Covariance matrix 

We obtain the statistical uncertainties of galaxy-galaxy 
lensing from a covariance matrix calculated by cosmo-
Like (Krause & Eifler 2017). The covariance is computed 
as the sum of Gaussian covariance and non-Gaussian covari-
ance, and the super-sample covariance as detailed in Krause 
et al. (2017). 

To validate the theoretical covariance matrix, we com-
pare it with one computed by the jackknife (JK) method as 

below: 

NJKX1 
C(γi, γj ) = (γk − γ̄i)(γjk − γ̄j ) , (18) 

NJK − 1 i 

k=0 

where NJK is the total number of JK samples, γi represents 
the ith bin of the tangential shear, γi

k denotes the ith bin 
of the tangential shear from the kth sample, and γ̄  is the 
average value of γ over all samples. The footprint is split 
into HEALPix pixels at resolution Nside = 16 that results in 
176 JK sub regions. In order to correct a biased estimate of 
the inverse covariance, the Hartlap correction factor (NJK − 
Nbins − 2)/(NJK − 1) is applied, where Nbins is the number 
of angular bins (Hartlap et al. 2007). 

The four panels in Figure 2 display the diagonal compo-
nents of correlation matrices calculated from theory (black 
solid) and the JK method (blue circle) in each tomographic 
bin. Although the JK method slightly overestimates the di-
agonal components for the second source bins at small scales, 
the overall amplitudes exhibit a good agreement with theory 
over the scales of interest. 

4.4 Boost factors 

The mean tangential shear predicts lensing signals assuming 
galaxies are distributed on the sky homogeneously. However, 
since galaxies are clustered on small scales, sources behind 
the lenses could possibly be located closer to the lenses than 
predicted or physically associated with the lenses. These 
sources are less lensed than predicted or not lensed at all. 
Hence, they cause a dilution of the observed lensing signal 
(Sheldon et al. 2004). The extent of this contamination is es-
timated as the excess in the number counts of source galax-
ies in the region of lens galaxies compared to the random 
points distributed homogeneously. The excess for correcting 
this contamination (”boost factor”) is defined as P 

Nr ls wls 
B(θ) = P , (19) 

Nl rs wrs 

where wls (wrs) is the weight for the lens-source (random-
source) pair, Nl (Nr) is the total number of lenses (ran-
doms). Figure 3 shows the boost factors estimated for each 
source bin. The boost factor from the second source bin has 
the most significant impact of ˘ 7% on the smallest scales 
due to the large fraction of galaxies overlapped in redshift 
distributions between lenses and sources, as shown in Fig-
ure 1. With the scale cut of 4h−1 Mpc (12h−1 Mpc), the 
level of the dilution reduces to below 3% (1%). Boost factors 
shown in this work are consistent with the results in Prat & 
Sánchez et al., (2018), computed from their third lens bin 
(0.45 < z < 0.60) and the same source bins used in this 
work. The error bars are estimated by the JK calculation. 
We have corrected the measurements for the boost factors 
before the observing condition tests and the final analysis. 

4.5 Potential Systematics 

In this section, we follow the procedures outlined in Prat 
& Sánchez et al., (2018) to identify and correct for system-
atic biases correlating with galaxy-galaxy lensing. In Section 
4.5.1, we compute the mean cross-component of the shear 
that should be consistent with zero if there are no potential 
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Figure 3. Boost factors estimated for each lens-source bin. The shaded region is the small scale that is removed by the 4h−1 Mpc scale 
cut. The vertical dashed lines indicate the scale cut of 12h−1 Mpc. The second source bin shows the most significant impact of ∼ 7% on 
the smallest scales. With the scale cut of 4h−1 Mpc, the level of the dilution reduces to below 3%. It is below 1% for the scale cut of 
12h−1 Mpc. 

systematics impacting our measurement. Potential uncer-
tainties that may arise due to the redshifts of DMASS and 
the intrinsic alignments are explained in Section 4.5.2 and 
Section 4.5.3, respectively. In Section 4.5.4, we investigate 
the impact of observing conditions. 

Since we utilize the same sources as Prat & Sánchez 
et al., (2018), we do not perform tests for systematics solely 
related to the shape estimation of sources. For source-specific 
tests, we refer readers to the tests of PSF residuals and Size 
& S/N split described in Prat & Sánchez et al., (2018). The 
biases and uncertainties in photo-z and the multiplicative 
shear for the same sources are discussed in Prat & Sánchez 
et al., (2018) and Troxel et al. (2018). 

4.5.1 Cross component 

The mean cross-component of the shear γ× is a 45 deg ro-
tated signal with respect to the tangential shear γt. If the 
shear is generated only due to the gravitational lensing, its 
cross-component should give a zero signal in the absence 
of systematic shear. The cross-component of shear is calcu-
lated using an equation equivalent to Equation (13). The 
measured signal is subtracted by the signal around random 
points to remove additive contributions caused by geomet-
rical effects. 

To quantify consistency with zero, we compute the χ2 

of the null hypothesis given as X 
χ2
null = di(C

−1)ij dj , (20) 
i,j 

where di is the ith component of an observable to test, C 
is the corresponding covariance matrix. The result is shown 
in Figure 4. We obtained χ2 = 48.7/56 for the scale null/dof 
cut of 4h−1 Mpc and χ2 = 33.7/40 for the scale cut of null/dof 
12h−1 Mpc. As shown in Figure 4 and the values of χ2 

null, we 
have not detected any significant contributions of systemat-
ics from this test. 

4.5.2 Redshift uncertainties in DMASS 

The redshift distribution of the DMASS sample is evaluated 
in Lee et al. (2019) by the ’clustering-z’ technique, which is 
the method that infers redshift distributions of an unknown 
sample by cross-correlating it with a galaxy sample whose 

redshift distribution is known and accurate. For further de-
scriptions about the clustering-z method, we refer interested 
readers to Davis et al. (2017), Cawthon et al. (2018), Gatti 
et al. (2018), and references therein. Lee et al. (2019) uti-
lizes the DES redMaGiC sample (Rozo & Rykoff et al., 2016; 
Elvin-Poole & Crocce et al., 2018) as a reference sample. 
The redMaGiC galaxies are red luminous galaxies selected 
by the redMaPPer algorithm (Rykoff et al. 2014), and have 
excellent photometric redshifts with an approximately Gaus-
sian scatter of σz/(1 + z) < 0.02. Lee et al. (2019) finds 
a good agreement between the clustering-z distribution of 
DMASS and the spectroscopic redshift of CMASS in the 
South Galactic Cap (SGC), as presented in Figure 1. 

The redshift distribution of a galaxy sample is modeled 
through the relation given as 

ntrue(z) = n̂(z − Δz) , (21) 

where n̂ is the measured redshift distribution, and Δz is the 
difference in the mean redshift of the true and measured dis-
tribution. Utilizing the spectroscopic redshift distribution of 
CMASS as the true redshift distribution, Lee et al. (2019) 
constrains Δz, the difference in the mean redshift of the 
CMASS and DMASS samples in this case, by jointly fit-
ting the residuals of the angular correlation and clustering-z 
measurements. The resulting number is Δz = 3.5 × 10−4 

with its uncertainty of σΔz = 0.5 ×10−3 . To incorporate the 
redshift uncertainty of DMASS in our analysis, we construct 
a Gaussian function whose standard deviation (std) is σΔz, 
and utilize the function as a prior for Δz. 

4.5.3 Intrinsic alignments 

The intrinsic alignment (IA) signal in galaxy-galaxy lens-
ing is induced by contamination from source galaxies phys-
ically associated with the lens (for reviews, see Troxel & 
Ishak 2015 and Joachimi et al. 2015). Red elliptical galax-
ies that form in primordial tidal fields tend to be radially 
aligned towards over-densities (Hirata et al. 2007). If galax-
ies physically associated with a lens are mistakenly assigned 
behind the lens due to significant redshift error, the align-
ments of those galaxies by the tidal field associated with 
the lens may introduce a negative signal, which reduces the 
measured galaxy-galaxy lensing signal. 

We parameterize the effects of IA using the nonlinear 
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Figure 4. Mean cross-component of the shear for each lens-source bin pair. The shaded region is the small scale that is removed by the 
4h−1 Mpc scale cut. The vertical dashed lines indicate the scale cut of 12h−1 Mpc. The signals are consistent with zero above these scale 
cuts. 
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Figure 5. The impact of observing conditions. Starting from the 
left, the properties listed on the x-axis are airmass, sky brightness 
(skybrite), 10σ limiting depth in the r band maglim, and seeing 
FWHM. The black square points show the ratio of Σ−1 using crit,eff 
the redshift distributions of sources in each split region. The blue 
(red) points are the ratio between the amplitudes fitted with the 
theoretical tangential shear prediction for each half, with the scale 
cut of 4h−1 Mpc (12h−1 Mpc). 

alignment (NLA) model (Bridle & King 2007). This model 
impacts the lensing efficiency Wκ as 

nκ(z(χ)) dz 
Wκ

i (χ) ! Wκ
i (χ) − A(z(χ)) , (22) 

n̄κ dχ 

with � �ηIA1 + z 0.0139Ωm
A(z) = AIA , (23) 

1 + z0 D(z) 

where D(z) is the linear growth factor and z0 = 0.62. The 
amplitude of the intrinsic alignment AIA and the scaling 
factor ηIA are treated as free parameters of the model. 

4.5.4 Observing conditions 

In this section, we examine potential biases in galaxy-galaxy 
lensing that may arise due to observing conditions. The im-
pact of observing conditions on lenses only is discussed in 
Section 4 in Lee et al. (2019). The resulting set of weights 
from that analysis has been applied to lenses before further 
testing. 

To search for potential systematic uncertainties associ-
ated with observing conditions, we follow the methodology 

described in Prat & Sánchez et al., (2018). We use HEALPix 
maps (Nside = 4096) of airmass, seeing FWHM, sky bright-
ness (skybrite) and 10σ limiting depth (maglim) in the r 
band. A detailed description of constructing HEALPix sur-
vey property maps can be found in Leistedt et al. (2016). Us-
ing each HEALPix map, we split the source and lens galaxy 
samples into halves of either low or high values of a given 
quantity. Then, we compute the galaxy-galaxy lensing sig-
nal in each half, and examine the discrepancies between two 
signals. The sources are all combined into a single bin to 
maximize the sensitivity to potential differences between the 
halves. 

The observing conditions might be weakly correlated 
with photo-z of lenses or sources. The correlations with 
photo-z would result in a difference in the mean redshift of 
the split source samples and thereby affect the amplitude of 
the lensing signals. For maglim, the correlation with photo-z 
results in a difference of 0.03 in the mean redshift. For other 
observing conditions, the differences are of the order of 0.01 
or smaller. However, removing the correlations with photo-
z should be treated in the catalog level and is beyond the 
scope of this paper. Therefore, we do not correct contami-
nation related to photo-z, but instead estimate what contri-
bution it has to any apparent systematic bias. To separate 
the impact of systematics that we want to correct from the 
photo-z related systematics, we utilize the geometric factor 
Σ−1 

crit. The geometric factor takes into account the difference 
in the amplitude of the lensing signals due to the redshift 
distributions and thereby enables us to predict the impact 
of photo-z related systematics. We compute the ratio of the 
geometric factor Σ−1 with the source redshift distribution crit 

of each of the halves, and compare the quantity with the ra-
tio of the tangential shear signals. For the lenses, we simply 
use the same redshift distribution for the two halves as the 
difference in the mean redshift of the lenses is negligible. 

The geometric factor Σ−1 is defined as crit 

−1 4πG D(zl, zs)D(zl)
Σ , (24) crit(zl, zs) = 

c2 D(zs) 

where D(z) is the angular diameter distance to the redshift 
z, zl and zs are the redshifts of lens and source galaxies. The 
geometric factor becomes zero for zs < zl. The width and 
overlap of the redshift distributions can be incorporated by 
integrating the geometric factor over the redshift range of 
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lens and source bins as Z Z 
−1 −1Σ (zl, zs) = dzldzsnl(zl)ns(zs)Σ (25) crit,eff crit(zl, zs) . 

The effective geometric factor Σ−1 can be related to the crit,eff 

tangential shear as 

ΔΣ 
γt = , (26) 

Σcrit,eff 

where ΔΣ is the excess surface mass density. If the measured 
signal is independent of a survey property, we expect the 
ratio of the effective geometric factor to be the same as the 
ratio of the tangential shear: 

Σ−1,high 
γhigh 

crit,eff t = . (27) −1,low γlow Σcrit,eff t 

Note that the geometric factor ratio is reduced to unity if the 
survey property is not correlated with photometric redshift. 
To minimize possible biases arising while fitting two noisy 
quantities, we fit an amplitude of each signal to the theoret-
ical prediction using the scales chosen and then compute a 
ratio of these fitted amplitudes. 

The results are displayed in Figure 5. The black square 
points with error bars show the ratio of Σ−1 using the crit,eff 

redshift distribution of sources in each split region. The 
black point of the maglim case shows a slight deviation 
from unity which implies that photo-z of sources is weakly 
correlated with the observing condition as expected from 
the difference in the mean redshift of the split source sam-
ples. The blue (red) points with error bars are the ratio 
between the amplitudes fitted with the theoretical predic-
tion of tangential shear for each half with the scale cut of 
4h−1 Mpc (12h−1 Mpc). The size of the error bars is com-
puted by the JK method. The blue point of the maglim case 
shows the same deviation from unity as the black point, 
which indicates that the correlation with photo-z is the main 
source of systematics related to maglim. However, both the 
blue and red error bars for the same case are consistent with 
the line of unity and the black error bar simultaneously, 
which implies that this photo-z related systematics is well 
below the statistical uncertainty. For the case of skybrite, 
the blue and red points show a mild difference of 1–2σ from 
the black point, which is not statistically significant enough 
to warrant further action. For the rest of the properties, the 
blue/red points and black point show a good agreement. 
Hence, we conclude that we do not observe any significant 
impact of observing conditions and thereby do not correct 
them. 

4.6 Likelihood Analysis 

Using a combination of galaxy-galaxy lensing and galaxy 
clustering, we perform Markov Chain Monte-Carlo likeli-
hood analyses to constrain the parameter set of {bg, bγ } 
in fixed cosmology. The cross-correlation coefficient rcc is 
derived from the ratio of the two galaxy bias constraints. 
Along with the parameter set, we also vary nuisance pa-
rameters describing the shear and photo-z systematics for 
different tomographic bins, and model parameters for the 
intrinsic alignment. Since we use an identical source sam-
ple as the DES Y1 analysis (Abbott et al. 2018), we adopt 
the same models for the shear and photo-z systematics. The 
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complete set of varied parameters and priors is summarized 
in Table 1. 

The likelihood of the combined probe is evaluated by 
the sum of individual log-likelihoods given as 

1 � 2 2 � 
ln L(p) = − χgκ(p) + χgg(p) , (28) 

2 

where p is the set of varied parameters, the subscript ‘gg’ 
represents galaxy clustering of BOSS CMASS, and ‘gκ’ de-
notes galaxy-galaxy lensing of DMASS. We assume there is 
no cross-correlation between two probes as the two survey 
areas do not overlap5 . We estimate the value of χ2 as below: X 

2χ = −1 T(d − dth)iCij (d − dth)j , (29) 
i,j 

where dth and d are theoretical and measured datavec-
χ2tor respectively. To compute the value of gκ, Equa-

tion (5) is adopted as a theoretical datavector, and its 
corresponding covariance matrix is described in Section 
4.3. For galaxy clustering, we use a set of values of 
{H(z), dA(z), Ωmh2, f(z)σ8(z), bσ8(z)} at redshift z = 0.59 
as a datavector with correlations between those observables 
described in Section 3.1. 

To evaluate the likelihood values and matter power 
spectrum for a given cosmology, we use the DES analysis 
pipeline in CosmoSIS (Zuntz et al. 2015). Further details 
of the likelihood framework are illustrated in Krause et al. 
(2017). 

4.7 Blinding 

We blinded the results to protect against human bias. The 
cosmological parameter constraints were plotted with shifted 
axes. No comparison to theory predictions at the two-point 
level (γt) or of cosmological contours was made. In order to 
interpret the results objectively while avoiding confirmation 
bias, we prepared two different versions of the result section 
for two possible scenarios − the case where rcc is consistent 
with unity within 1σ and the opposite − before unblinding, 
so we can choose which version of the results to use depend-
ing on the unblinded result. We unblinded after we ensured 
that there are no major systematics that can bias the cos-
mological constraints through various tests listed in Section 
4.5. No change was made in either the analysis method or 
pipeline after unblinding. 

5 RESULTS 

In this section, we present the details of our measurement 
of galaxy-galaxy lensing and the cross-correlation coefficient 
rcc with the discussion about the implication of the results. 

5.1 Tangential shear measurements 

In Figure 6, we present the measurement of tangential shear 
from DMASS and metacalibration in four different tomo-
graphic bins (colored points with error bars). Solid lines are 

5 Sources in the overlapping area between DES and BOSS were 
used to train the DMASS algorithm. Afterwards, those sources 
were excluded from the final DMASS sample. 



10 DES Collaboration 

Table 1. Parameters and priors used to describe the measured galaxy-galaxy lensing signal. ‘Flat’ is a flat prior in the range given while 
i‘Gauss’ is a Gaussian prior with mean µ and width σ. Priors for the tomographic shear and photo-z bias parameters mi and Δz aresrc 

identical to the DES Y1 analysis (Abbott et al. 2018). 

Parameter Notation Fiducial Prior 

Galaxy bias (galaxy clustering) bg 2.0 Flat (0.8, 3.0) 
Galaxy bias (galaxy-galaxy lensing) bγ 2.0 Flat (0.8, 3.0) 
Correlation coefficient rcc (= bγ /bg) 1.0 · 
Intrinsic alignment amplitude AIA 0.0 Flat (-5.0, 5.0) 
Intrinsic alignment scaling ηIA 0.0 Flat (-5.0, 5.0) 
Lens redshift bias Δzlens 0.0035 Gauss ( 0.0035, 0.005) 
Source photo-z bias (i = 1) 1Δzsrc -0.001 Gauss (-0.001, 0.016) 
Source photo-z bias (i = 2) 2Δzsrc -0.009 Gauss (-0.009, 0.013) 
Source photo-z bias (i = 3) 3Δzsrc 0.009 Gauss (0.009, 0.011) 
Source photo-z bias (i = 4) 4Δzsrc -0.018 Gauss (-0.018, 0.022) 
Shear calibration bias (i ∈ {1, 2, 3, 4}) im 0.012 Gauss (0.012, 0.023) 
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Figure 6. Tangential shear signals measured with the DMASS 
lenses and metacalibration sources. The solid lines are the best-
fit theory lines. The shaded region is the scales removed by the 
4h−1 Mpc scale cut. The vertical dashed line indicates the scale 
cut of 12h−1 Mpc. 

theoretical predictions from our fiducial cosmology with the 
best-fitting galaxy bias bg and correlation coefficient rcc (the 
values of these parameters are presented in Table 2). Statisti-
cal errors are obtained from the theoretical covariance matri-
ces estimated in Section 4.3. The values of χ2/dof against the 
theoretical predictions are calculated as χ2/dof = 49.6/56 
for the scale cut of 4h−1 Mpc, and χ2/dof = 36.2/40 for 
the scale cut of 12h−1 Mpc. The signal-to-noise ratio of the 
measured tangential shear is calculated using the equation 

)1/2S/N = (dC−1dT , where d is the vector of γt in each 
angular bin and C the covariance matrix. Our overall lens-
ing signal is detected with S/N = 25.7 using the scales 
r > 4h−1 Mpc, and S/N = 17.7 for r > 12h−1 Mpc. 

As shown in the figure, the measured tangential shear 
with the lowest source bin (0.2 < z < 0.43) is slightly higher 
than the best-fit theory obtained by fitting all of the four 
tangential shear signals simultaneously with one galaxy bias 
parameter. This indicates that the lowest tangential shear fa-
vors a higher galaxy bias bγ than other signals and CMASS. 

We compute χ2 of the lowest tangential shear alone vary-
ing galaxy bias and find that the value of galaxy bias that 
minimizes χ2 is bγ = 4.0, which is nearly twice as high as 
that of CMASS. A potential reason for this can be found in 
the original CMASS sample. Salazar-Albornoz et al. (2017) 
measured the galaxy bias of CMASS in fine redshift bins 
and found that galaxy bias peaks at the low-redshift end 
(z ˘ 0.45) instead of increasing monotonically (see Figure 7 
in their paper). As the DMASS algorithm works relatively 
poorly near the edge of low redshifts (Lee et al. 2019), it is 
possible that the irregularity of galaxy bias at low redshifts 
might be amplified while the algorithm faithfully replicates 
the properties of CMASS. If the same irregularity exists in 
the DMASS sample, the impact can be shown significantly 
in the tangential shear signal from the lowest source bin be-
cause the lowest source bin of DES Y1 is located in front 
of the DMASS lens bin as shown in Figure 1. In this case, 
the signal only captures correlations with the DMASS sam-
ple at low redshifts where the two samples partially overlap. 
The constraining power on the galaxy bias is mainly coming 
from the higher redshift source bins which is weighting the 
high-redshift end of the full DMASS sample more. There-
fore, we do not correct the galaxy bias model in this work. 
There will be further discussion about the impact of the low-
est tangential shear on the constraint on galaxy bias in the 
next section. Future high precision analyses will likely need 
to model this behavior of the galaxy bias when using the 
DMASS sample as lenses. 

The residual systematics in the source redshifts could 
possibly contribute to the mismatch. The redshift distribu-
tions for DES have been obtained by using data from the 
30-band photometric data set ‘COSMOS-2015’ (Laigle et 
al. 2016). However, Joudaki et al. (2020) and Hildebrandt 
et al. (2020) have found a coherent downward shift in the 
redshift distributions between COSMOS-2015 and spectra 
due to the ‘catastrophic outlier’ fraction of 6% in the mag-
nitude range 23 < i < 24 reported in Laigle et al. (2016). 
Alarcon et al. (2021) have also found photo-zs of COSMOS-
2015 to be biased towards lower redshifts with respect to 
the spectroscopic sample, with a larger bias at higher red-
shift and fainter magnitudes. This could impact the DES Y1 
source redshift distributions, especially for the shape of the 
high-z tail where the lens and the first source bin overlap. 
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5.2 Cross-correlation coefficient rcc 

In this section, we present the measurements of rcc from 
jointly fitting galaxy clustering and galaxy-galaxy lensing 
using the MCMC fitting method. We use the BOSS CMASS 
galaxies for galaxy clustering and the DMASS galaxies for 
galaxy-galaxy lensing. Note that we perform this analysis 
in fixed cosmology because the primary motivation for this 
paper is to quantify the difference in galaxy bias from the 
two probes, not to constrain the galaxy bias itself. 

Fixing the cosmology to that of Planck 2018, we first 
constrain the galaxy clustering bias bg from BOSS CMASS 
galaxy clustering to detect any potential biases that may 
appear due to our fiducial pipeline. We obtain bgσ8(z = 
0.59) = 1.154 ± 0.080 with a fixed value of σ8(z = 0.59) = 
0.60. This value is consistent with bgσ8(z = 0.59) = 1.154 ± 
0.090 from the published BOSS measurement (Chuang et al. 
2017). This also shows that the analysis of this work is not 
sensitive to our choice of fiducial cosmology. From galaxy-
galaxy lensing alone, we obtain the galaxy lensing bias bγ = 
2.04+0.16 for the fiducial scale cut of 12h−1 Mpc, and bγ = 
2.10+0.13 

−0.16 

for the scale cut of 4h−1 Mpc. −0.12 

Next, the cross-correlation coefficient rcc is 
measured by jointly fitting the galaxy-galaxy lens-
ing measurement of DMASS with the results of 
galaxy clustering in BOSS CMASS, parametrized as 
{H(z), dA(z), Ωmh2, f(z)σ8(z), bσ8(z)} at z = 0.59. Figure 
7 shows contours in a two dimensional plane of bg and 
rcc constrained using two different scale cuts. The blue 
contours show when the fiducial scale cut of 12h−1 Mpc 
is applied. The orange contours are for the scale cut of 
4h−1 = 1.06+0.13 = 1.92+0.16Mpc. We find that rcc and bg−0.12 −0.16 

1.09+0.12for the scale cut of 12h−1 Mpc, and rcc = and −0.11 

1.92+0.16bg = for the scale cut of 4h−1 Mpc. All of these −0.15 

numbers are listed in Table 2 as well. The constraints of 
rcc favor a value slightly higher than unity for both scale 
cuts. These results indicate that bγ from DMASS is slightly 
higher than bg from CMASS. However, they are consistent 
with unity within 1σ, which implies that the discrepancy 
between the galaxy bias constraints of DMASS and CMASS 
and the effects of non-linearity/stochasticity in DMASS are 
well below the statistical uncertainties of the survey, over 
the scales > Mpc. The mild preference of rcc for a4h−1 

higher value shown in this work may be relieved with the 
DES Year 3 shape calibration. In DES Year 3 (MacCrann 
et al. 2020), the shear calibration bias prior is shifted from 
m i = 0.012 to m i = {−0.0063, −0.0198, −0.0241, −0.0369}, 
where the subscript i indicates ith source bin. The shift 
in the negative direction would result in increasing the 
amplitude of the tangential shear. Then, the galaxy bias is 
pulled down to compensate for the increase, which leads to 
a decrease in rcc. 

We additionally test the robustness of our results. As 
the tangential shear signals measured with the first (0.20 < 
z < 0.43) and the second (0.43 < z < 0.63) source bins 
show a significantly low signal-to-noise ratio compared to 
the others (see Section 5.1), we measure the constraints of 
b and rcc without the first two bins and compare them with 
the constraints obtained with all source bins. The results 
are presented in Figure 8. Each panel shows the constraint 
with all bins (solid lines) and without the first two bins 
(dashed lines) for different scale cuts. The resulting num-
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Figure 7. Constraints on galaxy bias from the BOSS galaxy clus-
tering signal (bg), from the DMASS galaxy-galaxy lensing signal 
(bγ ), and the correlation coefficient (rcc) derived from the ratio 
of the two galaxy biases. We find that the galaxy bias inferred 
from the DMASS galaxy-galaxy lensing signal is consistent with 
the galaxy bias of BOSS CMASS. The derived value of rcc is 
consistent with unity for both scale cuts. 
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Figure 8. Galaxy bias and the correlation coefficient rcc obtained 
using all tangential shear signals (solid) and only the signals 
meaured with the third & fourth bins (dashed). 

1.15+0.14 1.91+0.16bers are rcc = and bg = for the scale −0.14 −0.15 

1.06+0.16 1.92+0.17cut of 4h−1 Mpc, and rcc = and bg = −0.15 −0.16 

for the scale cut of 12h−1 Mpc. The constraints are slightly 
shifted towards higher values but still consistent within 1σ. 
As stated in Section 5.1, the tangential shear signal mea-
sured with the first source bin (0.20 < z < 0.43) is higher 
than predicted in theory due to the interplay between the 
first source bin being ahead of the lens bin and the irregular-
ity of galaxy bias at low redshifts. This additional analysis 
also proves that the impact from the galaxy bias at low red-
shifts is negligible. 

Finally, we evaluate the scale-dependence of the cross-
correlation coefficient as a function of angular separations. 
Figure 9 displays rcc for different tomographic bins. The 
quantities are computed by dividing the measured tangen-
tial shear by theoretical predictions modeled with halofit 
(Takahashi et al. 2012) implemented in CosmoSIS and lin-
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Figure 9. Cross-correlation coefficient as a function of angular separation obtained by dividing the measured tangential shear by theoretical 
predictions modeled with halofit and linear galaxy bias. The dashed line is 1.0. The shaded region is removed by the 4h−1 Mpc scale 
cut. The dashed vertical line in grey denotes the scale cut of 12h−1 Mpc. The measured rcc is consistent with unity for all scales for the 
first two bins and on the scales above 4h−1 Mpc for the the last two. 
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Figure 10. The angular galaxy clustering measurement of 
DMASS. The dashed line is the best-fitting prediction. The 
shaded region (r < 4h−1 Mpc) is discarded in the analysis to 
exclude the small scales where the nonlinear effect is significant. 

ear galaxy bias bg = 2. The dashed line shows the ideal case, 
unity. The shaded region is the small scale that is removed by 
the 4h−1 Mpc scale cut. The measured rcc is consistent with 
the line of unity for all scales for the lowest two bins. For the 
highest two bins, we see a small discrepancy at small scales 
as expected, but overall the results show a good agreement 
with the line of unity above 4h−1 Mpc. The values of χ2/dof 
against unity are calculated as 55.9/56 above 4h−1 Mpc and 
37.7/40 above 12h−1 Mpc. 

5.3 Adding angular galaxy clustering 

In the previous section, we have restricted the number of 
data sets to be as minimal as possible to carefully exam-
ine the galaxy-galaxy lensing of DMASS without introduc-
ing potential systematic biases from other probes. Angular 
clustering is a powerful probe to constrain galaxy bias, but 
adding angular clustering of DMASS may dilute any poten-
tial issues coming from galaxy-galaxy lensing, and also re-
quire additional validations for the scale cut or covariances. 
However, it would be interesting to see the full statistical 
power from DES, assuming the simplest case. Hence, in this 
section, we present the constraint on rcc measured with the 

γt,4(θ) + BOSS

bg rcc

γt,4(θ) + w4(θ)

γt,4(θ) + w4(θ) + BOSS

γt,12(θ) + BOSS
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γt,12(θ) + w4(θ) + BOSS

1.8 2.0 2.2 1.0 1.2

Figure 11. The constraints of bg and rcc obtained from the various 
combinations of data sets. The red error bars are obtained from 
the galaxy-galaxy lensing of DMASS combined with the BOSS 
CMASS data. The black error bars are obtained from the angular 
clustering combined with other probes. The subscript ‘4’ and ‘12’ 
denote the cut-off scales 4h−1 Mpc and 12h−1 Mpc, respectively. 

angular galaxy clustering of DMASS. The galaxy bias in-
ferred from the angular galaxy clustering of DMASS is con-
sistent with the galaxy bias of BOSS CMASS within 1σ 
(Lee et al. 2019). Therefore, the angular galaxy clustering of 
DMASS will play the same role as the BOSS measurements 
but will convey the constraining power from DES. 

The theoretical prediction for angular clustering is given 
as Z 11 

w(θ) = Cgg(`)J0(`θ)`d` , (30) 
2π 0 

with the angular galaxy power spectrum Z 1 � �2 
2 dχ ng(z(χ)) dz 

Cgg = bg Pδδ(k, z(χ)) . (31) 
0 χ2 n̄ g dχ 

As shown in the above equation, the amplitude of angular 
galaxy clustering is proportional to b2g, thereby adding an-
gular clustering helps to break the degeneracy between bg 
and rcc. 

Lee et al. (2019) measured the angular galaxy cluster-
ing of DMASS to validate that DMASS matches the BOSS 
CMASS sample. We recompute the signal using the exact 
same methodology but with the number of angular bins in-
creased from 10 to 20. As we obtained the same results ex-
cept for the number of bins, we only briefly summarize the 
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methodology here and refer readers to the original paper. 
The correlation function was measured in 20 logarithmi-
cally spaced angular bins over the range 2.50 < θ < 2500 . 
Weights for mitigating potential systematics are applied to 
each galaxy, which is illustrated in section 4 in Lee et al. 
(2019). The covariance matrix of angular clustering and 
galaxy-galaxy lensing is computed by cosmoLike as de-
scribed in section 4.3, including the cross-covariance between 
the two probes. We assume there is no cross-correlation with 
BOSS as the two survey areas do not overlap. Galaxy clus-
tering is less sensitive to the nonlinear effects at small scales 
than galaxy-galaxy lensing. Hence, we choose a more aggres-
sive scale cut of 4h−1 Mpc. This is a reasonable choice as Lee 
et al. (2019) shows that the galaxy bias of DMASS is con-
sistent with that of CMASS using the angular clustering of 
DMASS over the scales > 2h−1 Mpc. The measured signal 
is plotted with the best-fitting prediction in Figure 10. The 
small excess at large scales in the measurement is due to the 
RSD effect that is not included in the theoretical prediction. 
We find that CMASS angular clustering also shows a similar 
level of deviation from the best-fitting theory at the same 
scales. Despite the deviation, we obtain a reasonable value 
χ2/dof = 15.7/14 against the best-fitting theory. Therefore, 
we perform the analysis without modeling the RSD effect. 

The results are displayed in Figure 11. The subscript ‘4’ 
and ‘12’ denote the cut-off scales 4h−1 Mpc and 12h−1 Mpc, 
respectively. The red error bars are the main results of this 
paper shown in Section 5.2. For the case of γt(θ)+w4(θ), we 
obtain bg = 2.00 ± 0.14 and rcc = 1.06 ± 0.13 for the scale 

= 2.03+0.17 = 1.01+0.16cut of 4h−1 Mpc, and bg and rcc for −0.16 −0.15 

the scale cut of 12h−1 Mpc. These results show that w(θ) 
of DMASS favors slightly higher galaxy bias than that of 
CMASS. We find that the constraining power of the DMASS 
angular clustering is comparable to the one from the BOSS 
measurement despite the fairly small survey area of DES 
Y1 compared to BOSS. This is mainly because the DMASS 
angular clustering contains smaller scales down to 4h−1 Mpc 
while the BOSS measurements were obtained over the scales 
of r > 40h−1 Mpc (Chuang et al. 2017). 

Next, we constrain parameters by combining all three 
probes. The measurement of BOSS CMASS and the angular 
clustering of DMASS share the same galaxy clustering bias 
bg and the tangential shear constrains the lensing galaxy 
bias bγ separately. We obtain bg = 2.00 ± 0.10 and rcc = 
1.06±0.10 for the scale cut of 4h−1 Mpc, and bg = 2.02±0.11 
and rcc = 1.03±0.11 for the scale cut of 12h−1 Mpc. Adding 
angular galaxy clustering improves the constraint on rcc by 
23% for the scale cut of 4h−1 Mpc, and 29% for 12h−1 Mpc. 
The improvements on bg are 29% and 33% for the scale cut 
of 4h−1 Mpc and 12h−1 Mpc, respectively. 

CONCLUSION 

In this paper, we measured the galaxy-galaxy lensing sig-
nal using DMASS lenses and metacalibration sources. To 
ensure the measured signal is free from various systematic 
effects, we performed tests for the mean cross-component 
of the shear and the impact of observing conditions. We 
also computed the boost factor and corrected the mea-
sured signals for this effect. In the scales of 4h−1 Mpc and 
12h−1 Mpc, we did not find any significant impact of sys-

Table 2. The constraints of galaxy bias and the cross-correlation 
parameters with 1σ errors obtained from the various combinations 
of data sets. The subscript ‘4’ and ‘12’ denote the cut-off scales 
4h−1 Mpc and 12h−1 Mpc, respectively. 

bg bγ rcc 

γt,4(θ) + BOSS 1.92+0.16 
−0.15 2.10+0.13 

−0.12 1.09+0.12 
−0.11 

γt,4(θ) + w4(θ) 

γt,4(θ) + w4(θ) + BOSS 

γt,12(θ) + BOSS 

γt,12(θ) + w4(θ) 

2.00 ± 0.14 
2.00 ± 0.10 
1.92+0.16 

−0.16 

2.03+0.17 
−0.16 

2.12 ± 0.14 
2.13+0.12 

−0.11 

2.04 ± 0.16 
2.06 ± 0.17 

1.06 ± 0.13 
1.06 ± 0.10 
1.06+0.13 

−0.12 

1.01+0.16 
−0.15 

γt,12(θ) + w4(θ) + BOSS 2.02 ± 0.11 2.08 ± 0.13 1.03 ± 0.11 

tematics. The calibrated signals of tangential shear yield the 
signal-to-noise ratio of 16.4 for the scale cut of 4h−1 Mpc, 
and 25.6 for the scale cut of 12h−1 Mpc. 

By combining the galaxy-galaxy lensing signals with 
the BOSS CMASS galaxy clustering measurements, we de-
rived the the cross-correlation coefficient rcc and assessed 
the equivalence of DMASS and BOSS CMASS. We obtained 

1.09+0.12 rcc = for the scale cut of 4h−1 Mpc and rcc = −0.11 

1.06+0.13 for 12h−1 Mpc, both are consistent with the ideal −0.12 

value of rcc = 1 within 1σ. Adding the angular galaxy clus-
tering of DMASS, the resulting values are rcc = 1.06 ± 0.10 
for the scale cut of 4h−1 Mpc and rcc = 1.03 ± 0.11 for 
12h−1 Mpc. We find that these values agree with the results 
from other works that utilize the BOSS CMASS galaxies as 
lenses. Our result indicates that the tangential shear mea-
surement in this work is statistically consistent with the one 
that would have been measured if BOSS CMASS populates 
in the DES region. The measured signals will be utilized as 
the data vector for the joint analysis of DES and BOSS in 
a forthcoming paper. 
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APPENDIX A: THE IMPACT OF TAILS AND A BUMP 
AT z ˘ 0.4 IN THE REDSHIFT DISTRIBUTION OF 
LENS 

The BOSS CMASS sample was selected by a set of pho-
tometric selection cuts before being targeted by the BOSS 
spectroscopy. Afterwards, the BOSS analyses only used 
sources within the redshift range of 0.43 < z < 0.75, by ap-
plying the spectroscopic redshift cuts that discarded nearly 
10% of sources from the photometric targets (Reid et al. 
2016). As the DMASS algorithm only replicates the photo-
metric selection cuts, the resulting DMASS sample includes 
a small fraction of sources at the high-end (z > 0.75) and 
low-end (z < 0.43). Lee et al. (2019) tested the impact of 
these high- and low-redshift tails on the galaxy clustering us-
ing the photometric CMASS sample and found that the im-
pact is negligible (see their appendix). However, for galaxy-
galaxy lensing, the redshift tails of the lenses overlap with 
the redshift distributions of source bins, which might have 
a non-trivial impact. 

To test the impact of the tails on galaxy-galaxy lens-
ing, we compute the theoretical tangential shear using the 
spectroscopic redshift distribution of CMASS within 0.43 < 
z < 0.75 and compare the result with the fiducial case com-
puted with the full redshift distribution. The comparison 
with the fiducial case is shown in Figure A1. The top row 
panels show the tangential shear with the full redshift distri-
bution (‘fiducial’; grey dashed) and the one with no redshift 
tails (‘no-tails’; blue solid) for each source bin. The grey 
shaded area denotes the statistical uncertainty. The bottom 
row panels show the fractional difference between ‘fiducial’ 
and ‘no-tail’ (blue). The offset between ‘fiducial’ and ‘no-
tail’ is within the statistical uncertainty. 

We also test the impact of the bump at the redshift 
z ˘ 0.4 on galaxy-galaxy lensing. We compute the tangen-
tial shear signals with the clustering redshift distribution of 
DMASS (maroon color error bars in Figure 1) to take into 
account the bump and compare the resulting signals with 
the fiducial case, based on the spectroscopic redshift dis-
tribution of CMASS (red shaded region in Figure 1). The 
comparison with the fiducial case is shown in Figure A1 in 
orange color. We do not find any significant deviation from 
the fiducial case. 
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Figure A1. Theoretical prediction of tangential shear computed without low and high redshift tails (blue) and computed with the redshift 
distribution of DMASS including a bump at z ∼ 0.4 (red). The dashed line is computed with our fiducial setting. The predictions are 
well within the 1σ statistical error (shaded region) which implies the impacts from the tails and bump are negligible. 

burgh EH9 3HJ, UK 
17 Departamento de F́ısica Matemática, Instituto de F́ısica, 
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