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Abstract 
Galaxy formation and evolution involve several physical processes where stars, gas and dust play important 
roles. While analytical and numerical models have successfully accounted for most of them over the years, 
radiative transfer, that considers the interaction between light and the interstellar medium, is still the elephant 
in the room. Despite its importance as a driver of galactic evolution and as one of the main observables, 
radiation is often treated under very restrictive assumptions because an on-the-fy radiative transfer prescription 
is computationally expensive. This thesis advocates the importance and feasibility of including radiation by 
developing several models and codes with modest computational requirements. To illustrate this, I include 
radiation felds into the well-studied problem of supernova remnant evolution to study its efects, highlighting 
the main diferences and improvements with respect to previous works in the literature. Then, I model the 
interstellar radiation feld of the Milky Way in a self-consistent way, based on a distribution of stars, gas and 
dust predicted by chemical evolution models. This opens the door to use the interstellar radiation feld both as 
a prediction to calibrate evolutionary galaxy models, as well as an efcient method to consider this ingredient 
on other physical processes, as done with supernova remnants. 

Resumen 
En la formación y evolución de galaxias hay involucrados varios procesos f́ısicos donde las estrellas, el gas y el 
polvo juegan papeles importantes. Aunque los modelos anaĺıticos y numéricos han ido añadiendo la mayoŕıa de 
dichos procesos a lo largo de los años, el transporte radiativo, que considera la interacción entre la luz y el medio 
interestelar, sigue siendo el elefante en la habitación. A pesar de su importancia en la evolución de galaxias y de 
ser un observable primordial, la radiación sigue tratandose bajo aproximaciones muy restrictivas, ya que añadir 
una prescripción que incluya el transporte radiativo sobre la marcha es caro computacionalmente. Esta tesis 
defende la importancia y la viabilidad de incluir dicha radiación desarrollando varios modelos y códigos con 
recursos computacionales modestos. Para ilustrarlo, incluyo campos de radiación en la evolución de remanentes 
de supernova, que es un problema bien estudiado, para señalar las diferencias y ventajas con trabajos previos 
de la literatura. Después, modelo el campo de radiación interestelar de la Vı́a Láctea de forma autoconsistente, 
a partir de una distribución de estrellas, gas y polvo, predicha por modelos de evolución qúımica. Esto abre 
la puerta a usar el campo de radiación interestelar como una predicción que sirva para calibrar modelos de 
evolución de galax́ıas, tanto como método efciente a considerar para otros procesos f́ısicos, como se hizo con 
remanentes de supernova. 
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Daniel y Mat́ıas; aprecio mucho todas las comidas y buenos momentos que he compartido con todos vosotros 
en estos años. 

Para fnalizar, también quiero agradecerte a ti, lector, por tomarte tu tiempo para leer estas lineas. Esta 
tesis es la culminación de muchos años de sudor y sangre, pero también el orgullo y la alegŕıa de un trabajo 
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The Elephant in the Room 

The main components of a galaxy are dark matter, stars, and the interstellar medium (ISM). The latter is 
further subdivided in gas, where a few phases with diferent thermal and chemical states coexist in approximate 
pressure equilibrium; dust, made of very small solid particles and complex molecules; cosmic rays, i.e. electrons 
and bare nuclei moving at relativistic speeds; magnetic felds; and fnally the photons that pervade the ISM, 
known as the interstellar radiation feld (ISRF). A very basic picture of how these actors interplay with each 
other, alongside other events and processes that take place within a galaxy, is illustrated in Figure 1. 

A star is a spheroidal entity that undergoes thermonuclear fusion (mainly H to He), which in turn prevents 
its gravitational collapse. They are in a galaxy in diferent types and properties. Here, I am using a classifcation 
based on their time span: 

1. Young stars: These stars are massive (> 8 M⊙) and the minority among all stars. However, they emit
huge amounts of UV radiation into the ISM, enough to generate the warm ISM of Figure 1. These stars
are called young because of their short lifetime, between 3 Myr and 30 Myr (Ferrière, 2001). When they
die, they collapse under their own gravity and explode as supernovae (SNe), leaving either a neutron star
or a black hole at their former location, as well as a shock wave that produces a hot ISM behind it for a
very long time. The whole structure imprinted into the ISM, that is the shock wave and the hot interior,
is called supernova remnant (SNR).

2. Old stars: Unlike their counterparts, they are less massive, more common, and they can live for several
billion years, hence the name ’old’. Their deaths are not as violent as those of young stars. They release
some of their gas as a planetary nebula, outshining the luminosity of a young star and leaving the naked
core of the star as a white dwarf. In some cases, white dwarfs can also generate a SNR (for more details,
see Maoz et al., 2005).

On the other hand, this thesis will consider only three phases for the ISM: 

1. Cold medium: T < 100 K, n > 100 cm−3 . It consists of cold atomic gas and dispersed molecular clouds,
well protected from radiation in the ISM. Half of the total gas mass is in this state, while occupying less
than a 5 % in volume.

2. Warm medium: Composed of atomic and ionized material with temperatures in the 104 − 105 K range
and densities between 0.1 to 1 cm−3 . It coexists in equilibrium with the cold medium (e.g.: Wolfre et al.,
1995) due to the existence of the ISRF that prevents the gas cooling at these temperatures.

3. Hot medium: Very ionized gas with a very low density (10−2 cm−3) with a temperature of T ∼ 106 K.
Therefore, there is little gas mass is in this phase, but it covers a signifcant volume in the ISM. This
phase is generated and maintained by supernova remnants (McKee and Ostriker, 1977) and the inefcient
gas cooling.

In addition, a very important element for emission and absorption of light is the interstellar dust. Here, I 
consider two types of dust: 

1. Grains: Solid particles with sizes between 0.3 nm to 0.3 µm made by heavy elements (Galliano et al.,
2018).

2. Polycyclic Aromatic Hydrocarbons (PAH): Complex chemical molecules featuring multiple benzene
rings.

For a more interested reader in the ISM phases, see McKee and Ostriker (1977) and Ferrière (2001) for a 
review. 

In terms of the processes involved in Figure 1, cold, molecular gas can form stars due to gravitational forces, 
and stars return part of it as hot ISM. Things become more complicated for the warm ISM. Cold gas can be 
ionized and sent to a warm state due to the interaction with cosmic rays, or by absorption of ISRF photons, 
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Figure 1: Basic scheme of the diferent states and actors found within a galaxy. Squares represent the main 
phases of the ISM plus stars, whereas arrows label main processes that intervene in each phase transition. 

either by the interstellar gas, or by dust (e.g.: photoelectric efect), which also acts as catalyst of chemical 
reactions to form cold gas. Furthermore, it is possible generate warm gas from radiative cooling of hotter gas, 
but also heat it if a SNR sweeps through the gas. 

This way, the literature is flled with several studies that address the big picture of Figure 1, as well as other 
works that deal individually with each one of these processes. Radiative processes become an elephant-in-the-
room in most of these studies: the ISRF is always present within the galaxy, and observations rely on capturing 
photons in a telescope, but including it in models of galaxy formation and evolution is a formidable challenge. 

When considered in the literature, there are two main approaches to radiative transfer. The frst one is 
to solve it explicitly alongside other relevant equations, which makes the problem computationally expensive. 
This cost is, at minimum, similar to other ingredients needed for a full galaxy simulation, such as gas dynamics, 
chemical reactions, magnetic felds, etc. Therefore, it is necessary to use a supercomputer to perform such a 
simulation, using modules dedicated to perform this particular task in a optimal way (Grond et al., 2019; Wünsch 
et al., 2021). Alternatively, you can post-process the data of a simulation without radiation with several public 
codes to predict, for example, the ISRF, such as Mocassin (Ercolano et al., 2003, 2005), Sunrise (Jonsson, 
2006), Skirt (Baes et al., 2003; Camps and Baes, 2020), Hyperion (Robitaille, 2011) or Radmc3d (Dullemond 
et al., 2012). 

The other approach, which is far more popular, is to neglect the efect of the ISRF and assume that the 
gas is in purely collisional-ionization equilibrium (CIE). The problem is, however, that this is a very restrictive 
assumption, well known to break down in a variety of scenarios (e.g. Wiersma et al., 2009; Gnedin and Hollon, 
2012; Oppenheimer and Schaye, 2013; Gnat, 2017; Robinson et al., 2021), and some authors have dealt with 
this issue by using pre-computed tables of gas cooling and heating under diferent illumination conditions (e.g.: 
Obreja et al., 2019; Ploeckinger and Schaye, 2020, Chapter 3). 

Let me consider supernova remnants (SNR) as an example to illustrate the elephant-in-the-room character 
of radiative processes. To frst order, a SN releases 1051 erg and leaves a SNR in the ISM that can last for a 
few million years, reaching a radius of ∼ 100 pc at its late stages. We are talking about entities that have a 
similar life as young stars, covering the typical extent of a galactic thin disk, where new stars are forming. For 
that reason, they are one of the key ingredients of galaxy formation and evolution models (Naab and Ostriker, 
2017). Early studies of SNR focused on the net energy injected by the SNR assuming spherical symmetry and 
a homogeneous ISM (Chevalier, 1974; Ciof et al., 1988; Blondin et al., 1998; Thornton et al., 1998). In solar 
neighborhood environments, Thornton et al. (1998) found that only about 10 % or less of the injected energy is 
retained as kinetic energy, whereas the rest is radiated away. In the 2010 decade, there was a renewed interest 
in this problem, focusing more on the momentum injection into the ISM, since this quantity becomes constant 
in the late evolutionary stages of SNR evolution according to the analytical solution (e.g.: Oort, 1951; Ostriker 
and McKee, 1988; Bisnovatyi-Kogan and Silich, 1995). Modern works also studied SNR under less idealized 
conditions, such as non-homogeneous densities (Ifrig and Hennebelle, 2015; Kim and Ostriker, 2015; Li et al., 
2015; Martizzi et al., 2015; Pittard, 2019), including magnetic felds (Petruk et al., 2016, 2018) or dust (Slavin 
et al., 2015; Mart́ınez-González et al., 2018, 2019; Priestley et al., 2021). Some of them have even considered 
the radiation from the progenitor star (Green, 2014; Walch and Naab, 2015) or the SNR self-radiation (Sarkar 
et al., 2021). None of them have modelled the ISRF that is always present, although, as pointed by Badjin et al. 
(2016), the SNR structure and dynamics can be diferent due to the treatment of cooling (and hence radiation) 
at temperatures < 104 K. 

In addition, modelling individual SNR in simulations at galactic (or higher) scales is impractical, as the 
temporal and spatial resolution required impose a fairly high computational cost. Therefore, phenomenological 
fts of the energy and momentum injected into the ISM by the SNR are often used, based on the results of 
single (or multiple) high-resolution SNR simulations. The most popular ft is the one provided by Thornton 
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et al. (1998), although I suggest to read Kim and Ostriker (2015); Li et al. (2015); Martizzi et al. (2015); Gentry 
et al. (2017) for more sophisticated solutions. On the other hand, analytical solutions for SNR evolution have 
also been developed since early times (for a review, see Ostriker and McKee, 1988; Bisnovatyi-Kogan and Silich, 
1995). They are typically based on self-similar power-law solutions of the shock radius at diferent times of 
SNR evolution. Likewise, there are also semi-analytical models available today (Haid et al., 2016; Leahy and 
Williams, 2017; Jiménez et al., 2019) less idealized than these analytical solutions. 

This thesis brings radiative transfer into the limelight, focusing on how to properly model radiation and its 
interaction with the ISM with humble resources, not beyond the reach of any modern personal computer. More 
precisely, I would like to argue that including radiative processes is of the utmost importance in the context of 
galaxy formation and evolution and advocate for the feasibility of doing so through diferent approximations at 
various levels that incur in low to moderate computational costs. To achieve that, I revisit the problem of SNR 
structure and evolution, from analytical models to numerical simulations, focusing on the diferences associated 
to a more detailed treatment of the absorption and emission of photons. 

In next Chapter, I will introduce the basic concepts of radiative transfer in an astrophysical context. Chap-
ter 2 presents an analytical model of radiative SNR. There, I will show you how accounting for the luminosity 
of the remnant can produce analytical solutions that are consistent with numerical simulations and previous 
results in the literature. In Chapter 3, I develop my own hydrodynamic code to study SNR, where radiative 
cooling and heating are generated as a result of an external radiation feld representing the ISRF in the solar 
neighborhood. At the end of that chapter, I extrapolate the results to more generic environments to see the 
extent of all the changes that may happen in the SNR evolution. Lastly, Chapter 4 will focus into modelling 
the ISRF. From a semi-analytical chemical evolution model that solves the system of diferential equations 
associated to Figure 1), I use publicly available codes to compute the Milky Way ISRF and compare it with 
previous phenomenological results. I would like to argue that the ability to predict the ISRF is a stepping stone 
to better calibrate galaxy formation and evolution models, as well as to understand SNR evolution and feedback 
outside the solar neighborhood. 
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Chapter 1 

Basics of radiative transfer 

1.1 Brightness, mean intensity and luminosity 
In astrophysics, radiation is measured with the specifc intensity (or brightness), I. This magnitude measures 
the energy per unit of time, area and wavelength (or frequency), that is stored by an individual ray of photons 
(i.e.: also per unit of solid angle, Ω). In mathematical terms, this term I has two defnitions, one for wavelengths 
and another for frequencies: 

dE dE 
Iλ = 

dtdAdΩdλ 
; Iν = ,

dtdAdΩdν 
(1.1) 

with both expressions related since Iλdλ = Iν dν. Due to νλ = c, you can defne a third intensity independent 
of wavelength or frequency as 

λIλ = νIν , (1.2) 

labelled in this thesis as its neutral defnition, and it is valid with any radiation-related magnitude as long as it 
is not integrated in wavelength or frequency. Hereinafter, wavelength (Iλ) or neutral (λIλ) defnitions will be 
used in the text without loss of generality. 

Although the specifc intensity is the main quantity for computations, there are other variables that are 
convenient to be used in diferent cases. These are defned by integrating (1.1) in the solid angle (i.e.: all 
directions): R 

1Jλ = Iλ dΩ ′ (1.3)R 4π Ω 
Fλ = Iλ cos(θ) dΩ ′ (1.4)

Ω 

The frst quantity is an average of all directions, and hence it takes the name of mean intensity. The second 
one is the energy per unit of time and wavelength that crosses a surface, which is the defnition of a (radiative) 
fux. From the latter, it is possible to defne the observed luminosity as the energy radiated by unit of time and 
wavelength of some entity by integrating in the surface dA: Z 

Lλ = Fλ dA (1.5) 
A 

The three Eq. (1.3), (1.4) and (1.8) are used in diferent contexts in Astrophysics. The mean intensity is 
very useful for measuring the radiation within a continuous material such as the ISM, while the luminosity is 
more adequate for single entities such as stars. Fluxes, on the other hand, are necessary when dealing with 
observations. Since this thesis is theoretical, the fux will not be used as much here. 

1.2 Light interaction with the ISM 
A ray of photons travels through a space flled with material that alters the brightness along its path. There 
are three possibilities: emission, in which photons can be added through some sources; absorption, which is the 
opposite process; and scattering, where photons change their direction and can either increase or decrease the 
specifc intensity. 

In this subsection, I will explain the main radiative mechanisms of emission, and add some notes about 
absorption and scattering. 
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1.2.1 Emission 
There are three emission processes that are relevant for this introduction: 

1. Black-Body emission: Emitted by opaque matter in thermal equilibrium. That is, a body that absorbs 
all radiation and so only emits its own radiation. The intensity, considered isotropic (I ̸= I(Ω)), follows 
this spectrum: 

2hc2 
λkB TIλ = Bλ = 

λ5 (e 
hc 

− 1)−1 (1.6) 

This Eq. (1.6) has the relevant property that the wavelength at its maximum is associated to the temper-
ature as: T = b/λmax, where b ≈ 2898 µm K. For example, the optical band (≈ 0.4 to 0.7 µm) gives T in 
the range 7245 to 4140 K. 

2. Line emission: These are produced by atoms, ions and molecules that are in an excited state for some 
reason, and then drops to a lower energy level by releasing a photon whose energy is the diference 

hcbetween levels, ∆E = . The probability to jump from one level to another are determined by theλ 
atomic physics, being some transitions more allowed than others. However, forbidden transitions does 
happen in Astrophysics as well. In particular, heavy ions (e.g.: Nii, Oiii, Siii...) reach a meta-stable level 
due to a collision with an electron, but if the medium density is very low, it is more common to their 
de-excitation by means of a forbidden transition1 than from another collision. 

3. Bremsstrahlung: Produced by accelerated charges. Specifcally, in regions where collisions between 
charged particles (electrons, protons,...) can occur. 

All these processes should be introduced in a macroscopic environment, where a big amount of particles are 
emitting photons. In that regard, a well-defned quantity is the energy emitted per unit of time, volume, 
wavelength and solid angle: 

dE 
jλ = (1.7)

dtdV dΩdλ 
dubbed as emissivity. Details about how to compute jλ comes from complex calculations based on statistical 
mechanics, and lies outside the scope of this thesis. For a more interested reader, I refer to chapters 5 and 6 
of Padmanabhan (2000). 

In terms of brightness, the main change is that jλ is per unit of volume instead of area, giving dIλ = jλds. 
Furthermore, emissivity can be also related with the emitted luminosity of an entity ZZ 

Lλ = jλ dV dΩ (1.8) 
V,Ω 

In contrast with observed luminosity (1.5), Lλ considers all photons from the source, unaltered due to the 
medium they are travelling. In this thesis, I consider only emitted luminosity (hereinafter just luminosity) to 
characterize the emission by diferent entities. 

1.2.2 Absorption and scattering 
For absorption, there are three major processes to bear in mind: 

1. Photo-ionization: A process in which a photon has enough energy to unbound an electron from its atom 
(ion). In that regard, the most important ionization process is that of neutral Hydrogen. It happens when 
a photon has an energy equal or higher than 13.6 eV (i.e.: wavelengths of 91 nm and lower). 

2. Line Absorption: Below the photo-ionization limit, the opposite process of line emission happens for 
photons whose energy is the diference between levels, exciting atoms/molecules that absorb said photons. 

3. Photoelectric efect: Likewise, a photon with high enough energy, albeit lower than 13.6 eV to prevent 
H photo-ionization, can rip an electron from a dust grain. 

From the intensity perspective, however, it is more illustrative to reclassify absorption and scattering into 
photon removal, also called extinction, and photon addition to the line of sight. 

For the extinction, it is frequent to defne a coefcient named opacity, αλ (cm
−1), to represent the intensity 

loss along a line element ds, such as 
dIλ = −αλIλds (1.9) 

1Unlike allowed transitions, forbidden lines are labelled between brackets. For example, [Oiii] λλ4959, 5007, where each λ tells 
us the number of wavelengths (in Angstroms). 
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In absence of sources of radiation, a medium with constant opacity will attenuate brightness as Iλ(s) = 
Iλ(0)e

−αλs . The opacity is a function of the properties of the medium, as well as temperature and density. 
Hence, it is very common to defne a quantity, called optical depth τλ, that stores the combined information of 
distance (i.e.: from Iλ(0) to Iλ(s)) and optical properties of the material: Z s 

τλ ≡ αλ ds (1.10) 
0 

Two regimes can be distinguished following the value of τλ: 

1. Optically thin regime: when τλ ≪ 1, it is said that media is transparent at that wavelength. Therefore, 
a negligible fraction of photons are either absorbed or scattered along the path and it is possible to see 
through the medium. 

2. Optically thick regime: On the other hand, the medium is opaque to a wavelength if τλ ≫ 1. In 
radiative terms, it means that an observer cannot see what is inside the surface of an optically-thick 
medium, and also blocks any radiation that comes from behind. 

To fnish this subsection, I comment briefy how to deal with the photon addition due to scattering. Unlike 
extinction, where it does not matter to what new direction the photon is sent (of if it has been absorbed), 
for addition via scattering, however, you have to care from where the photon is coming, and if its wavelength 
(energy) changes, due to the scattering event. Needless to say that the complexity of this problem increases 
signifcantly, and going further would be out of the scope of this introduction. 

1.2.3 The equation of radiative transfer 
Once all processes have been addressed, the variation of brightness along one line of sight is 

dIλ 
= jλ − αλIλ + ... (1.11)

ds 

Emission and extinction have been accounted in (1.11). Addition of photons by scattering is represented with 
the ellipsis, as for the most basic uses is typically ignored. 

Analytical solutions of Eq. (1.11) can be found for very specifc cases (see D.1 for some examples). In 
practice, solving Eq. (1.11) is a six-dimensional problem, as it involves the wavelength and directions (defned 
with two angle variables, ϕ and θ) per each point in space (x, y, z). 

To handle with this task, the classical codes in the literature take two main strategies:1) On one hand, 
some codes, such as Trevr (Grond et al., 2019) and Treeray (Wünsch et al., 2021), trace rays (or cones) at 
diferent points and solve Eq. (1.11) explicitly for each one; 2) On the other hand, a diferent approach consists 
to follow the trajectories of particles, called packets, that represent photons. In this case, if a packet is emitted, 
absorbed or scattered is decided stochastically. Some examples of this methodology are Radmc3d (Dullemond 
et al., 2012) and Skirt (Baes et al., 2003; Camps and Baes, 2020). 

In any case, solving radiation has two major technical issues. First, coupling Eq. (1.11) into other processes 
increases the computational cost of everything by adding new variables to track. Second, the radiation is coupled 
with the medium where it is travelling. This translates in that the original values of jλ and αλ are continuously 
modifed, forcing the user to solve Eq. (1.11) iteratively until it converges. 

1.3 Gas interaction with light 

1.3.1 Radiative cooling and heating 
Now, let me consider the other point of view. Radiation emitted by the gas removes energy from it, and 
vice-versa for absorption. In this aspect, it is common to defne, for the gas, a thermal energy rate per unit of 
volume 

dE 
u̇ ≡ (1.12)

dtdV 
or energy density rate. Equation (1.12) is a function of several thermodynamic variables. The most common 
ones are: the number of particles per volume, or number density, n; temperature, T ; the mass fraction of metals 
(i.e.: elements heavier than He), or metallicity, Z; and the mean intensity feld Jλ. 

Energy loss is this context is called cooling, and it is generally complied as 

u̇ C = −n 2Λ(n, T, Z, Jλ), (1.13) 
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Figure 1.1: Top: Cooling function under Collisional Ionization Equilibrium (CIE, dashed line) and from the 
ISRF of Figure 1.2. Bottom: Heating rate for same cases plus Koyama and Inutsuka (2002) (KI02, dotted line). 
For both cases, nH = 1 cm−3 and neither dust nor cosmic rays are included. 
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where Λ is the bolometric cooling rate of the gas, more known as the cooling function. Top panel of Figure 1.1 
displays a typical cooling function in the solar neighborhood and obtained with CIE approximation, being a good 
ft for T > 104 K. However, the important point is to know the processes that play a role at these temperatures. 
Bumps between T = 104 to 107 K are generated by line emission of metals, except the frst one at 104 K which 
is generated by H. Bremsstrahlung is responsible of the cooling function increase at T > 107 K. Diferences 
between both cases may have no efect for lower temperatures because other processes becomes more relevant 
(e.g.: dust and cosmic rays, which are not included in Figure 1.1 in order to show only radiative mechanisms). 

What about absorption? In this case, we are considering the heating of the gas, and, thus it is possible to 
defne a heating rate in a very similar way to Eq (1.13): 

u̇ H = nΓ(n, T, Z, Jλ) (1.14) 

Bottom panel of Figure 1.1 displays diferent heating functions. For nH = 1 cm−3 , heating is several orders of 
magnitude below cooling, and therefore it has not gotten much attention. Main approaches in the literature 
consist in either turn cooling of at some threshold temperature (usually 104 K), or to use the Koyama and 
Inutsuka (2002) constant value of 2 · 10−26 erg/s (also plotted in Figure 1.1). For the former recipe, this cutof 
is motivated by the sharp jump that the cooling function has at 104 K. On the other hand, Koyama and 
Inutsuka (2002) prescription is the result from the calculation of several processes of heating (not only radiative 
mechanisms) that take place in molecular clouds. 

1.3.2 Shielded gas, and its relevance in the ISM 
Let me consider this example: a massive star, emitting ionizing photons, surrounded by neutral gas. In that 
case, the closest neutral gas to the star will become ionized, and hence hotter, because it is exposed to the 
ionizing photons. The farther the gas is from the star, the lesser the number of ionizing photons that will reach 
that region. Beyond a certain distance from the star, called the Strömgren radius in textbooks, there are no 
more ionizing photons and the following gas will not be ionized. 

In other words, the gas has become optically thick to ionizing radiation for distances higher than the 
Strömgen radius. Therefore, that gas away from the star is told to be self-shielded from its radiation, meaning 
that its heating mechanism is, in practice, disabled. 

This example is critical to bear in mind, because it formally divides the ISM into two, since the radiation 
that can heat the gas will divide the medium into two phases: the unshielded gas that absorbes that radiation, 
which in turn becomes the warm ISM of Figure 1; and the gas deeply located within that gas, which is shielded 
from the heating radiation, generating the cold ISM. 

1.4 The interstellar radiation feld 
The interstellar radiation feld (ISRF) are all photons, created in a galaxy, that pervades the ISM. This is the 
result of all processes introduced and discussed throughout this chapter for all actors in a galaxy. Figure 1.2 
shows the mean intensity spectra of the Milky Way Galaxy (MWG), separated by its main constituents: 

1) Stars, from a radiative point of view, can be considered a Black-Body with (absorption, but no always) 
lines on it. The two bumps that they generate in Figure 1.2 correspond to the young stellar population, giving 
a major source of UV and ionizing photons, and to the old stellar population, responsible of the optical and 
near-IR part of the spectrum. 

2) Dust absorbs and emits in the ISRF. To understand absorption, aside photoelectric efect, photons with 
similar wavelengths as the grain size heat dust. That heat is released as thermal emission as a Black-Body-like 
emission (for a detailed model, see Draine and Li, 2007), corresponding to a temperature of ≈ 20K in the 
IR (Ferrière, 2001). 

3) This explanation does not cover the peaks around 10 µm in the ISRF. In that range, the responsible 
are the vibrational bands of PAH. PAH also absorb UV photons that moves them into an excited state of the 
molecule. Then, it reemits photons as they perform line transitions in order to return to the PAH ground state. 

4) Finally, we have the gas in the ISRF, which gives a signifcant contribution as emission lines. In the 
continuum (also called nebular) part of the ISRF, it only contributes to the absorption of the ionizing photons 
by generating the jump of three orders of magnitude in the ISRF mean intensity, according to Figure 1.2 at 
91 nm. 
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obtained from Chapter 4 results. 
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Chapter 2 

Analytical Models of Supernova 
Remnants Turning Radiative 

This chapter presents my own unpublished work. 

2.1 Basics of supernova remnants 
As commented in previously, a supernova remnant (SNR) is what remains after a SNe explosion. That is, it is 
the shock wave generated by the explosion and the ISM that is swept into the blast. 

SNe lie into two categories regarding their progenitor: Core-Collapse (CC) SNe are produced when a young 
star dies due to gravitational collapse. The other kind is known as Type-Ia SNe. These are produced by a 
thermonuclear explosion of a white dwarf that exceeded a mass of 1.4 M⊙ (called the Chandrasekhar mass). 
Not all white dwarfs are fated to explode, and only those that have a companion may trigger a SN, either 
because the white dwarf has accreted mass from its stellar companion, or because it has merged with another 
white dwarf (for a review, see Maoz et al., 2014). 

In terms of SNR modelling, there are analytical approaches, that I treat here, and the numerical route, which 
I leave it to the next chapter. Either way, both characterize a SNR in terms of just a few physical parameters: 

1. Shock radius (R): distance between the (former, if Type-Ia) compact object and the shock discontinuity 
that the SN generates. 

2. Mach number (M): shock propagation velocity, compared to the ISM sound speed, s 
ρ0v2 

sM ≡ (2.1)
γP0 

dRwhere vs = , and (ρ0, P0) denote the ISM density and pressure, respectively. The shock is strong whendt 
M ≫ 1 and weak if slightly above unity1 . The end of any shock, and thus SNR, occurs when M = 1. 

d ln(R)3. Logarithmic derivative (η): defned as η = , it is also referred to as ’deceleration parameter’ ord ln(t) 
’power-law exponent’ in the literature. This characterisation of the shock propagation velocity is mainly 
used to compare with the frst analytical solutions, of the form R ∝ tη (see below). 

4. SNR energy (E): total energy engulfed by the shock/remnant as a function of time. At the very 
beginning, it is equivalent to the initial E0 ∼ 1051 erg injected by the initial explosion. 

5. SNR momentum (p): In the last decade, the momentum injected by the SNR has become the most 
popular magnitude for two reasons. First, it is more suited for studying turbulence generated by the 
explosion and, second, it becomes constant: p ∼ 4 · 105 M⊙ km/s, although it has a mild dependence with 
ISM density at the end of the SNR life. 

2.1.1 Canonical SNR evolution 
Most SNR in the solar vicinity follow a similar evolutionary path. From the initial explosion to the thermalization 
of the shock wave (i.e.: it is no longer a shock), SNR go into several phases with diferent physical processes 
taking a role. The simplest solutions apply several approximations in order to model each one of these phases: 

1The threshold between the strong and weak shock regimes is M ≈ 3, but the reader should be aware that this limit is a blurred 
one. 
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1. The radius of the SNR evolves as a power law, R ∝ tη . 

2. The external ambient pressure P0 is negligible against the post-shock pressure P1 (i.e. strong shock). 

3. The solution is self-similar, implying that you can treat the internal structure of the SNR and the radial 
evolution (i.e. the shock radius) separately. 

Before presenting any model, let me please review the main canonical phases of a SNR from very basic 
principles (For a more detailed derivation, see Ostriker and McKee, 1988; Bisnovatyi-Kogan and Silich, 1995). 

2.1.1.1 Ejecta-dominated phase 

After the initial explosion, the SNR starts an ejecta-dominated, or free-expansion, phase. Here, the evolution 
is dictated by the mass returned to the ISM by the SNe (between 1.4 and 10 M⊙, depending on its origin). 

To better understand this phase, I would like to invoke the analogy to the free expansion experiment, from 
the typical thermodynamics text book. In that analogy, you have two containers separated by a piston, one 
flled with gas and other empty. Then, the piston is suddenly removed and the gas expands into the empty 
container. In order to apply this to SNR, the flled and empty containers are the ejected gas mass from the 
progenitor and the ISM, respectively; while the action of removing the piston is the SNe explosion itself. 

As an adiabatic phase, energy is conserved during the free expansion. From a dimensional analysis, it means 
that the quantities with units of energy are conserved. Thus, considering the product: 

2M(t)v (t) = constant, (2.2)s 

where M(t) ≈ M0 is the ejected mass. From (2.2), the velocity must be constant, and, therefore, the only 
possibility is that: 

R ∝ t ; η = 1 (2.3) 

Obviously, the picture of a empty ISM does not last forever. First, the ISM gas will push the expansion back 
and produces a reverse shock that thermalizes the SNR interior. Then, the ejecta-dominated phase fnishes 
when the swept-up mass by the SNR is similar to M0: 

Msw(t) = 
4π
ρ0R

3 ∼ M0, (2.4)
3 

2.1.1.2 Sedov-Taylor phase 

Eventually, M(t) → Msw(t), and so the SNR enters in the so-called Sedov-Taylor phase, although the name of 
’adiabatic phase’, in singular, is also used. 

Energy is still conserved during this phase, and thus we can apply the same reasoning made in the Ejecta-
Dominated phase. If we introduce Eq. (2.4) into Eq. (2.2) assuming that the ISM density, ρ0, is constant, we 
fnd that the product: 

2R3 v = constant, (2.5)s 

yielding: 
R ∝ t 

2 
5 

2 
; η = (2.6)

5 
The exact solution derived by Sedov (1959) and Taylor (1950) gives: 

21 
R(t) = ( χE0 

ρ0 
) (2.7)t5 

1 

5 

3 
(t) = dR 2 ( χE0= dt 5 ρ0 

t−) (2.8)vs 5 5 , 

5where χ ≈ 2 for γ = 3 , and E0 ∼ 1051 erg is the initial SNR energy. This way, the product (2.5) yields: 

2 4χE0
R3 v = (2.9)s 25ρ0 

The Sedov-Taylor phase ends when the gas radiative cooling becomes relevant. Before that, the gas is cooling 
adiabatically from the expansion and, when its temperature reaches T ∼ 105 K, the cooling by lines becomes 
very efcient. This happens in the regions closer to the shock front, where the gas is more dense and has a 
lower temperature than in the interior. 
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2.1.1.3 Snowplough phases 

When the cooling becomes relevant, the SNR develops a thin cold shell that pushes into the ISM like a snow-
plough. Moreover, the hot interior and the surrounding ISM are separated by this thin shell, that can be 
thought as a piston if we return into thermodynamic-textbook examples. Hence, this initial phase is also called 
Pressure-Driven Snowplough (PDS). 

Now, the energy is no longer conserved, but we may instead consider the Newton’s second law: 

d 
(Mvs(t)) = 4πR2(Phot − P0), (2.10)

dt 

where the change of momentum is equal to the force made by the diference between hot interior pressure, Phot, 
and ISM pressure, P0. Phot ≫ P0 in this phase and the gas interior expands adiabatically, giving the functional 
dependence: 

P ∝ V −γ ∝ R−3γ (2.11) 

where γ is the adiabatic constant. Therefore, a solution of the form R ∝ tη into Eq. (2.10) gives 

2 
η = (2.12)

2 + 3γ 

5 2For γ = 3 , proper of monoatomic gases, η = 7 . 
After a certain time, the hot interior pressure will be equal to the ambient one, leaving a shell moving by its 

own inertia. At this point, the SNR enters in its last phase dubbed Momentum-Conserving snowplough (MCS). 
According to Eq. (2.10), the right-hand side is now equal to zero. In that case, a power-law solution yields 

1 1 
4R ∝ t ; η = (2.13)

4 

This solution was originally derived by Oort (1951). For a more complex solution of these phases, I refer to Ciof 
et al. (1988); Ostriker and McKee (1988) and Coughlin (2020). 

2.1.2 Non-canonical evolution 
However, this scheme changes when the ISM density takes extreme, albeit realistic, values: 

−3On one hand, when the ISM density is very high, ≳ 105 cm , proper of very cold mediums,the SNR skips 
the Sedov-Taylor phase entirely as Jiménez et al. (2019) found. In this case, radiative cooling becomes relevant 
at the ejecta-dominated phase, and this has an impact in both the leading and reverse shock that this SNR 
stage features. 

−3On the other hand, at very low densities, ≲ 10−2 cm , as found in the hot gas of elliptical galaxies (e.g.: 
Dorf and Voelk, 1996; Brighenti and Mathews, 2005; Tang and Wang, 2005) or in the halo of the spiral 
ones (Hakobyan et al., 2017), the Sedov-Taylor SNR stage evolves into a weak-shock regime and then it merges 
with the ambient before turning radiative. This diference is critical, as it means that the SNR injects the full 
1051 erg of the initial explosion into its surroundings instead of being radiated away. Solutions of this evolution 
involves hypergeometric functions, as found by Tang and Wang (2005) and Raga et al. (2012). 

2.1.3 Characterizing the fate of a SNR 
The evolutionary paths that a SNR can take may be diferent than the classical one if certain conditions, as a 
high ISM density, are met. Rather than using a canonical/non-canonical classifcation, it is more convenient to 
divide evolution into radiative, including classic and Jiménez et al. (2019) SNR, and non-radiative for low-density 
SNR. 

2.1.3.1 Radiative (canonical) SNR 

In the literature, it is usual to estimate the time when the SNR becomes radiative, denoted here as tc. Follow-
ing Franco et al. (1994) (see also Kim and Ostriker, 2015; Jiménez et al., 2019), if an infnitely small gas region 
is shocked by the SNR at a time t, then it cools at t + tΛ. The time that minimizes the summation is just the 
time when the SNR becomes radiative: 

∂(t + tΛ) |tc = 0 (2.14)
∂t 

in this expression, tΛ is related with the cooling function evaluated just after the shock radius (dubbed here 
with subindex 1): 

u1 3P1 
tΛ = = (2.15)2|u̇ C,1| 2n Λ(T1)1 
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In that regard, equation (2.15) have a cooling function that can be approximated as: 

T 
Λ(T ) ≈ Λa( )a , (2.16) 

where Λa = 10−22 erg cm3/s, Ta = 105 K and a = −0.9. 

Figure 2.1: Power-law approximation proposed 
in (2.16) against the cooling function used in the nu-
merical simulations at 2.3.4. Full numerical curve is 
shown in the lower-left plot from the upper panel of 
Figure 3.7, and instructions on how to reproduce it 
are in section 3.2.1. 

Ta 

In Figure 2.1 I show that this expression is a decent 
approximation between T = 105 to 107 K, which is the 
range of temperatures where the gas is expected to cool 
from a hot to a warm phase. 

We can make an estimate of tc. First, I intro-
duce (2.16) into (2.15), and assuming that temperature 

P1T1 = : n1kB 

3(n1kB Ta)
a 
P 1−atΛ = 2 1 , (2.17)

2n1Λa 

where P1 and n1 are the post-shock values of the ISM 
density and pressure for a strong shock: 

n1 = 4n0 (2.18) 
P1 = 3 ρ0v

2 , (2.19)4 s 

tc can be obtained by including (2.19) into (2.17), and 
introducing (2.8) to remove vs in (2.19). As a result, 
a long expression is obtained, which, in the end, shows 
that tΛ ∝ t 6 

5 (1−a). It is now possible to solve (2.14), to 
obtain an estimate of tc. For the case of a mean atomic 
weight, µ = ρ , equal to 3 , proper to hot ionized gas, mH n 5 

the following expression is obtained: 

(11−6a) 81(1 − a)mH 9mH 16χE0 
= ( )−a( 

1 2 (1−a) (2.20)5 )t 5 c 
1600n0Λa 80kB Ta 375n0 

To visualize tc, left panel of Figure 2.2 shows equation (2.20) as a blue line. From this graph we can compare 
the current lifespan of the SNR (i.e.: t) against tc. Given an ambient density, any SNR above the line is already 
in a radiative phase, whereas anything below it is still in the Ejecta-dominated, Sedov-Taylor or low-density 
phases. 

2.1.3.2 Non-radiative SNR 

As mentioned in 2.1.2, a SNR evolving in a low-density medium will reach the weak-shock regime before tc. 
Therefore, I want to suggest to use the ambient energy swept up by the SNR, rather than tc, to characterise 

Figure 2.2: Left panel: time in which the SNR becomes radiative, tc, in terms of ambient number density, n0. 
Any SNR whose lifespan is higher than tc (blue line) has become radiative. Right panel: map of environment 
conditions {n0, P0}, where the red line is the frontier between radiative and non-radiative SNR (i.e.: εsw = 1). 
Any SNR whose surroundings are above the line dies before turning radiative. 
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5the lifetime of the Sedov-Taylor phase. Assuming that γ = for the rest of this chapter, the swept-up energy3 
is given by: 

Esw = 2πP0R
3 (2.21) 

Replacing P0 with Mach number defnition (2.1) and, then, the product (2.9), this gives 

6πρ0 2 24πχ E0 E0
Esw = R3 v = ≈ 1.2 , (2.22)s5M2 125 M2 M2 

which vanishes if M → ∞. In other words, we can say that the low-density regime starts when Esw ∼ E0, 
somewhat equivalent to the weak-shock condition. This establishes an analogy with the transition from the 
Ejecta-dominated to Sedov-Taylor phase, which is the same condition but with mass (i.e.: Msw ∼ M0, being 
M0 the mass ejected by the SN). 

In order to wrap together the radiative and non-radiative scenarios, I defne a dimensionless energy fraction: 

2πP0 χE0
εsw = ( ) 

63 
5 (2.23)5 tc

E0 ρ0 

With this parameter, Esw = εswE0( t )6/5 if a Sedov-Taylor radius (2.7) is assumed. If the SNR dies at t > tc,tc 
then εsw ≪ 1 and the evolutionary path will be the canonical one. On the other hand, if εsw ≳ 1 the ambient 
cannot be neglected and the SNR evolution will resemble the results of Tang and Wang (2005). 

Right panel of Figure 2.2 shows the frontier between radiative and non-radiative SNR evolution, set at 
εsw = 1. Given an environment (n0, P0), this plot tells us how the SNR is going to die, in contrast with the 
other panel, which is about what phase is the SNR undergoing at that moment. 

2.2 Modelling SNR temporal evolution 
To fnd an equation to describe the time evolution of SNR, I suggest using energy balance. The initial SNR 
energy E0 changes over time in two directions: A SNR can gain energy by sweeping the ISM as it advances, 
and it can lose energy radiatively with a term involving the total luminosity of the remnant. Therefore, the 
SNR energy balance should be: Z t 

E(t) = E0 + Esw(t) − L(t) dt (2.24) 
0 

To solve (2.24), I propose this ansatz: R ̂t21 2 
t) = (χE0R(ˆ 

ρ0 
I(t̂) dt̂]5) [ (2.25)t5 5c 0 R t̂3−1 3dR 2 ( χE0= dt 5 ρ0 

t]−vs(t̂) = I(t̂)[ I(t̂) dˆ5) (2.26)t5 5 ,c 0 

tin terms of a dimensionless parameter t̂  = that takes into account the time in which the SNR becomes tc 
radiative, tc. On the other hand, I is one of the main quantities of the suggested model. It has three useful 
properties: 

1. If I(t̂) = 1 you recover Sedov-Taylor solution (2.7). From this point of view, I measures how the result 
drifts from its phase. 

2 22. It takes advantage of R3v = constant and transforms it into R3v ∝ I2 .s s 

3. As consequence of the above statements, E(t̂) = E0I2 . Taking into account that Sedov-Taylor solution 
conserves E0 (for a more solid proof, see B.2), it is evident that I has a physical meaning related to the 
fraction of energy that the SNR has at time t̂. 

Next step is to write (2.24) in terms of I and solve the I-function instead. 
First, the swept-up energy comes from writing (2.21) in terms of (2.25) and (2.23) Z t̂ 

Esw = εswE0[ Idt̂′ ] 6 
5 (2.27) 

0 

The above expression allows to defne another function, in terms of the integral of I: Z t̂ 
′ T ≡ I dt̂  (2.28) 

0 
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dTor Ṫ = = I. T is a dimensionless time that remaps time from the Sedov-Taylor solution (recovered when 
dt̂  

T = t̂). 
Finally, the luminosity term of (2.24) is the more complex one, as it drastically changes over the course of 

the SNR evolution. For now, allow me to rewrite L in terms of {t,̂ I, T } as: 

L = f(t̂)InT mE0, (2.29) 

and we will see below particular solutions of diferent SNR phases that adapt into expression (2.29). 
This way, we can now express (2.24) in terms of either I or T : R ̂t 

f(t̂)InT m dt̂′
6 
5 −I2(t̂) = 1 + ϵswT (2.30)

0 
1 
5 ¨ f(t̂)Ṫ n−1T m3 − 1 

2T εswT (2.31)= 5 

where I(t̂ = 0) = 1 is used as initial condition. 

2.3 Analytical solutions from energy balance 
Instead of solving equations (2.30) and (2.31) numerically with your favourite diferential equation solver, 
I prefer to show you the power of this approach by deriving analytical solutions, covering diferent phases 
described in 2.1.1 and 2.1.2. 

2.3.1 Low-density regime 
Let me consider frst the case in which the swept-up ambient energy is important, and you can neglect radiative 
losses. From (2.30) and using Ṫ = I 

Ṫ 2 = 1 + ϵswT 
6 
5 (2.32) 

However, this equation brings some difculties. You can found a analytical solution for t̂  as function of T Z T dT 1 5 11 
; −ϵswT 

6 
5 ) (2.33)t̂(T ) = 2F1(= Tp , ;

2 6 6T 6/51 + ϵsw0 

where 2F1 is the hypergeometric function. These type of functions also appear in the radius derived by Tang 
and Wang (2005) and Raga et al. (2012), but it also tells that reverting T (t̂) is not an easy task. 

From here, you can still obtain a relation for I(T ) deriving (2.33) by t̂: 

1 5 11 3ϵsw 3 11 176 6 6 
)]−1I(T ) = [2F1( 2F1(; −ϵswT ) − T ; −ϵswT (2.34); ;5 5 5, ,

2 6 6 11 2 6 6 

In addition to the exact analytical solution involving hypergeometric functions, let me discuss both t̂  → 0 
and t̂  → ∞ limits. For the former, you may ignore the ambient term in (2.32), yielding that Ṫ = I ≈ 1, 
the Sedov-Taylor solution by construction. For the latter, t̂  → ∞ means that the swept-up energy is much 
higher than the ejected energy by the SNe, and thus (2.32) can be approximated to Ṫ 2 = I2 ≈ εswT 6/5 . This 

t5/2diferential equation gives that T ∝ ˆ (or I ∝ t̂3/5). If introduced into (2.26), we obtain that velocity is 
constant, as expected for a SNR that asymptotically becomes a sound wave. 

2.3.2 Evolution to a radiative phase 
For radiative SNR evolution, you can obtain an analytical solution that is more sophisticated that Sedov-Taylor 
one for t̂  < 1. Although for this phase the ambient can be safely ignored, now you have to compute the 
luminosity with the help of the cooling function of the gas inside the SNR: Z 

L = n 2Λ(T ) dV (2.35) 
V 

This forces us to assume an internal structure. Specifcally, a profle for number density and temperature. Reach-
ing these equations needs a very long detour, and so I prefer to leave the whole derivation into appendix B.2. 

3Instead, I am going straight to the point giving you the approximate fnal solution of appendix B.2 for µ = :5 

9n ≈ n1 ̂r (2.36) 
T ≈ P1 13),(2r̂−9 + 3r̂5n1kB 

(2.37) 

where r̂ = r 
R is a dimensionless radius, while n1 and P1 are in (2.18) and (2.19) 
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Now we can integrate (2.35) approximately2 to obtain: 

64π 2 P1
L ≈ n0Λa( )a R3 (2.39)

90 · 5a n1kB Ta 

From here, you can use (2.15) into (2.39) to have: 

π ρ0 2 πχ E0
L = R3 v = I2 , (2.40)s4 · 5a+1 5a+3tΛ tΛ(t̂) 

and fnally an expression for luminosity in terms of (2.29) is given: 

66(1 − a)πχ ̂
5 (1−a)I2E0 

b̂I2E0,L = t = fct (2.41)
54+a 

6(1−a)πχ 6where it is defned fc = 54+a ≈ 0.488 and b = (1 − a) = 2.28 (provided that a = −0.9) to clean the long5 
expressions a bit. Equation (2.31) can be solved analytically in terms of I = Ṫ with εsw = 0: 

2İ = −fct̂bI, (2.42) 

whose solution is: 
−fc b+1t̂

2(b+1)I(t̂) = e (2.43) 

One property of this solution is that we can compute the energy fraction that remains inside the SNR at t̂ = 1: 
−fc 
b+1I(1) = εq = e ≈ 0.862 (2.44) 

That is, a roughly ∼ 15% of E0 is lost due to radiation before any proper radiative snowplough phase begins. 
To obtain T , it is possible to integrate (2.43) in terms of the incomplete gamma function. However, it is 

more illustrative to do a Taylor series of (2.43) at t̂  = 0 to get an approximation of T : 

fc tb+1 c t2(b+1)I ≈ 1 − ˆ + f2 
ˆ (2.45)2(b+1) 8(b+1) 

b+1 f 2 2(b+1)ˆ ˆfc t c tT ≈ t̂(1 − + ) (2.46)2(b+1) b+2 8(b+1)2 2b+3 

2.3.3 Pressure-Driven Snowplough 
In the canonical radiative scenario, it is often assumed that, once cooling becomes efcient (t̂  > 1), all the swept-
up energy is immediately radiated away, right behind the shock front (fully radiative shock approximation). 
From Ciof et al. (1988), the luminosity in that case is: 

16πχE03 I3T −1L ≈ 2πρ0R2 v = (2.47)s 125tc 

16πχ Therefore, f(t̂) = fr = ≈ 0.8, n = 3 and m = −1. Neglecting the term associated to ϵsw ≪ 1,125 
equation (2.31) becomes 

¨ Ṫ 2 ≈ 0,2T T + fr (2.48) 

which has the analytical solution 
T (t̂) = c2[c1 + (2 + fr)t̂] 

2 
, (2.49)2+fr 

being {c1, c2} the integration constants, whose value is set by the conditions at t̂ = 1 derived above. 
The approximate expression T (t̂) that I obtain, and hence the shock radius (R ∝ T 2/5), is an ofset power-

law. This result is reminiscent of the ansatz given by Ciof et al. (1988) for this specifc SNR phase, but here I 
provide an analytical derivation from physical grounds instead of an ansatz. 

Another interesting property of this solution appears when you compute the logarithmic derivative (i.e. the 
power-law exponent): 

d ln(R) 2t̂  I 
η ≡ = (2.50)

d ln(t) 5 T 
2The main issue with the integral is that you end with Z 1 2a 1 

2F1(−a, − 3 (3a − 7); (43 − 9a); − 3 )
13)a 22 22 2 r̂20(2r̂ −9 + 3r̂ dr̂  = (2.38)

21 − 9a 

We do not want that hypergeometric function to appear, and therefore I suggest to compute the integral numerically. For a = −0.9, 
0 

1this yields approximately 
90 . 
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From here, you can compute I and η of (2.49): 

I(t̂) = 2c2[c1 + (2 + fr)t̂] 
−fr 

(2.51)2+fr 

4η(t̂) = [ c1 + (2 + fr)]−1 (2.52)5 t̂  

which, in the limit of t̂  → ∞, η becomes: 

4 2 
lim η = ≈ (2.53) 
t̂→∞ 5(2 + fr) 7 

meaning that this solution converges to t2/7 , consistent with the classical PDS power-law solution derived 
in 2.1.1.3 from Newton’s second law. 

2.3.4 Performance against numerical simulations 

Figure 2.3: Predicted radius, its logarithm derivative η and total energy (solid line) against a numerical simula-
tion (dashed line) of a SNR with E0 = 1051 erg and n0 = 10−2 cm−3 (top row) and n0 = 1 cm−3 (bottom row). 

In order to test the analytical solutions derived above, I run two numerical simulations with an ISM pressure 
P0 1051= 16205 K/cm3 and explosion energy of E0 = erg as common initial conditions. To cover the threekB 
diferent regimes considered in this section, the top row of Figure 2.3 the results obtained for an initial number 

−3density n0 = 10−2 cm , yielding εsw ≈ 4.1, so the blastwave dies before turning radiative (section 2.3.1). The 
bottom row corresponds to n0 = 1 cm−3 , where εsw ≈ 0.01, and thus is representative of the solution discussed 
in 2.3.2 and 2.3.2 for t̂  < 1 and t̂  > 1, respectively, where the ambient swept-up energy is negligible, and the 
SNR will become radiative at tc ≈ 68 kyr. In both cases, Figure 3.9 displays the shock radius, R; its logarithmic 
derivative, η; and the total energy inside the SNR, E. 

First, let me consider the non-radiative SNR of Figure 2.3 top row briefy. There, the agreement between 
analytical and numerical values is excellent for all magnitudes, albeit numerical simulations appear truncated, 
as I do not follow numerical shocks below M < 1.3 to avoid detecting spurious features not related with the 
SNR shock front (see 3.1.3 for details). 

The SNR with n0 = 1 cm−3 is a test of both a Sedov-Taylor phase turning radiative 2.3.2 and the PDS 
solution 2.3.3. Before the transition, both R and η ft the numerical results. Total energy is also consistent, 
albeit the numerical value of εq is a bit higher than the predicted 0.86, by about 10%. At t̂  = 1, the sharp 
transition in η is not well followed, and this slightly afects the shock radius and total energy. Nevertheless, 
setting the integration constants {c1, c2} of (2.49) with the estimated values of I and η at t̂  = 1 yields diferences 
that remain of the order ∼ 10%, and both the predicted and the numerical values of the logarithmic slope η 
slowly converge towards η → 2 at late times.7 

In any case, the method proposed to derive analytical solutions can give more sophisticated approximations 
than found in the literature. The accuracy of the solution heavily relies on the luminosity of the SNR. To 
illustrate this, I show in Figure 2.4 the analytical solution and the numerical result of SNR luminosity of the 
simulation with E0 = 1051 erg and n0 = 1 cm−3 . Before and after t̂  = 1, the power-law ft I used for both 
regimes is consistent with the numerical values. At the peak of L, these two approximations fail to generate 
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Figure 2.4: SNR luminosity from the simulation with E0 = 1051 erg and n0 = 1 cm−3 . 

the overluminosity, suggesting that another ansatz, for times closer to t̂  = 1, would be needed to recreate the 
full η curve. Unfortunately, SNR luminosity is usually ignored and works that provide it as output (e.g. Franco 
et al., 1994; Thornton et al., 1998; Jiménez et al., 2019) are far less frequent than those that discuss the energy 
and momentum input to the ISM. 

To fnish this chapter, I would like to discuss the features that this model ofers compared with the modern 
semi-analytical models of Haid et al. (2016) and Jiménez et al. (2019). On one hand, these models have a 
better treatment for SNR evolution at t̂ = 1 and can handle less idealized environments. In the case of Jiménez 
et al. (2019) model, it covers all phases of the canonical SNR evolution of 2.1.1. On the other hand, my model 
integrates the low-density SNR evolution with the canonical, radiative scenario. Moreover, it allows some 
versatility because you can solve (2.31) numerically in a semi-analytical fashion, and you can derive analytical 
solutions relevant to the SNR evolution as well. 
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Chapter 3 

Impact of an External Radiation Field 
on Numerical Supernova Remnants 

This chapter is based on the publication: 
”Impact of the ERF on the structure and evolution of SNRs” 

by M. Romero, Y. Ascasibar, J. Palouš, R. Wünsch, and M. Mollá 
Published in MNRAS 505(4), pages 5301-5310 (2021) 
Sections 3.1 and 3.3 are my own unpublished work 

3.1 Eulerian fuid dynamics for supernova remnants 
As an alternative to the previous chapter, it is possible to solve SNR with a numerical technique, following the 
equations of fuid mechanics. In astrophysics, most gases have low enough densities to ignore internal friction 
between particles, and also viscosity efects can be also ignored for most problems, such as SNR. Hence, the 
main equations to solve gas dynamics are the Euler equations: 

∂ρ + ∇⃗ · (ρv⃗) = 0 (3.1)∂t 
∂ 2(ρv⃗) + ∇⃗ (ρv⃗ + P ) = 0 (3.2)∂t 
∂ϵ + ∇⃗ · [v⃗(ϵ + P )] = 0 (3.3)∂t 

These equations represent the conservation of mass, momentum and energy in terms of their densities {ρ, ρv⃗, ϵ}. 
To close these equations, the gas pressure P needs to be defned. For the same reasons as the Euler equations 

are used, we can consider the thermodynamics of an ideal gas, giving a relation for P : 

1 

molecule, the most common in the ISM, γ = still holds, because the H2 appears at very low temperatures 

P = (γ − 1)(ϵ − ρv2),
2 

(3.4) 

The value of γ can be safely set to 5 , the value obtained for mono-atomic gases.3 Furthermore, for the H2 
5 
3 

7(∼ 10 K) when its rotational states, which would give γ = at higher temperatures, are suppressed due to5 
quantum efects. 

There are two strategies to solve Eqs. (3.1)-(3.3): 

1. On one hand, Smoothed particle hydrodynamics (SPH) algorithms consist in discretizing the fuid into 
particles that carry the relevant quantities. This method is also called Lagrangian, as these algorithms 
follow the path of all particles. This approach efectively transforms the problem into a N-body one, with 
its particular force calculation. 

2. On the other hand, the other approach is dubbed Eulerian, which is the method followed here. In this 
case, the space is discretized into a mesh, where each quantity is computed at each point. 

In this chapter, I present a code I wrote from scratch. It is an Eulerian fnite-volume 1D hydrodynamical code 
with Adaptive Mesh Refnement (AMR). This code solves the Euler equations of mass, energy and momentum 
in 1D, written in a generic way as: 

∂ρ 1 ∂+ (rqρv) = 0 (3.5)∂t rq ∂r 
∂ϵ 1 ∂ q+ [r v(P + ϵ)] = u̇ H − u̇ C (3.6)rq 

∂ 1 ∂ 
∂t ∂r 

(ρv) + [rq(ρv2 + P )] = 0 (3.7)rq∂t ∂r 
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Figure 3.1: In Cartesian coordinates (i.e.:q = 0), left panel shows mass density (ρ = cos(πx) + 1, blue line), 
in favourite units, approximated with a fuid Euler scheme (red line). Right panel displays the time derivative 
of ρ (blue line) against the formula (3.11) (red points) and the corrected fux formula used in this code (green 
crosses, see 3.1.1.1). For fux computation, velocity is 1 and sound speed is 0.5 for all x. 

where q = {0, 1, 2} for Cartesian, cylindrical and spherical coordinates, respectively; and u̇ C and u̇ H denotes 
the energy density change due to cooling and heating, also respectively. 

Solving Euler equations are not straightforward. To better understand this, consider this generalization into 
one diferential equation 

∂y 1 ∂ 
+ (rq f) = U , (3.8)

∂t rq ∂r 
where y = (ρ, ϵ, ρv) are the quantities of the Euler equations (3.5)-(3.7) that are referred to the center of the 
cell, f denotes the fuxes of y:   

ρv 
f = (P + ϵ)v (3.9) 

ρv2 + P 

and U = (0, u̇ H − u̇C , 0) includes the source terms. Equation (3.8) can be integrated over a volume ∆V where 
{y, U} can be approximated as constant, which should be fulflled without much efort if the space is discretized 
enough. 

The integral of (3.8) between the left (−) and right (+) borders of the cell yields Z (+)dy 1 1 ∂ ≈ − (rqf)dV + U (3.10)
dt ∆V rq ∂r (−) 

For Cartesian, cylindrical or spherical coordinates, the integral of fuxes can be converted (see the detailed 
derivation in Appendix C) in: 

q qrdy (+)
f(+)−r

(−)
f(−) 

= −(q + 1) + G + U (3.11)q+1 q+1dt r −r
(+) (−) 

where r(±) is the location of the right and left interface of the cell y. G is a term that considers if the coordinate 
system is Cartesian, cylindrical or spherical. This term is zero for all terms except for the momentum density 
outside Cartesian coordinates, which gives: 

q q 

G(ρv) 
r(+)P(+) − r(−)P(−) P(+) − P(−) 

= (q + 1) − (3.12)q+1 q+1 r − r r(+) − r(+)(+) (−) 

Now that we have an expression for the time derivative of y, nothing stop us to use our favourite ordinary 
diferential equation (ODE) solver to advance to next timestep, say, the simplest one: 

dy 
y(t +∆t) = y(t) + ∆t (3.13)

dt 

There is one problem though: this does not work. To illustrate this, consider the example of Figure 3.1 in 
Cartesian coordinates (q = 0). In favourite units, y = ρ = cos(πx) + 1, v = 1 and the sound speed, cs = 0.5. 
Under these conditions, ρ, and so its fux f = ρv, are constants within each cell, and thus (3.11) gives 0 as a 
result per cell, which is wrong. 
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Above paragraphs were written to highlight the basic procedure and difculties that you encounter with an 
Eulerian code, adapted to the algorithms I present you at next section. To avoid the issue that arises with the 
derivatives in the example of Figure 3.1, one solution relies on redefning the fuxes (see 3.1.1.1), denoted here 
as F, to make the change f → F so (3.11) gives valid results to apply our favourite ODE solver (3.13)1 . 

3.1.1 Code structure 
I took as basis the methods and equations shown in Doumler and Knebe (2010, Amiga), but also from Ziegler 
(2004, 2005) for some details as well. There are also some diferences that I want to recall: First, the architecture 
is written in C, whereas this code has been programmed with C++. This will allow me to take advantage of 
the object-oriented programming paradigm. Second, Amiga is meant to be used in cosmological simulations, 
which difers signifcantly from the scope of this chapter (and thesis), which is focused on SNR, that is, a much 
smaller scale. Therefore, some physical processes implemented in Amiga are not needed for SNR, such as 3D 
and dark matter; while other, such as radiative cooling and heating, must be included into the code, and adapt 
other ones implemented in Doumler and Knebe (2010) 

The code developed for this study has a class named cell as its main units. Per each timestep, the simulation 
domain is divided in a grid of cells. Each one contains: 

1. All physical quantities relevant to the hydrodynamic equations (3.5)-(3.7), as well as entropy S. These 
values are evaluated in the center of the cell. 

2. All chemical and thermodynamical magnitudes needed to perform the cooling. These are the temperature, 
T , cooling time, tΛ, and the mean atomic weight, µ. Likewise, they are the values in the center of the cell. 

3. All methods needed to update these quantities for subsequent timesteps. 

4. Two pointers that tell to the cell who their neighbors are. 

For simplicity, the actual cell I am talking is going to be labelled as current cell. Left and right cells denotes the 
previous and following cells. Spatially, left cells have lower values of the position r compared with the current 
one and vice-versa for right cells (i.e.: ri−1 < ri < ri+1, where i denotes the current cell). 

Figure 3.2 shows the fowchart followed by my code. First, it computes the corrected fuxes F to compute 
the time derivative (3.11). Then, I advance in time with a more complex ODE solver than the example (3.13), 
requiring two evaluations of y, and so you need to repeat the fux and derivative computation twice. At the 
end of the second evaluation, I also remap the number of cells to have adaptive resolution. Next subsections 
break down each process, and I leave the initial conditions for each test and scientifc problem. 

3.1.1.1 Flux computation 

The initial step is to evaluate the fuxes of each physical quantity. This evaluation has to be done at both 
interfaces (+ for right, − for left) of the current cell, as demanded with the physical fuxes f of (3.11). In most 
cases, I consider that yi does not change across the cell, as shown in the left panel of Figure 3.1. However, when 
the specifc quantity of yi is a maximum or a minimum compared with its closest neighbors, there is a risk to 

(+) and y(−)generate an spurious oscillation. To remedy that, I compute particular values of y , following van 

yi+1 − yi−1 

Leer (1977) method: 
(±)

y = yi ± δyi,i (3.14) 

where δyi is known as the slope limiter: 

max[(yi+1 − yi)(yi − yi−1), 0]
δyi = (3.15) 

A slope limiter is an expression meant to minimize the numerical oscillations that may happen during the 
(±)

simulation, which is critical when studying shock waves. Expression (3.15) recovers y = yi when yi−1 < yi <i 
yi+1 or yi−1 > yi > yi+1. 

1Actually, the motivation of fnding these redefned fuxes lies in the discontinuities that are inherent to the Eulerian grid. The 
solution of this issue, called the Riemann problem, is exact, albeit is computationally expensive for its use in fuid mechanics. 
Therefore, there is a whole industry devoted to fnd approximate but faster solutions, like the one shown in Figure 3.1. For an 
interested reader in these topics, I refer to Springel (2016). 
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Figure 3.2: Flowchart of the nu-
merical code presented in this 
chapter. 

(±) (±)
Evaluated y , next step is to get f and then calculate the correctedi i 

fuxes, F(±) 
. Here, I use the approximate method developed by Kurganov i 

et al. (2001) (hereinafter KNP, but see also Ziegler, 2004), where they defne 
(±)

F as:i 

(−) (+) (−) (−) (−) (−) (−) (+)
(−) a f −a f +a max a [y −y ]max i−1 min i min i i−1Fi ≡ (−) (−) (3.16) 

a −amax min 

(+) (+) (+) (−) (+) (+) (−) (+)
(+) a f −a f +a max a [y −y ]max i min i+1 min i+1 iFi ≡ (+) (+) (3.17) 

a −amax min 

a(±) defnes the local velocity at the cell interfaces. That is, both the fuid 
velocity of Euler equations, v; and the sound speed of the medium, cs s 

γP 
cs = (3.18)

ρ 

The local speed a can vary between amin = v − cs and amax = v + cs. Per 
cell interface, you have to compare the values obtained for both current cell 
and its corresponding neighbor, which typically are not the same values. 
For the sake of completeness, I also provide here the formulas for each a of 
equations (3.16) and (3.17): 

(−) (−) (+)
amax = max[a (3.19)max,i, amax,i−1, 0] 

(−) (−) (+)
a = min[a (3.20)min min,i, amin,i−1, 0] 
(+) (+) (−)
amax = max[a (3.21) max,i, amax,i+1, 0] 

(−) (+) (−)
a = min[a (3.22)min min,i, amin,i+1, 0] 

As shown in right panel of Figure 3.1, this fux is able to reproduce the time 
derivative, albeit with some error inherent of the method. 

3.1.1.2 Time integration 

Once defned the corrected fuxes, it is possible to compute the time deriva-
tive of yi as: 

q (+) q (−)
r F −r F1 i idyi 2 2
i+ i− 1 

= −(q + 1) + Gi, (3.23)q+1 q+1dt r −r 
i+1 i− 1 

2 2 

where I changed f → F and r(±) → ri± 1 from (3.11) to make clear that you 
2 

have to compute this derivative per cell. 
In addition, I removed the source term in accordance with the ODE 

solver I am going to use below. In this regard, I follow the predictor-corrector 
scheme of Doumler and Knebe (2010) to advance yi(t) a timestep ∆t. First, 

∗I compute a predictor, yi , of yi at the next timestep as: 

dyi∗ y = yi +∆t · (3.24)i dt 
Equation (3.24) is (3.13), and the procedure shown until here is roughly 

∗the same as introduced in 3.1. Nevertheless, y is used as an estimate ofi 
yi at t + ∆t, and not as a fnal value, in order to achieve better accuracy. 
Therefore, the fnal value yi(t +∆t), dubbed as the corrector, needs a few 
more steps. From here, I estimate the value of yi at half timestep with the 
average: 

1 ∗ ⟨yi⟩ = (yi + yi ) (3.25)
2 

∗Next, fuxes and time derivatives have to be calculated again with the predicted values yi . After that, the 
corrector, and hence next timestep values of y, are: 

1 dy∗ 
i yi(t +∆t) = ⟨yi⟩ + ∆t +∆tUi(⟨yi⟩) (3.26)

2 dt 
This step is meant to refne the predictor value and get a more accurate result of yi(t +∆t). That is why source 
terms U enter here, evaluated at half timestep values. 
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3.1.1.3 Computing pressure and thermodynamic variables 

To compute relevant thermodynamic variables, I use (3.4) to get pressure frst. However, when the fuid is highly 
supersonic, equation (3.4) gives a negative value due to truncation errors. To avoid this issue, I implement the 
dual energy formalism of Ryu et al. (1993) (see also Doumler and Knebe, 2010). This consists in introducing a 
modifed entropy 

P 
S = 

ργ−1 (3.27) 

as an extra hydrodynamic quantity, whose diferential equation is given by 

dS 
dt 

= 
∂S 
∂t 

1 ∂ 
+ (rqSv) = 
rq ∂r 

(γ − 1) 
( ̇uH − u̇C )

ργ−1 (3.28) 

Left-hand side of (3.28) comes from equation (2.4) and (39) from Ryu et al. (1993) and Doumler and Knebe 
(2010), respectively; whereas right-hand side is the propagation of source terms of mass (3.5) and energy (3.6) 
Euler equations2 . 

Entropy is solved like the other hydrodynamic variables yi, whose fux being defned as fS = Sv for its 
computation in 3.1.1.1. 

Before computing the thermodynamic variables, I frst check these two conditions per cell: 
ϵ− 1 ρv2 

2 < δ (3.29)ϵ 
1 ∂ q(r v) ≥ 0 (3.30)rq ∂r 

The frst equation checks if the thermal energy density is below some fraction δ, whereas the latter fnds if the 
cell is not undergoing a shock. About the former, the value δ = 0 is enough to guarantee numerical stability, 
but I use δ = 0.3 to track temperature accurately even if it is an order of magnitude higher than established by 
other works (e.g.: Ryu et al., 1993; Doumler and Knebe, 2010; Gentry et al., 2017). 

If both (3.29) and (3.30) are true, the pressure is not computed with the energy density, as shown in (3.4), 
but with the entropy instead: 

P = Sργ−1 (3.31) 
Furthermore, the energy density ϵ for that cell, usually found by the equation (3.6), is now calculated with the 
expression: 

1 Sργ−1 
ϵ = ρv2 + (3.32)

2 γ − 1 
On the other hand, if either (3.30) or (3.29) are false, entropy is rewritten with (3.31) instead. 

Once the pressure has been computed, temperature and source terms u̇ C and u̇ H are obtained by interpo-
lating within the tables3 obtained from Cloudy, which give these values as function of ρ and P . 

Other values that are also computed are the mean atomic weight and the cooling time: 
ρkB T µ = mH P (3.33) 

PtΛ = (3.34)(γ−1) ̇uC 

where kB and mH are the Boltzmann constant and the Hydrogen mass. 

3.1.1.4 Finding next timestep 

After the values of the current cell, i.e.: yi(t +∆t), are calculated from (3.26), I compute a dynamic timestep 
based on the Courant condition: 

∆ri
∆tD,i = ε

CFL , (3.35)
max(vi, cs,i) 

where ∆r is the width of the current cell, and ε
CFL < 0.5 for numerical stability. Next, I compare with a cooling 

timestep, defned as ∆tΛ,i = εΛtΛ where εΛ serves the same purpose as ε
CFL . The optimal timestep for the 

current cell is then ∆ti = min(∆tD,i, ∆tΛ,i), and the next timestep used for advancing time is the smallest ∆t 
among all cells. 

˙du P2Proof: Thermal energy density is u = P/(γ − 1), then = u̇ = u̇ H − u̇ C = . If total derivative of S is computed, then
dt γ−1 

ṖṠ = − (γ − 1) P ρ̇. Second term is zero because there are not mass sinks or sources in (3.5), while the frst becomes the 
ργ−1 ργ 

right-hand side of (3.28). 
3Early builds were made with the Grackle chemistry and cooling library (Smith et al., 2017, https://grackle.readthedocs.io/) 

for thermodynamic calculations. For this code, it was used in its equilibrium mode and only for radiative cooling (i.e.: chemistry 
functions of Grackle were not included). In practice, this code asked Grackle to compute the temperature following a iterative 
process and then read self-tabulated tables from Cloudy to compute the cooling time (see their section 4.1.2). Later, heating ( ̇uH ) 
was included in the SNR code by reading tabulated tables originating in Cloudy. By consistency and because I was doing the 
same as I was asking to Grackle, I dropped Grackle in favour of these new interpolating tables of T and u̇ C from the same 
Cloudy simulation as the heating table. 
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Figure 3.3: Density, pressure and velocity, in favourite units, of the Sod shock test at t = 0.2. Dashed line 
represent this code output while solid line is the analytical result of cococubed webpage. 

3.1.1.5 Adaptive Mesh Refnement 

An AMR consists in modifying the grid of cells during runtime to achieve an optimal spatial resolution. That is, 
adding more cells in regions to increase resolution (e.g.: in shocks), and removing them in others where having 
too many cells is inefcient (e.g.: constant values). 

In this code, I implemented AMR by defning a pool of cells. Per time iteration, some cells in the pool are 
used for the calculation and some others do not. Used cells know who are their neighbors with two pointers 
(left and right), and so it implicitly defnes the grid of that iteration. For the very frst timestep, all cells begin 
at maximum refnement allowed, which is defned by the user, thus using the full pool. 

Merging two cells means that one of them become unused for the next iteration. I follow a criterion based 
on energy density to merge cell i with i + 1 

ϵi+1 − ϵi−1| | < 0.005, (3.36)
ϵi 

as long as both have the same resolution. 
On the other hand, splitting a cell takes an unused one from the pool. The criterion used is also (3.36) but 

when the quotient is higher than 0.1 and the target cell is not at maximum refnement. If the latter is true, I 
split its closest neighbors instead unless they are also at maximum refnement. 

3.1.2 Test cases 
3.1.2.1 Sod shock tube 

To validate this code, I frst perform the well-known Sod shock tube test (Sod, 1978). It consists in a region 
between x = 0 to x = 1, in Cartesian coordinates, with these initial conditions: ( ( 

1 ; x < 0.5 1 ; x < 0.5 
ρ = ; P = ; v = 0 (3.37)

0.125 ; x ≥ 0.5 0.1 ; x ≥ 0.5 

in your favourite units. The simulation is run from t = 0 to t = 0.2, and with adiabatic constant of 1.4, 
following Sod (1978). Any cooling/heating processes are deactivated. 

Figure 3.3 shows own code against the exact solver found in the cococubed webpage4 . Both solutions found 
that the contact discontinuity of (3.37) has evolved to a rarefaction to the left whereas the shock advances to 
the right, without any diferences between them. 

3.1.2.2 Comparison against Flash 

Finally, I also run the same SNR simulation with this code and Flash v4 (Fryxell et al., 2000). On one hand, 
this allows to do the Sedov-Taylor test, which is one of the phases of a SNR and also a standard hydrodynamical 
test. On the other hand, radiative cooling can be tested as well since both codes have a diferent implementation, 
but share the same cooling function. 

I show in Figure 3.4 three snapshots at diferent times of the evolution of a SNR with a ejected mass of 10 M⊙ 
ρ0in an homogeneous medium of = 0.5 cm−3 and T0 = 104 K/cm3 . First panel refects the Sedov-Taylor phase mH 

of the SNR, when cooling is not relevant. The agreement between shock profles is excellent but they show 
diferences in the ambient pressure, outside the SNR. 

4http://cococubed.asu.edu/code pages/exact riemann.shtml 
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Figure 3.4: Comparison between Flash (solid lines) and this code (own, dashed lines) for several quan-
tities: mass density ρ/mH (cm

−3), temperature T (K), fuid and sound velocities v, cs (km/s) and pressure 
P/kB (K/cm3) in diferent colors, as labelled. Upper panel shows the SNR during its Sedov-Taylor phase, mid-
dle panel when own SNR forms its shell, and the bottom panel is the radiative phase. 
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Computing the atomic weight with (3.33), Flash gives a value of µ ≈ 0.5, proper of ionized medium, for 
the whole domain; whereas own code gives µ ≈ 1, which characterizes warm medium, outside the SNR. This 
discrepancy propagates when shell is forming, as Flash begins earlier and ends behind own SNR with slight 
diferences in the shell profle. 

3.1.3 Detecting shocks in supernova remnants 
With an hydrodynamical code, it is not evident to the machine what cells in the grid does belong to a shock. 
To detect it, I follow the criteria given in Schaal and Springel (2015) and Pfrommer et al. (2017): 

∇ · v < 0 (3.38) 
∇T · ∇ρ > 0 (3.39) 
M > 1.3 (3.40) 

The frst condition implies that the cell is being compressed, whereas the second one discriminates a shock 
wave from a cold front discontinuity. Ideally, the Mach number M should be higher than 1 to fnd a shock, 
but a higher value is recommended to avoid false positives caused by spurious numerical oscillations in the 
thermodynamical variable. 

For supernova remnants, this analysis can be done at post-process, after the simulation. Moreover, for 
isolated SNR in a homogeneous medium, the shock radius R(t) will always be the farthest shock detected from 
the initial explosion at t = 0. 

3.2 Supernova remnants in the solar neighborhood 

3.2.1 The pre-supernova interstellar medium 
I frst want to make an emphasis into the conditions of the ISM where the supernova explosion takes place, as they 
are the initial conditions of the hydrodynamic simulation and can signifcantly alter the evolution and extension 
of SNR. Early classical studies of SNR (e.g.: Chevalier, 1974; Thornton et al., 1998, and references therein) 
have focused on solar-neighborhood like environments, with diferent, but constant along the simulation, ISM 
densities and metallicites. I would like to briefy review what happens if you change anyone of these conditions: 

−31. Location: This generally implies to change the density to a very low value (n ≲ 10−2 cm , to give an 
upper limit). This means that the SNR will follow the non-radiative path of Figure 2.2, from previous 
chapter. These SNR does certainly exist, as these low densities occur in elliptical galaxies or outside a 
disk in a spiral one (Hakobyan et al., 2017; Barkhudaryan et al., 2019, for a statistical study). SNR under 
these conditions were found in Dorf and Voelk (1996) and later described in Tang and Wang (2005): No 
cooling takes place, which implies that the SNR ends retaining all its energy during its whole evolution. 

2. Inhomogeneities: Realistically, the ISM is far from homogeneous and it leads to the fragmentation of 
the SNR shell. However, inhomogeneities do not alter the momentum and energy injection into the ISM by 
more than a factor of 2 (Walch and Naab, 2015; Martizzi et al., 2015; Kim and Ostriker, 2015) compared 
to those made in homogeneous media. 

3. Nearby previous events: these events refer, mainly, to the radiation from the progenitor star (Green, 
2014; Walch and Naab, 2015) and previous SNR (Sharma et al., 2014; Keller et al., 2014; Gentry et al., 
2017, 2019), which form superbubbles. Their efects are more indirect than previous one, because they 
can alter the distribution of the ISM density near them. 

A diference that it is not fully explored is the external radiation feld (ERF) that comes from far sources, within 
and outside the galaxy, and it is known that plays an important role in determining the physical conditions of 
the ISM (Wolfre et al., 1995). 

Since the purpose of this chapter is to convince the reader that radiation felds matter in SNR evolution, 
I will restrict the ISM to the solar neighborhood for this section, because they are the usual initial conditions 
found in SNR works in the literature. Nevertheless, I discuss briefy what may happen if you combine diferent 
heating felds and locations in 3.3. 

3.2.1.1 The average radiation feld approximation 

To correctly model the impact of radiation in the interstellar gas, I have to consider both the cooling and 
heating processes. Although a detailed study of radiation would involve radiative transfer, I present here an 
approximate method. 
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Commands Comments 
# INPUT 
hden [value1] 
abundances ism 
table ISM 
table HM12 redshift 0 
CMB 
cosmic rays background 
stop column density [value2] 
stop temperature off 
iterate to convergence 
# OUTPUT 
save transmitted continuum "Filename1" last 
save abundances "Filename2" last 
save overview "Filename3" last 

log(nH,0) 
Add no grains to remove dust. 
Interstellar radiation feld 
Haardt and Madau (2012) extragalactic background 
Cosmic Microwave Background 
Cosmic-Ray H0 ionization rates (see caption) 
log(NH,eff ) 
To allow cloudy to proceed when T < 104 K 
To get optimal accuracy in the output 

4πνJν,0(nH,0, NH,eff ) of last iteration 
Saves number density of each element, from H to Zn 
save diferent magnitudes (see text) 

Table 3.1: Cloudy input needed in order to generate the average radiation feld. Default values of abundances 
ism are shown in Table A.1. Cosmic ray H0 ionization are the default values given in Glassgold and Langer 
(1974) and Indriolo et al. (2007). 

Figure 3.5: Transmitted continuum spectra given by Cloudy for diferent combinations of nH,0 and NH,eff . 
Dashed and solid lines represent if the computation have been done with no grains or not (see Table 3.1). 
This fgure was originally shown in Romero et al. (2021). 

I utilize the photoionization code Cloudy v17.01 (Ferland et al., 2017) to compute the ERF that traverses 
a region with a ambient number density, nH,0. In this regard, I compute the radiation feld attenuated be-
forehand by the interstellar gas that lies outside the physical region of interest (e.g.: the simulation domain of 
a hydrodynamic code). This efect can be parametrized by an efective Hydrogen column density, NH,eff . It 
refects the efective optical depth towards the unabsorbed radiation sources, and hence it may depart from the 
simple expectation NH,eff ∼ nH,0l, where l is the spatial extent of the physical region. For instance, it would 
be larger if most of the surrounding ionising stars are heavily obscured, while it would be lower if they fnd a 
clear line of sight towards the ambient medium. 

I show in Table 3.1 the input to generate the average radiation feld, expressed in 4πνJν,0, given (nH,0, NH,ef ) 
as parameters. I plot in Figure 3.5 the main result as a function of wavelength for the UV and X-ray range. 
The selected values of {nH,0, NH,ef } are meant to represent the warm ionized and atomic medium of the ISM, 
consistent with Wolfre et al. (1995) and Ferrière (2001). NH,ef = 1021 cm−2 is higher than the values expected 
for the solar neighborhood, but these column densities can be found in the Milky Way (see the Figure 1 of 
Ferrière, 2001) and other galaxies can reach even higher values, according to observational data (Leroy et al., 
2008). 

−2Figure 3.5 shows two major regimes: On one hand, shielded cases, found for (NH,ef ≳ 1021 cm for 
−2nH,0 = 0.1 cm−3 or NH,ef ≳ 1020 cm for 1 cm−3 , where the UV radiation of external sources are heavily 

≲ 1020 −2absorbed by the interstellar gas. On the other hand, unshielded cases, found for NH,ef cm for 
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Figure 3.6: Equilibrium temperature of the cloud modelled in Cloudy as a function of efective column density. 
This fgure was originally shown in Romero et al. (2021). 

−2nH,0 = 0.1 cm−3 or NH,ef ≲ 1019 cm for 1 cm−3 , where the ionizing radiation reaches the environment 
without being absorbed. 

We will see that this distinction have major implications in the subsequent results presented for the solar 
neighborhood. Other output that can be obtained is the equilibrium temperature of the ISM, Teq, which is 
shown in Figure 3.6. In general, the equilibrium temperature of the unshielded cases is of the order of ∼ 7000 K, 
whereas it drops by more than an order of magnitude for the shielded cases. For nH,0 = 0.1 cm−3 , however, if 

−2NH,ef = 1021 cm , a warm Teq is maintained, due to the efect of the cosmic-ray heating. The cooling and 
heating functions, on the other hand, are similar to the other shielded cases. 

Both Figure 3.5 and 3.6, and subsequent results at this chapter, consider the presence of dust in the ISM 
to only bracket the maximum possible impact of dust heating and cooling (or lack thereof) on the evolution of 
the SNR 5 . This is achieved by adding no grains command after abundances ism in the Cloudy input to 
remove dust. The presence of dust in the ISM has only a minor efect on the fnal spectrum in the vicinity of 
the SNR, which is almost fully determined by the efective column density NH,ef and the ambient density nH,0, 
but it will have a signifcant impact on the cooling and heating functions at high gas temperatures, as we will 
see. 

3.2.1.2 Cooling and heating functions 

In order to handle heating and cooling in the environment, we assume that each simulation cell is illuminated by 
the mean radiation feld computed in previous section for the selected ambient hydrogen density and equilibrium 
temperature. To do that, I perform a second Cloudy using the spectra of Figure 3.5 as incident radiation feld 
of the cloud, while keeping the other characteristics of the ISM identical to those of the ambient medium. This 
new input is shown in Table 3.2 

Commands Comments 
# INPUT 
hden [value1] log(nH,0) 
abundances ism Add no grains to remove dust (see Table 3.1) 
table read "Filename2" scale 1 Radiation feld obtained in Table 3.1 
cosmic rays background Cosmic-Ray H0 ionization rates (see Table 3.1) 
# OUTPUT 
save map "Cooling", zone 0 range 1 to 9 Saves u̇C and u̇H between T = 10 to 109 K. 

Table 3.2: Cloudy input needed in order to generate u̇ C and u̇H , needed for equation (3.6). This input is 
−3generated for a range of Hydrogen densities between 10−6 to 104 cm . 

The relevant outputs are the quantities u̇ H and u̇ C at the illuminated face of the cloud (i.e.: when the 
radiation feld hits the start of the cloud modelled in Cloudy), which are saved as a function of the temperature 

5Dust has additional efects on SNR evolution, and vice-versa, but they are outside the scope of this chapter. I refer the 
interested reader to see Slavin et al. (2015); Mart́ınez-González et al. (2019); Priestley et al. (2021) and references therein. 
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(between 10 and 109 K) and Hydrogen density (from 10−6 to 104 cm−3) that the gas cells may reach during the 
simulation. These values should not to be confused with the initial values Teq and nH,0 of the ambient medium, 
which are the initial conditions of the hydrodynamic simulation. 

Then, I translate the output of this second Cloudy run, u̇ C and u̇ H as a function of nH and T , to a set of 
three tables, giving {T, u̇ C , u̇ H }, in terms of the total mass density ρ and the pressure P of the gas cell, which 
are the physical variables internally used by the hydrodynamical code (see section 3.1.1.3). Mass density is 
computed from the number densities of all elements considered in Cloudy 

ZnX 
ρ = AinimH (3.41) 

i=H 

Pressure can be also obtained from the number densities of each element plus the contribution of free 
electrons in the ISM: 

ZnX 
P = (ne + ni)kB T (3.42) 

i=H 

Figure 3.7 shows the cooling and heating functions of the interstellar gas 

Λ ≡ ( µmH )2 u̇Cρ ; Γ ≡ 
µmH 

u̇H
ρ 

(3.43) 

for both shielded and unshielded cases. Figure 3.8 displays the ratio between heating and cooling rates, u̇ H /u̇ C . 
For each one of these three quantities, we have four panels, the top rows plot two representative examples 

of the unshielded cases, while bottom rows show shielded ones. In turn, left columns show dust-free media, 
while the efect of dust particles is illustrated on the right ones. In general terms, shielded and unshielded cases 
present diferent behaviour at temperatures below ∼ 104 K, whereas dust tends to increase them above ∼ 105 K 
and ∼ 104 K, respectively. 

ρ −3As can be seen in Figure 3.8 diferences in the heating rate are irrelevant for T > 104 K and > 10−2 cm ,mH 
because heating is absolutely negligible compared to cooling in this regime. At high temperatures, though dust 
becomes the main cooling agent, and it dramatically enhances the cooling rate at T > 106 K. A detailed 
treatment of the destruction of dust grains would be of the utmost importance in order to accurately model 
the cooling rate, but we consider that the two extreme cases may illustrate the associated uncertainties on the 
evolution of SNR. 

In any case, the gas will eventually cool down towards the equilibrium temperature. For temperatures lower 
than 104 K, there are obvious qualitative diferences between the shielded and unshielded cases. If the ISM 
radiation feld is heavily attenuated, the cooling function is very close to collisional ionisation equilibrium, and 
the heating function is similar, albeit slightly lower, to the 2 · 10−26 erg/s advocated by Koyama and Inutsuka 
(2002). For shielded cases, the ratio u̇H /u̇C between the heating and cooling rates is very sensitive to the gas 
density, as the colored region is very wide in the lower panels of Figure 3.8, and it is fat on the temperature 
range between ∼ 102 and 104 K. For that reason, the equilibrium temperature of the ISM changes drastically 
between these extremes at densities around ∼ 1 cm−3 . 

This contrasts with unshielded cases, where heating is indisputably more important than cooling for T < 
104 K. No gas can exist for long periods of time below that temperature because there are not any density crossing 
the black line in Figure 3.8. This situation is akin to the classical models where the radiation feld is ignored, 
but cooling is manually switched of below a certain threshold of the order of the equilibrium temperature. 

3.2.2 Supernova remnant evolution under a external radiation feld 
3.2.2.1 Initial conditions 

Once the numerical code and the environment have been set, I can now proceed to compute SNR simulations. 
−3In this case, I select a sample of simulations with nH,0 = {1, 0.1} cm , with column densities of NH,ef = 

−2{1018 , 1019 , 1020 , 1021} cm , which establishes the initial temperature, Teq, according to fgure 3.6. These 
conditions are used twice, one without dust, and a second with it. 

Each simulation consists of a sphere of radius 8 · 1020 cm (≈ 260 pc). I use a pool of 52000 cells within the 
AMR scheme, giving a maximum resolution of roughly 0.005 pc. 

At t = 0, the simulation starts modelling a Sedov-Taylor phase, thus skipping the ejecta-dominated phase 
that comes before. To achieve that, energy density and entropy are injected following the recipe given by Truelove 
and McKee (1999) for the frst 400 cells closest to the center: 

E0 riϵi = ϵ0 + f( ) (3.44)∆Vi 5∆ri 

Si = (γ − 1) ϵi , (3.45)γ−1ρi 
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Figure 3.7: Cooling (Λ ≡ ( µmH )2u̇ C , upper panel) and heating (Γ ≡ µmH u̇ H , bottom panel) functions of fourρ ρ 
representative cases. Top and bottom rows within each panel show unshielded and shielded cases, respectively. 
This fgure was originally shown in Romero et al. (2021). 
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Figure 3.8: Ratio between energy density gain ( ̇uH ) and loss ( ̇uC ) due to radiative processes, for the same four 
cases of Figure 3.7. Any point with color represent a gas with some density and temperature, whereas the black 
line represents the (radiative) equilibrium. Therefore, anything above the line will heat towards the equilibrium 
and will cool if the point is below the line. Top and bottom rows within each panel show unshielded and shielded 
cases, respectively. This fgure was originally shown in Romero et al. (2021). 

−xwhere E0 = 1051 erg, ∆Vi and ∆ri are the cell volume (cm3) and width (cm), respectively, and f(x) ∝ e 
2 
, is 

a function normalized to 400 cells. 
In an astrophysical context, this set up is valid for an isolated explosion. This case may correspond to a white 

dwarf exploding as SN Ia or a runaway OB star (Gies and Bolton, 1986). These events can take place anywhere 
within the ISM, albeit they are more likely to occur in the disk (Johnson and MacLeod, 1963; Hakobyan et al., 
2017). 

3.2.2.2 Energy and momentum injection to the ISM 

I start with the quantities that are usually found in the literature when studying SNR evolution, which are 
energy and momentum injected to the ISM. 

Once R(t) defned following 3.1.3, energy and momentum injected are calculated by the integrals: R R(t)
E(t) = ϵ 4πr2dr (3.46)

0R R(t)
p(t) = (ρv) 4πr2dr (3.47)

0 

In order to show the importance of energy radiated by the SNR, the luminosity of the SNR is also computed 
as: Z R(t) 

L(t) = u̇C 4πr
2dr (3.48) 

0 

The evolution of these quantities is plotted in Figure 3.9. From the point of view of SNR dynamics, there 
is barely any signifcant diference between shielded and unshielded cases as long as the shock remains strong 
(M ≫ 1). For instance, at 1 kyr, diferences in radius and momentum are less than 5 and 10 percent, respectively. 
Energy, on the other hand, show higher diferences, up to a factor of 2, because the shock is no longer strong in 
the unshielded case. In the weak-shock regime, at the latest stages of the evolution, the equilibrium temperature 
and pressure, Teq and Peq, of the ambient medium become relevant, explaining the changes in R, E and p at late 
times that one can observe in Figure 3.9. Basically, the sound speed is lower in the shielded cases, and therefore 
the weak shock regime, as well as the associated upturn in the total energy within the SNR, are delayed with 
respect to the unshielded cases. These results suggest that a more complex heating and cooling scheme would 
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Figure 3.9: Temporal evolution of the shock radius, R, total energy, E, momentum, p, and luminosity, L, as 
function of time for all SNR cases. This fgure was originally shown in Romero et al. (2021). 
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not have a strong efect on the evolution of the SNR as a whole (i.e. shock radius, total energy and momentum), 
in agreement with the recent results reported by Sarkar et al. (2021). 

The evolution of the shielded cases is consistent with the results of previous studies based on the Koyama 
and Inutsuka (2002) heating prescription (e.g. Walch and Naab, 2015; Kim and Ostriker, 2015; Haid et al., 
2016), while unshielded cases match the evolution obtained by switching of cooling at a warm equilibrium 
temperature (e.g. Ciof et al., 1988; Thornton et al., 1998; Martizzi et al., 2015; Slavin et al., 2015; Pittard, 
2019). 

However, the balance between heating and cooling processes is very diferent under both situations, even if 
the net efect is similar. In the end, the SNR must dissipate the kinetic energy of the gas that is incorporated 
to the shock, Liso = 2πρ0R

2Ṙ 3 (see e.g. Ciof et al., 1988, or 2.3.3), which is roughly the same in both cases, 
given that the evolution of the shock radius is almost identical. On the other hand, the energy absorbed from 
the radiation feld is radically diferent for a shielded and unshielded environment, being signifcantly higher for 
the latter. The heating rate is thus much higher, but the total cooling rate (i.e. the luminosity of the SNR) 
increases as well, until the bulk of the absorbed energy is immediately re-radiated by the gas, and it has a minor 
impact on the evolution of the shock radius and the integrated energy and momentum. 

The presence or absence of dust particles does not alter this conclusion, although it plays a signifcant role 
in the SNR dynamics at early times, when the temperature of the hot interior is higher than 106 K and dust 
is the major coolant. If the supernova ejecta enriched the gas with newly synthesised dust and/or a fraction 
of the pre-existing grains survived the shock passage, radiative losses during this phase will not be negligible, 
at variance with the classical Sedov-Taylor regime. Once the post-shock temperature drops below ∼ 105 K, 
other cooling agents become dominant, and shell formation proceeds exactly as in the classical case. The main 
diference is that the energy lost during early evolution is not negligible (about 10 percent for nH,0 = 0.1 cm−3 

and 40 percent for nH,0 = 1 cm−3). Shell formation happens slightly sooner in the dusty simulations, and early 
radiative losses result in a lower fnal energy and momentum injection into the ISM. 

3.2.2.3 Internal structure of the shell 

Figures 3.10 and 3.11 show the radial profles of gas density and temperature, directly taken from the code 
output, near the shock as a function of r/R, where r is the radial coordinate, for a few times between 50 to 
1600 kyr, mostly focused on the radiative phase of the SNR evolution. Figures 3.10 and 3.11 also include the 
luminosity internal profle, which is equation (3.48) with the upper limit changed to r: Z r 

L(r, t) = u̇ C 4πr ′2 dr ′ (3.49) 
0 

After the Sedov-Taylor phase, unshielded and shielded cases diverge signifcantly in the predicted structure 
of the post-shock shell. Unshielded shells become thicker and less dense over time, displaying a structure that is 
similar to a classical isothermal shock. On the other hand, shielded cases are better described by the infnitely 
thin-shell approximation over a long period of time. Its density is much higher, and its temperature much 
lower, than the unshielded case. At very late times, though, shielded cases eventually develop a warm region 
at T ∼ 104 K after the shock, roughly similar (albeit much thinner) to the unshielded case. The thin shell, 
about two orders of magnitude colder, is slightly displaced inwards, delineating the boundary between the warm 
region and the hot bubble. 

As mentioned above, there are important diferences in the total luminosity radiated by the shielded and 
unshielded cases after the shell is formed. Moreover, the physical properties of the emitting gas and the structure 
of the emission are very diferent in both scenarios. In the unshielded case, the emissivity is smoothly distributed 
over the shell, and cooling is dominated by the recombination and collisional emission lines characteristic of a 
T ≳ 104 K gas, above the equilibrium temperature. In contrast, the (much lower) luminosity of the shielded case 
may be separated into the contribution of the gas cooling from the post-shock temperature to the equilibrium 
temperature, which is similar to the unshielded case, and the emission from the very dense, cold shell at ∼ 100 K 
near the hot bubble. The fractional contribution of the latter varies from with time, but it is always of the 
order of ∼ 20 − 50 per cent. The warm region between them at T ∼ Teq has no signifcant contribution. 

The physical reason between these diferences can be understood from the ratio between the heating and 
cooling rates depicted in Figure 3.7. In the unshielded cases, is barely impossible for the gas to cool down below 
the equilibrium temperature, whereas a much wider range of stable confgurations exist in the shielded scenario, 
where sufciently dense gas is allowed to reach much lower temperatures. 

Although dust particles may efect the evolution in time of the shock radius, they barely have any impact 
on the morphology of the shell during the strongly radiative phase. Simulations including dust feature a shorter 
cooling time (see Figure 3.9), and therefore the profles shown in Figure 3.10 correspond to a more evolved 
state. In addition, the presence of dust also afects the equilibrium temperature of the ambient medium (see 
Figure 3.6), as well as the heating and cooling rates of the post-shock gas. Although this plays a major role on 
the total luminosity radiated by the SNR, it has a minimal efect on its internal structure. 
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Figure 3.10: Integrated radial profles of mass density, temperature, and luminosity normalized to the shock radius (i.e.: 1 is R) for particular time outputs for all SNR 
simulations with nH,0 = 0.1 cm−3 . Each color represent a column density. This fgure was originally shown in Romero et al. (2021). 
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Figure 3.11: Same as Figure 3.10, but with nH,0 = 1 cm−3 . This fgure was originally shown in Romero et al. (2021) 
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3.2.2.4 Limitations of this analysis 

This exercise was meant to illustrate the efects of an external radiation feld. In a true astrophysical context, 
this approach has its shortcomings and limitations. In addition to the restrictions made to the ISM at the 
beginning of section 3.2.1, there are other caveats related to the average radiation feld approximation and the 
assumption of spherical symmetry. 

Starting with the former, the SNR shell is prone to instabilities that distorts its shape, and cannot be 
followed by one-dimensional simulation. According to the analytical calculation of Vishniac and Ryu (1989), 
verifed by the numerical results of Blondin et al. (1998), a realistic isothermal shock would be unstable at 
any Mach number higher than ∼ 3 if the post-shock gas cannot cool below the ambient temperature, as in 
our unshielded conditions. On the other hand, Pittard et al. (2005) found that this limit drops to lower Mach 
numbers if the gas is allowed to cool further, as in our shielded case. The distinction between both regimes is 
thus important in this particular context. 

Next, it should be noted that these calculations were made under the assumption of ionization equilib-
rium. Non-equilibrium efects reduce the cooling function, from a factor of 2 up to an order of magnitude, for 
temperatures lower than 106 K (Gnat and Sternberg, 2007; Vasiliev, 2013), although these diferences may be 
overestimated in presence of an extragalactic background (Oppenheimer and Schaye, 2013). The recent work 
by Sarkar et al. (2021) studied this particular issue fnding that, furthermore, at the shell formation time, when 
the temperature drops below 106 K, the cooling function increases compared with those in ionization equilibrium 
(see their Figure 5). These diferences have a negligible efect into the dynamics and energetics of the SNR, but 
they cannot be neglected for predicting observable quantities, such as emission spectra. 

If individual sources of radiation (i.e. stars close to the SN) were to be included, on-the-fy radiative transfer 
would be necessary. Even in the spherically symmetric case, the assumption of an average radiation feld would 
not hold anymore, as the radiation feld would vary as a function of both position and time. In addition, 
nearby stars would also enter the hot interior of the SNR as it increases in size, and their (almost unattenuated) 
radiation would reach the inner interface of the shell, potentially altering its morphology in the shielded scenario, 
which would cease to be valid. 

On the other hand, unshielded SNR are more robust with respect to the details of the individual sources of 
radiation, as the whole medium is assumed to be optically thin, but they are prone to self-shielding of the shell, 
which can potentially become opaque. According to Figure 3.6, this transition occurs around NH,thick ∼ 2 · 1020 

−2 −2cm for nH,0 = 0.1 cm−3 and NH,thick ∼ 3 · 1019 cm for nH,0 = 1 cm−3 . We can make a rough estimation 
of the associated SNR radius Rthick at the time of the transition by assuming that all the swept-up mass is 
concentrated inside an infnitely thin shell, NH,thick ∼ nH,0 Rthick. This yields Rthick ∼ 2 kpc for nH,0 = 0.13 

−3 −3cm and Rthick ∼ 30 pc for nH,0 = 1 cm . Thus, full radiative transfer, including absorption within the 
shell, should be taken into account when modelling a SNR with an unshielded ERF propagating in a dense 
medium. 

One may extend the procedure presented in section 3.2.1.1 to less idealized environments by taking into 
account that the incident radiation feld will vary across the simulation box along the evolution of the SNR. 
Rather than fully solving radiative transport, it should be possible to devise a fast algorithm that uses the 
column density towards individual sources to identify localized shielded and unshielded regions, neglecting the 
narrow transition (see Figure 3.6) between the two cases. Average radiation felds, as well as cooling and heating 
functions, could then be estimated within each region from previously computed tables. 

3.2.2.5 Implications 

The main result of the present work is that the most relevant efect of an ERF is to set the heating and cooling 
functions, and thus the conditions of the ambient medium where the SNR propagates. Broadly speaking, these 
numerical experiments can be classifed in two diferent scenarios, dubbed as shielded and unshielded cases, 

−2separated by a hydrogen column density around NH,eff ∼ 1020 cm , albeit there is some dependence with the 
ISM number density (see Figures 3.5 and 3.6). The evolution of the main global properties of the SNR is fairly 
robust and does not depend strongly on the details of the radiation feld, with the only exception of the total 
luminosity, which may vary by more than an order of magnitude. Moreover, our results also show that the 
internal structure of the shell is very diferent in the shielded and unshielded cases. 

Observationally, these diferences arise at very late times, of the order of ∼ 0.3−3 Myr after explosion, where 
detecting SNR is challenging. Surveys based on X-rays (e.g. Long et al., 2010; Leonidaki et al., 2010; Sasaki et al., 
2012) are better suited to trace the earliest stages of SNR evolution, whereas the latter phases of the radiative 
shells are more readily observed in the optical (e.g. Lee and Lee, 2014a,b) or radio (e.g. Green, 2014; Dubner 
and Giacani, 2015) bands. Very old SNR have interacted so much with the inhomogeneous environment that 
only fragments of the shell may be observed. There are some individual objects reported as probable candidates 
for very old SNR, such as e.g. G55.0+0.3 (Matthews et al., 1998), G106.3+2.7 (Pineault and Joncas, 2000), 
FVW172.8+1.5 (Kang et al., 2012) or GSH 90-28-17 (Xiao and Zhu, 2014). All of them display average radii 
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between 50 and 100 pc, consistent with our results, and show obvious signs of fragmentation. With the exception 
of G106.3+2.7, they retain an approximately circular or elliptical shape on large scales. 

These results suggest that the ERF has an important role in setting the overall luminosity of the remnants, 
especially in the optical and infrared regime. Besides the temperature structure of the shell, the ionisation and 
population balance of the gas is also set by radiative equilibrium (hence the efect on the cooling function), and 
therefore not only the luminosity but also the optical and infrared (e.g. Reach et al., 2006) emission line ratios 
will be diferent in the unshielded and shielded shells. 

Furthermore, the distinction between the shielded and unshielded scenarios may have implications regarding 
supernova feedback, even if the energy and momentum injection into the ISM are not signifcantly afected. 
Specifcally, the interaction of SNR with molecular clouds and star formation has been extensively studied 
under diferent conditions and strategies (e.g. Ifrig and Hennebelle, 2015; Korolev et al., 2015; Körtgen et al., 
2016; Lucas et al., 2020; Lu et al., 2020, and references therein) and it is still an open problem. In general terms, 
shocks propagating through a low-density medium (or channel) will be able to propagate far away from the 
original place of the explosion, whereas dense media will be more resilient to shock passage. Albeit these results 
are robust with respect to an external radiation feld, the physical state of the post-shocked gas is radically 
diferent in the warm (T ∼ 104 K) thick shell of an unshielded SNR and its cold (T ∼ 100 K) dense counterpart. 

3.3 Supernova remnant evolution at extreme environments 
We have found that, in the Solar Neighborhood, the external radiation feld can alter the internal structure of 
the SNR but not the temporal evolution, except SNR luminosity. 

Is this still true outside those conditions? The answer is no. The SNR evolution in low-density media, as 
commented in 3.2.1, fails to become radiative before disappearing, and the shock radius accelerates from the 
Sedov-Taylor solution because the ISM swept-up energy begins to be relevant for the evolution, as we saw in 
previous chapter. However, the heating of the gas due to radiation feld is not well known outside our Solar 
Neighborhood, and more types of SNR may exist there, displaying a diferent evolution and feedback than 
radiative and low-density SNR. 

In this section, posed as an academic exercise, I explore with SNR simulations all theoretical possibilities 
regarding the ambient density, pressure and also the net energy gain/loss due to radiation. 

3.3.1 Initial conditions and SNR scenarios 
I run multiple simulations for a diferent set of initial conditions with a range of ambient densities ρ0 = mH 

−3{10−2 , 10−1.5 , 10−1 , 10−0.5 , 1, 100.5 , 10, 101.5 , 102} cm , and a range of pressures P0 = {104 , 104.5 , 105 , 105.5 , 106} K/cm3 ,kB 
all of them with metallicity Z = 0.02. This yields a total of 45 simulations. Resolution of each run is 26000 
cells in a simulation box of radius 8 · 1020 cm (≈ 260 pc). At t = 0, the closest 100 cells to the center follow the 
same energy and entropy injection (3.44)-(3.45) as section 3.2.2. 

Unlike the methodology done in 3.2.1, the 
cooling function is based on the one given by 
Grackle chemistry and cooling library (Smith 
et al., 2017) in their equilibrium mode. This 
is displayed in Figure 3.12 for reference. The 
Grackle cooling function, when compared 
with the upper panel of Figure 3.7, is similar to 
an unshielded case for T > 104 K but is closer 
to shielded behaviour for lower temperatures. 

Heating is not given by Grackle and, for 
this exercise, it is assumed to balance radiative 
cooling in the surrounding ambient 

ρ 
u̇ H = ( )u̇C,0 (3.50)

ρ0 

The choice of this heating is due to its conve-
nience. First, as stated above, it prevents the 
environment from cooling at some ambient tem-
perature T0 ∼ ( P0 )( ρ0 )−1 without switching kB mH 
cooling of. This gives a range of ambient tem-
peratures between 102 and 108 K. Second, a fxed heating according to cooling at T0 allows to study four possible 
SNR evolutionary paths: 

Figure 3.12: Cooling function (Λ = ( µmH )2u̇ C ) obtained from ρ 
the Grackle library (Smith et al., 2017). 
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1. Radiative cases, where T0 ≲ 104 K. Heating cannot compensate radiative cooling of the SNR, which 
have higher temperatures until the SNR ends the Sedov-Taylor phase. 

2. Heated cases, where T0 ∼ 105.5 K at the peak of the cooling function in Figure 3.12. In this case, Cooling 
is inefcient and thus it cannot be higher than heating. 

3. Critical cases, with temperatures near the cooling function peak. In this situation, cooling is more 
prevalent than heating but the latter is not negligible compared with the radiative cases. 

4. Adiabatic cases, when T0 ≳ 106 K. In this scenario, cooling, an so heating, are negligible because the 
shock front dies before becoming radiative, following the evolution of Tang and Wang (2005). 

The main criticism of this heating is that we are not sure if it can truly exist in astrophysical context. On 
one hand, it is a good approximation for higher and lower temperatures, as it resembles the classical SNR 
evolutionary path for radiative cases and the non-radiative evolution for adiabatic SNR. On the other hand, 
critical and heated cases may resemble environments where heating prevents cooling for temperatures higher 
than 104 K due to a quasar irradiating its own halo (Sazonov et al., 2005; Gnedin and Hollon, 2012), or in 
galaxies at high redshifts (Ceverino et al., 2014), but that they be as important as to alter the SNR evolution 
is yet uncertain. 

In any case, it still provides a valuable insight on the outcome of a supernova explosion in the hypothetical 
case where heating in the SNR evolution may be more important than cooling. Furthermore, it also motivates 
the development of tools (see chapter 4) to build heating rates from realistic astrophysical contexts. 

3.3.2 Radius, energy, momentum and luminosity 
Figures 3.13 and 3.14 display the shock radius, energy, momentum and luminosity as function of time, like I 
did for Figure 3.9 in previous section. Each panel represents a diferent initial ambient condition, labelled with 
the pair (ρ0, P0). 

Energy in Figure 3.13 difers from the defnition done in (3.46) and plotted in Figure 3.9. Here, I subtract 
the swept-up energy by the SNR as 

P0 4π 
∆E = E(t) − R3(t) (3.51)

(γ − 1) 3 
Second term is not signifcant for the analysis of radiative SNR because it dies before being higher than E0, 
which is never the case for the remaining cases.Furthermore, ∆E represents the energy that remains from E0 
plus the energy gained by radiation. 

Radiative cases, with a blue background in Figures 3.13 and 3.14, reproduces the same results found in the 
literature for both 1D (e.g.: Ciof et al., 1988; Thornton et al., 1998) and 3D simulations (e.g. Walch and Naab, 
2015; Kim and Ostriker, 2015; Li et al., 2015), as well as the shielded SNR cases of previous sections. The 
properties of these SNR are the constant momentum injection into the ISM and the clear peak in luminosity 
that signals the start of the radiative phases in energy, showing losses due to radiation; and shock radius, which 
have a slope change at the time of the luminosity peak. 

Adiabatic SNR are painted with a white background in Figures 3.13 and 3.14. Luminosity of these SNR 
are, in general, negligible for the energy, which shows a horizontal line. This result supports the SNR described 
by Tang and Wang (2005) and Dorf and Voelk (1996), which does not consider radiative cooling in their 
simulations. On the other hand, this means that the ISM will receive the full E0 energy. In fact, it would be a 
very efective mechanism of quenching star formation in the surroundings of the SNR. 

For the other two scenarios heating plays an important role. Critical cases, with a green background in 
Figures 3.13 and 3.14, cooling is still important and thus they show some features of radiative SNR such as the 
luminosity peak. However, momentum is no longer constant after that and energy loses are not so pronounced. 

Finally, red panels in Figures 3.13 and 3.14 show heated SNR. In this case, all magnitudes increases catas-
trophically due to inefcient cooling. Formally, these shocks would never die, would increase their velocity due 
to energy gain, and reach any simulation boundary. Actually, heated shocks die due to multiple reasons, as 
they will reach a region where heating is not as efcient compared to cooling, or they may fail condition (3.40) 
before they accelerate. In any case, they would have a much stronger impact than their adiabatic counterparts. 
Therefore, should just only one of these SNR occur, no matter how unlikely they may be, then all subsequent 
analysis will be dictated by this single event. 

3.3.3 Quantitative analysis of the SNR outcome 
In Chapter 2 I presented the parameter εsw in (2.23) to discriminate between radiative and adiabatic cases. 
However, that parameter does not include the efects of heating into the SNR evolution. To solve that, I estimate 
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Figure 3.13: Shock radius (upper panel) and injected energy (lower panel, eq. 3.51) of all simulations as function 
of ambient density and pressure. Blue, red, green and white backgrounds represent SNR that are radiative, 
heated, critical and adiabatic, respectively. 
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Figure 3.14: Same as Figure 3.13, but showing momentum (upper panel) and luminosity (lower panel). 
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the conditions that will eventually lead to each scenario, so we can compare the cooling/heating time scales 
with the expected life time of the remnant through a dimensionless parameter β which we defne as: 

u̇ 
β ≡ tS , (3.52) 

u 
Pwhere u = denotes the thermal energy density, u̇ = u̇ H − u̇ C is its associated loss/gain, in contrast with(γ−1) 

εsw that only considers cooling through tΛ. Lastly, tS is the time it takes a Sedov blast wave to reach M = 1 

2 115 5 
(γP0)

− 2 
0 ,= ( ) (χE0) ρ (3.53)tS 3 3 6 

5 

where χ ≈ 2. Equation (3.53) comes from reverting Sedov-Taylor velocity (2.8), and assuming that vs is equalq 
to the ambient sound speed cs,0 = γP0 .ρ0 

The parameter β can take a very negative value if the cooling time of the SNR, included in u̇, is less than 
tS , and can take as well a very small value when the SNR outcome is not radiative. Furthermore, if there are 
heating processes included in u̇, the sign of β may also be positive, opening the possibility of studying SNR in 
which heating may play a role. 

In order to predict the outcome it is needed to fnd a relationship between the initial conditions and anything 
related to SNR, and evaluate β for these values. In that regard, one can obtain β evaluated just behind the 
shock front, or post-shock conditions, with the help of the Rankine-Hugoniot relations (see appendix B.1). 

Looking at the sign and value of all possible post-shock β (hereinafter β1), the four theoretical cases are: 
u11. If |β1| < 1 for all times, the SNR outcome is adiabatic, as tS (1) is much smaller than . u̇ 1 

2. If β1 < 0 for all times and the previous condition is not fulflled (i.e. β1 < −1) at some point, then SNR 
outcome is radiative. 

3. If β1 ≥ 0 at all times, with β1 > 1 at any moment, then the SNR becomes heated, in which heating plays 
an important role whereas cooling is negligible. 

4. If none of the above is fulflled, the SNR outcome is critical, where both cooling and heating are important 
processes to consider. 

This analysis allows to know the outcome of the SNR without running any simulation as long as cooling and 
heating are known, which can avoid a computationally expensive simulation, in particular for 3D ones. 

Figure 3.15 shows one way to interpret β. There, I plotted a map of β as function of (ρ, P ) for each initial 
ambient condition, labelled with the pair (ρ0, P0). The map is colored with warm and cold colors for positive and 
negative values of β, respectively. Moreover, there two warm (cold) colors to represent |β| > 1 and vice-versa. 
On the map, there is a solid line that represent the values of β1. That is, those (ρ, P ) values that can be at the 
SNR shock front (i.e.: post-shock values of the ambient). 

From here, you only have to look what colors the black line go through. 

1. If the line crosses only yellow and grey areas, it means that |β1| < 1 and the SNR is adiabatic. That 
P0happens when T0 > 106 K and ̸= 106 K/cm3 .kB 

2. When the line traverses grey and cyan areas, then β1 is always negative and there is a point where β1 < −1. 
Therefore, the SNR is radiative and it happens when T0 ≤ 104 K. 

3. If the opposite happens and the line crosses yellow and magenta areas, the SNR is heated, and only occurs 
when T0 ∼ 105.5 K. 

4. Finally, if the line crosses three or more colors, then the SNR is critical. 

Comparing Figure 3.15 with Figures 3.13 and 3.14, we can see that β1 line can predict the outcome of each 
SNR. In contrast with εsw which only considers radiative cooling, β is more prepared for SNR outside solar 
neighborhood, where heating may be relevant. 

47 



PolmH (cm-3) 

10-2 1O-1.s 10-1 1O-0 .S 1 1O0.s 10 1O1.s 102 
10 tt , , , 1 , , , 1 I TTf , , , 1 , , , 1 , rt:I, 

' ' 
8 c-1 +. I + t 

' ' ' 6 - . - .. -

4 

10 

8 

6 F-

4 

('I") 10 II I II I I II I II I I -E ('I") 1 u 8 E u -6 ' 
ID , ......... 

.::L. cc ...._ 
4 a.. - - 1-- ---l -1 Cl 0 

0 10 a.. 

8 

6 

4 -- - OIi 
10 

8 

6 

4 
I . . • . I 
I 
I I 

-2 0 2 -2 0 2 -2 0 2 -2 0 2 -2 0 2 -2 0 2 -2 0 2 -2 0 2 -2 0 2 

log(p/mH) (cm-3) 

48
 

Figure 3.15: Sign and value of β as function of ambient density and pressure. The value β = 0 is represented as a dashed line. Post-shock values of the ambient, β1, are 
plotted as a solid line and represent the SNR evolution (see 3.3.3). 



Chapter 4 

The Interstellar Radiation Field from a 
Distribution of Stars, Gas and Dust 

This chapter is based on the paper: 
”Predicting interstellar radiation felds from chemical evolution models” 

by M. Romero, P. Corcho-Caballero, I. Millán-Irigoyen, M. Mollá and Y. Ascasibar 
Submitted to MNRAS. arXiv:2203.04782 (2022) 

4.1 Modelling an external radiation feld self-consistently 
In previous chapter, I showed how the internal structure of SNR changes due to the efect of an ERF. The 
approach taken there is to precompute the cooling and heating rates from a default mean intensity feld given 
by Cloudy, table ism. In this context, the ERF is just the interstellar radiation feld (ISRF) of the solar 
neighborhood. What can we do for other ISRF, which defnitely will have a diferent share of stars, gas and 
dust? 

For the Milky Way Galaxy (MWG), the ISRF has been computed long time ago (Habing, 1968; Mathis 
et al., 1983; Black, 1987), and there are some recent models nowadays (e.g.: Porter and Strong, 2005; Popescu 
et al., 2017; Natale et al., 2022). All these works have a phenomenological approach. That is, these models 
calibrate directly with observations. 

In addition, the ISRF as ingredient is not as prevalent in the literature. There are some applications such 
as: modelling cosmic-rays transfer within the Galaxy (Evoli et al., 2017; Porter et al., 2017), predict the star 
formation rate (SFR) in Galaxies (Natale et al., 2022), as well as altering the shell structure in SNR as I showed 
in the last chapter (see also Romero et al., 2021). 

In this chapter, I focus on producing an ISRF from chemical evolution models (CEM). CEM track the 
evolution of diferent chemical species within a galaxy, as well as the total stellar mass and its star formation 
rate (SFR). From their results, distributions of gas, stars and dust are obtained, which can be used to compute 
an ISRF. Stars can be used to predict the stellar population emission of the ISRF while gas and dust can be 
used to predict an emissivity and opacity, following the processes described in 1.2.1 and 1.2.2. 

4.1.1 Mixing Cloudy and Skirt 
Here I introduce the code Mixclask (Mixing Cloudy and Skirt). As the name implies, this code combines the 
photoionization code Cloudy (last described in Ferland et al., 2017) with the monte-carlo radiative transfer 
code Skirt (Baes et al., 2003; Camps and Baes, 2020). Mixclask has its own Github repository1 . 

For this section, I explain the main aspects of Mixclask. To begin with, I would like to explain the reasons 
that lead me to mix both codes 

1. Physical: Radiation felds have to be considered as a parameter somehow to handle gas cooling (Gnedin 
and Hollon, 2012), in contrast with the usual CIE approximation that avoids its treatment. 

2. Efciency: To make a detailed model of how radiation afects gas in the ISM, you have to include radiative 
transfer in your work, which is easier said than done. From this point, you have two main choices: Do it 
yourself or use available codes in the literature. First option, when done right, is the most versatile option 
but it may take several years to yield results (an attempt was made, though, see appendix D), whereas 
the second option is the fastest but comes with the limitations of the chosen code. The latter option 

1https://github.com/MarioRomeroC/Mixclask 
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Notation Description Mathematical defnition 
Chemical composition and abundances 

ISM Mixture of gas and dust. 
M Total ISM mass. M = Mgas + Mdust 
ρ Mass density 
nH Hydrogen Number density. 
Xi Mass fraction of element i relative to gas. Mi/Mgas P 
Z Metallicity Xii≥Li 
Ni Column number density of element i. 
Ai Mass number of element i. 
Dust Mixture of grains and PAH. 
DT G Dust-to-gas ratio Mdust/Mgas 
qP AH PAH-to-dust ratio MP AH /Mdust 

Radiative transfer magnitudes 
λ Wavelength. 
Iλ Energy per unit of time, area, wavelength and solid angle. 
jλ Emitted energy per unit of time, volume, wavelength 

and solid angle. 
τλ Optical depth 
κλ Extinction mass coefcient. See (4.6) 
ϖλ Albedo. (scattering)

τ /τλλR 
4πλJλ Mean intensity feld, averaged to solid angle. λ IλdΩR 
λLλ Neutral luminosity (radiated energy per unit of time). λ jλdV dΩ 

Geometry 
domain The whole simulated physical volume 
region Subdivision of the simulation domain, 

it contains either stellar or ISM material. 
{R, z}
{x, y, z}
ring geometry 

Cylindrical coordinates 
Cartesian coordinates 
Assumes a ring of radius R0, width w exp[− (R−R0 )

2 
] exp[− |z| ]2w2 h 

and height h, with density proportional to 
shell geometry Assumes a spherical shell with 

constant density between Rin and Rout 
point geometry Assumes a point source located in (x0, y0, z0). 

Only available for stellar regions. 

Table 4.1: Summary of relevant magnitudes and defnitions (in bold) used thorough this chapter. 

was chosen because it was a good opportunity to learn Skirt, as it is a monte-carlo radiative-transfer 
technique in contrast with Cloudy and the code of appendix D. 

3. Code synergy: It is possible to combine results of several codes to improve results of a single one, and 
to increase their predictive power. In that regard, Cloudy excels in computing the gas quantities related 
to radiation felds, such as emission spectra, cooling functions, ionization fractions, etc; but it limited to 
1D. On the other hand, Skirt does 3D radiative transfer for defned regions of stars and dust, but the 
gas is not fully included in it (at least at the moment of writing this work), which is an obligatory element 
when studying SNR or CEM. 

All quantities defned in Mixclask are in Table 4.1 and the fow of the code is shown in Figure 4.1. 
Mixclask is a python code that reads an input given by the user and calls Cloudy and Skirt to produce a 
map of the radiation feld. In the code, the simulation domain is subdivided in several regions, defned by the 
user, of stars and ISM material (gas and dust) separately. The main output of Mixclask is the mean intensity 
feld at desired positions inside the physical domain. Mean intensity feld is taken from is usual defnition (1.3), 
multiplied by wavelength: Z 

4πλJλ = λ IλdΩ, (4.1) 

where Iλ is the radiative energy per unit of time, area, solid angle and wavelength (1.1). From now on, I will 
explain each step done by Mixclask. 
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4.1.1.1 The confguration input fles 

The user has to provide three confguration fles as 
input. The frst two are the needed magnitudes to 
initialize the stellar and ISM regions, and the third 
one are the locations, in Cartesian coordinates, where 
the mean intensity will be saved. Each fle must have 
a header, in which each row starts with #, explaining 
what parameter is shown in each column. After the 
header, each row represent a diferent region, in the 
case of stellar and ISM input fles, or positions for the κλ,ϖλ 
output locations. 1. Skirt 2. Cloudy 

(ISM)
λLStellar confguration fle is the easiest to fll, as it 

only needs two inputs. Below there is an example: 

# Column 1 : SedFile 
# Column 2 : Geometry [’type’,params](pc) 

Stars ISM 

λL
(stars) 
λ 

M 
nH 
Xi 

DT G 
qP AH 

file1.stab [’point’,0.0,0.0,0.0] 
file2.stab [’ring’,1.0,0.1,0.2] 
file3.stab [’shell’,2.0,3.0] 

Here I defned three stellar regions. First one is a 
point source at the origin; second one a ring at 1.0 pc 
with width 0.1 pc and height of 0.2 pc; and a third 
stellar region consisting of a shell between 2.0 and 
3.0 pc. First column is a flename, ending in .stab, that 
contains the neutral luminosity, λLλ, of that region as 
function of wavelength. 

The ISM confguration fle follows the same crite-
Figure 4.1: Flowchart summarizing all processes done by rion, but it needs far more parameters than the pre-
Mixclask. Stellar spectra and ISM composition (i.e.:vious one, while other are optional. The mandatory 
gas and dust) are used as inputs, and it predicts theparameters are the fle name that contains the output, 
mean intensity of the simulation domain when conver-the mean intensity 4πλJλ, of that region; the ISM 
gence is achieved (see text). Adapted from Romero et al. mass, M ; the Hydrogen number density, nH ; and the 
(2022).geometry of the region, defned as a python list like 

in the stellar fle. From here, the user is allowed to 
have some fexibility for the chemical composition of the ISM. On one hand, the user can give any mass fraction 
he wants, as long as is relative to ISM mass, and elements between Helium to Zinc, because Cloudy cannot 
handle heavier elements. Each element adds a column in the input fle, and will overwrite the default values 
used (By default, used abundances are from Grevesse et al., 2010, see also appendix A). An alternative is to 
give the total gas metallicity, Z, instead. In both cases, Helium mass fraction have to be provided by the user. 
On the other hand, dust in the ISM is parameterized with the dust-to-gas ratio, DT G, and the pah-to-dust 
ratio, qP AH . 

The last confguration fle contains a header that denotes the Cartesian coordinate of the column. This is 
the same input fle required in Skirt for saving the mean intensity feld of a simulation2 . 

Finally, there are other options that the user can confgure inside the main.py fle, such as the wavelength 
range, resolution, and the convergence criterion, but these will be discussed in their respective sections. 

Stellar and ISM input fles are read at the beginning of the simulation, reading the header to know what 
magnitude is in that column, and then flling the data for each stellar/ISM region asked. 

4.1.1.2 Skirt implementation 

Skirt (Baes et al., 2003, see also his home page3) is a monte-carlo radiative transfer code written in C++ and 
python. It launches a large number of photon packets in the simulation domain that advance in a straight 
line until they interact with dust (i.e.: the photon is scattered or absorbed) or leaves the domain. The path 
taken and interactions of the photon packets are handled with probability distributions. 

Mixclask uses the version 9 of Skirt, described in Camps and Baes (2020). This version makes a distinction 
between a source, which models everything related with radiative emission, and a medium, which contains all 
properties about the material where photons are travelling. There are several options in Skirt to defne these, 
but I opted to provide text fles for both. On one hand, sources need a fle that contains the neutral luminosity 

2See its documentation for more details: https://skirt.ugent.be/skirt9/class radiation feld at positions probe.html 
3https://skirt.ugent.be/root/ landing.html 
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as function of wavelength. As normalization, Mixclask uses the value of λLλ at a defned wavelength. These 
fles are the SedFile of the stellar input fles, and are structured as 

# Column 1: Wavelength (nm) 
# Column 2: Luminosity (erg/s) 
# Normalization wavelength 550.0 
# Value 1.172e+43 
9.1 2.236e+37 
... 

following the same notation as Skirt documentation4 . 
On the other hand, a medium is also defned with a text fle5 , created by Mixclask during execution (i.e.: no 

input from the user is needed). These fles requires, as function of wavelength, the extinction mass coefcient, 
κλ, the albedo, ϖλ, and the scattering asymmetry parameter, which is set to 0. Normalization is set with total 
mass of the medium, which corresponds to the ISM mass of the region. 

Mixclask translates regions into Skirt sources and media. In particular, stellar regions are their own 
sources whose data is given by the user, whereas each ISM regions are divided in both a source and a medium 
defned by Mixclask before running Skirt. 

In order to execute Skirt, a input .ski fle that follows a .xml structure should be provided. Mix-
clask creates that fle for the user during runtime. In that regard, all Mixclask internal parameters are 
converted into python dictionaries and then are written with a .xml structure. There are other options 
required in Skirt that are not asked to the user in Mixclask are flled here as well. The Skirt input fle is 
confgured in expert mode under dust extinction only to have the radiation feld in the domain as output, 
and because Cloudy performs ISM emission. All models shown here are run with 108 photon packets (al-
though this can be changed inside the code), in the Local universe at redshift z = 0 with axisymmetric spatial 
grids. Mixclask is restricted to isotropic and non-polarized emission for all sources. The simulation domain 
is delimited with the farthest region, in terms of the coordinate origin, given in the user input. When regions 
are defned by shells, this code uses Rout to defne the radial and vertical size of the simulation. In ring regions, 
on the other hand, distances R0 + w are used for the radial size, whereas for the vertical size, Mixclask uses h 
multiplied by a factor of 10, although this can be changed if the user desires. This factor is included in order to 
allow an output of the radiation feld above the ring region, which is useful for studying astrophysical entities 
that can be modelled with a ring geometry, such as the mean intensity above a galactic disk. 

4.1.1.3 Cloudy implementation 

Cloudy is a photoionization code that focuses on the microphysics of the ISM. It predicts several magnitudes 
of the difuse ISM, such as temperature, chemical composition and ionization, etc. Nevertheless, Mixclask is 
only interested in the difuse emission spectra that the ISM produces (i.e.: nebular or continuum emission). 
Here I used version 17.01 of Cloudy, as described in Ferland et al. (2017) (see also his home page6). 

Cloudy always consider a cloud in 1D with several parameters that must be given in order to execute it 
properly. These parameters are the cloud chemical composition, its geometry and the radiation feld that hits 
the cloud. Cloudy is called per each ISM region, and their input fles are generated by Mixclask for the user, 
as described below. 

The chemical composition is provided by the user in Mixclask ISM input fle. On one hand, the density 
nH is mandatory to establish the Hydrogen number density of the ISM region. If the user does not give more 
data about other chemical elements, Mixclask will confgure Cloudy to use chemical abundances generated 
by the command abundances gass, which follows Grevesse et al. (2010) solar composition. These abundances 
are scaled with Z if given, and overwritten when the user gives custom abundances. For example, if the user 
gives only Carbon abundances, Mixclask will use abundances gass composition for all elements but Carbon, 
in which the value given is used instead. One important detail when giving custom abundances in Cloudy is 
that it asks for the number of particles relative to Hydrogen, Ni/NH , while Mixclask demands mass fractions 
Xi relative to ISM mass. The conversion between both is 

Ni Xi 
= , (4.2)

NH AiXH 

where Ai denotes the mass number of each element i. 
Dust is included as grains and PAH separately. Grains are added with grains ism scaled with DT G × (1 − 

qP AH ) in order to consider only grains. Likewise, PAH uses grains pah, scaled with DT G × qP AH to scale 
4https://skirt.ugent.be/skirt9/class fle s e d.html 
5See its documentation for more details: https://skirt.ugent.be/skirt9/class mean fle dust mix.html 
6https://gitlab.nublado.org/cloudy/cloudy/-/wikis/home 
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with PAH only. To place PAH through the whole cloud, Mixclask includes the command set pah constant 
into Cloudy input. For both dust types, values are scaled relative to their default abundances. 

Default values of Ni/NH , DT G and qP AH are given in appendix A, and they may also be found in 
Cloudy documentation (Hazy 1). 

Since Cloudy is restricted to 1D, each ISM region is approximated as a slab with half of the full width of 
1that region. That is, each run starts at the middle radius of the region (R0 and (Rout + Rin) for ring and2 

1shell geometries, respectively), and ends when the depth of the Cloudy cloud reaches w or (Rout − Rin),2 
depending on the region geometry. The default stop condition of Cloudy, which is when the cloud reaches an 
equilibrium temperature, is disabled with stop temperature off. 

As radiation feld, Mixclask uses the mean intensity feld given by Skirt as output at the middle radius 
of the ISM region. This is added with table sed and nuf(nu) ... at ... to establish the sed fle used and 
its normalization at a particular wavelength, respectively. There are other commands that are confgured in the 
Cloudy input fle. First, Mixclask sets the cosmic rays background command to consider the presence of 

−1 −1cosmic rays. In practice, this assumes an H0 cosmic ray ionization rate of 2 · 10−16 s and 4.6 · 10−16 s for 
H2 secondary ionization rate (see Glassgold and Langer, 1974; Indriolo et al., 2007). 

Finally, Mixclask asks Cloudy to provide the emission spectra of the cloud with save continuum, that 
returns 4πλJλ emitted by the ISM region among other spectra 7 . On the other hand, Cloudy also returns the 
optical depths, τλ of the cloud with save optical depth command, and the gas number density of all elements 
with save abundances. 

4.1.1.4 Iterative process and convergence 

When Mixclask is executed, it performs a Skirt run for the whole simulation domain frst, using only stellar 
regions, to make a frst estimate of 4πλJλ. These results are recorded for the middle point of each ISM region 
and are used as the incident radiation feld in Cloudy. 

Then, Cloudy is run for each ISM region, approximated as a slab with half of the total depth of the region, 
and returns its emission spectra, J̃  

λ, and optical depth, τλ. Likewise, the output is passed to Skirt, for which it 
needs to be converted into the magnitudes required by Skirt. As a frst step, the emission spectra and optical 

˜depths are downsampled in order to meet Skirt resolution. This is done by interpolating the integral of Jλ 
and τλ. On one hand, Mixclask transforms the downsampled 4πλJ̃λ to a neutral luminosity, defned from 
emissivity (i.e.: emitted energy per unit of time, volume, solid angle and wavelength) as: Z 

λLλ = λ jλ dV dΩ, (4.3) 

which is the input magnitude required by Skirt. This expression (4.3) is approximated by dividing the mean 
intensity by the depth of the cloud modelled in Cloudy, s, and then multiplying by the volume V of the current 
region: 

4πλJ̃λ V τλ
λLλ ≈ · −τλ 

, (4.4) 
s 1 − e 

where I have added a second quotient is a frst-order correction that considers the absorption across the region if 
it is optically-thick (note that this fraction is unity for optically-thin media). The volume V , on the other hand, 
is computed from the ISM mass and density as V = M/ρ. This density, in turn, is computed from dust-to-gas 
ratio and the chemical gas abundances provided by Cloudy for each region: 

ZnX 
ρ = (1 + DT G) AimH ni (4.5) 

i=H 

where mH is the Hydrogen mass, and ni is the number density of element i. 
From here, the ISM opacity is computed from τλ. Mixclask requires the extinction mass density, κλ, and 

albedo, ϖλ. κλ is computed with mass density: 
τλ

κλ = , (4.6)
ρs 

(sca)
whereas the albedo is calculated as the ratio between the scattering optical depth, τ and τλλ 

(sca)
τλϖλ = (4.7)
τλ 

7Actually, the output of save continuum depends on the radiation feld entered in Cloudy. When a mean intensity is given 
without a distance to the radiative source, then save continuum returns 4πλJλ. Otherwise, if the radiative source location is 
given to Cloudy , it returns λLλ instead. In Cloudy documentation, these are referred as intensity case and luminosity case, 
respectively. Mixclask always works under intensity case, but an user should be careful when compared against standalone 
Cloudy, as done for the test case 4.1.2 
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Commands Comments 
# INPUT 
hden 0 
abundances gass 
grains ism 
grains pah 
set pah constant 
cosmic rays background 
blackbody 3e4 
luminosity 38.28 range 0.1 to 1e9 nm 
stop temperature off 
iterate to convergence 
radius 10.0 parsec linear 
stop thickness 30.0 parsec linear 
# OUTPUT 
save continuum ’spectra control.txt’ last units nm 

log(nH ). 
See Table A.1 for more details. 

TBB = 3 · 104 KR 109 nm 
Lλ dλ = 1038.28 erg/s ≃ 5 · 104 L⊙.0.1 nm 

Beginning of the cloud. 
Depth of the cloud (i.e.: cloud ends at 40 pc). 

Returns λLλ 

Table 4.2: Cloudy input fle to generate the solution of the Hii region. 

Finally, Mixclask repeats the Skirt run, but this time with both stellar and ISM regions. The result is 
the mean intensity feld, 4πλJλ, of all defned regions, which can be used as a fnal output or as new estimate 
to repeat Cloudy runs.This process is iterated until convergence as illustrated in Figure 4.1. In order to check 
that, the condition: 

|⟨λJλ,new + λJλ,old⟩||⟨λJλ,new − λJλ,old⟩| ≤ ϵ (4.8)
2 

is evaluated at a series of specifc wavelengths or wavelength intervals specifed by the user. When an specifc 
wavelength λ0 is given, ⟨λJλ⟩(λ0) is just the mean intensity at that wavelength. For a wavelength interval 
(λ0, λ1), ⟨λJλ⟩(λ0) is the integral Z λ1 

⟨λJλ⟩(λ0, λ1) = λJλdλ. (4.9) 
λ0 

For the rest of this chapter, Mixclask considers the intervals (λ0, λ1) = (10, 90) nm, with a tolerance of 
ϵ = 0.67, and (100, 300) µm to test gas absorption in the ultraviolet and far infrared ranges with ϵ = 0.10 
for thermal dust emission, respectively. UV tolerance, allowing errors up to a factor of 2, is much higher 
compared with IR because wavelengths lower than 91 nm are heavily absorbed, and hence the monte-carlo noise 
from Skirt becomes more signifcant. Nevertheless, these values are defaults that can be changed by the user if 
desired. The algorithm stops iterating when (4.8) is fulflled by all the ISM regions in all the selected wavelength 
ranges, or when a specifed maximum number of iterations (15 by default) has been reached to avoid the case 
that it is impossible to reach a selected tolerance due to monte-carlo noise (if that happens, Mixclask gives a 
warning about convergence when it fnishes). 

4.1.2 Test case: Hii region 
In order to check if Mixclask can predict correctly mean intensities, I designed a test where the results are 
compared against standalone Cloudy. This test consists on a Black-body of 3 · 104 K with a total luminosity 
of 5 · 104 L⊙, surrounded by a spherical ISM shell between 10 to 40 pc with an Hydrogen density of 1.0 cm−3 . 
This test can be interpreted as a main-sequence B star inside a Hii region. 

The input for standalone Cloudy is reproduced in Table 4.2. The simulation is set with the Black-body 
at r = 0 pc with a spherical cloud whose initial and outer radius are 10 and 30 pc, respectively. Standalone 
Cloudy performs its calculation between those two radius, and this simulation is repeated again until con-
vergence by asking Cloudy to do so. Neither custom abundances nor dust are given as inputs, and therefore 
the default values of abundances gass, grains ism and grains pah (see Table A.1 for details) are used. An 
important detail of this Cloudy input is that it gives λLλ as output, in contrast with Mixclask outputs as it 
returns 4πλJλ. In order to recover mean intensities, I follow the section 2.6 of Hazy II of Cloudy documenta-
tion, and I divide λLλ by 4πr2 , being r = 40 pc, the distance between the Black-body and the outer radius of 
the shell. 

In Mixclask, the spherical shell is divided in ffteen regions with 2 pc width each and the same chemical 
composition for all of them. As described in 4.1.1.3, I want to highlight that Mixclask asks Cloudy to 
solve plane-parallel slabs from the mean radiation feld generated by Skirt in order to estimate ISM emission 
spectra and opacity in each iteration. That is, the shell geometry of the problem is considered by Skirt in 
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Figure 4.2: Predicted spectrum of a Black-body after its radiation traverses a spherical shell between 10 to 
40 pc. Cloudy transmitted continuum has been downsampled by interpolating the integral of Jλ to have the 
same resolution as Mixclask. This Figure is also shown in Romero et al. (2022). 

Mixclask, which performs the radiative transfer calculations. The wavelength ranges from 0.01 to 300 µm in 
200 logarithmic steps, and the default convergence criterion is used. 

The result of this test is displayed in Figure 4.2, where 4πλJλ predicted by both codes are plotted. The 
spectrum shows three distinct ranges: a heavily absorbed region, due to the presence of gas, for energies below 
13.6 eV (≈ 91 nm); the incident Black-body spectrum; and the dust with PAH emission in the IR. The agreement 
between both codes is excellent for λ > 91 nm, and the main trend in the heavily absorbed region is very well 
followed despite the noise generated by Skirt. Thus, this demonstrates that the scheme suggested in Figure 4.1 
can successfully add gas into the radiative transfer of Skirt while retaining dust emission if treated alongside 
gas. 

4.2 The interstellar radiation feld of the Milky Way Galaxy 
Let me show an application of Mixclask in a scientifc case. In particular, here I generate the Milky Way 
Galaxy (MWG) radiation feld. As told at the beginning of this chapter, I am taking a very diferent approach. 
Instead of starting with calibrated data of stars and dust from observations (e.g.: Mathis et al., 1983; Porter 
and Strong, 2005; Popescu et al., 2017, an references therein), I am going to use Chemical Evolution Models 
(CEM) that generate the relevant abundances of stars, dust and also gas during the lifetime of the Galaxy. 

In that regard, I consider two diferent CEM: mulchem (Mollá et al., 2022) and Millán-Irigoyen et al. (2020) 
(hereinafter MMA) models. Both models have diferent aims when they were developed, as I will describe below. 

Figure 4.3 shows a fowchart of all processes needed before running Mixclask. A CEM gives the surface 
mass densities of gas, stars and, in the case of MMA model, dust; as well as the star formation rate (SFR) to 
track the formation of new stars. Before converting this output into Mixclask input, there are some steps to 
do frst. ISM material (i.e.: gas and dust) is easier to translate into Mixclask input, while stellar data needs 
to be transformed into a stellar population luminosity. Next subsections explain these processes in more detail 
before showing the fnal results in 4.2.4. 

4.2.1 Description of the selected Chemical Evolution Models 
4.2.1.1 Mulchem model 

Mulchem (Mollá et al., 2017, 2022) assumes that the Galaxy is divided in two zones, halo and disk, with a 
total dynamical mass of 9.55 · 1011 M⊙. The mass is distributed following Salucci et al. (2007) equations, which 
give the rotation velocity curves for both components as well as their radial distributions. The initial mass is 
assumed to infall over the equatorial plane, forming a disk, with a rate inversely proportional to a collapse time 
scale tinfall(R). This is calculated in that way that the mass in each radial region of the disk at the present 
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Figure 4.3: Necessary steps in order to use the output of a Chemical Evolution Model into an input for 
Mixclask . 

time be the observed value (Mollá et al., 2016, see details in). The disk is divided in concentric rings with a 
height h = 0.2 kpc, located at a radius R with a width w = 0.5 kpc. 

The star formation law in the Galactic disk regions takes places into two steps, frst forming molecular clouds 
from the difuse gas, then forming stars by cloud-cloud collisions. In the model computed for this particular 
work, both processes depends on free parameters or efciencies selected to reproduce the radial distribution of 
difuse gas, molecular cloud, and star formation surface densities. Elements appear in the interstellar medium 
as a consequence of their ejection by stellar winds, as planetary nebular or supernova explosions. The stellar 
yields used are those from Cristallo et al. (2011, 2015) and Limongi and Chief (2018) for low and intermediate 
mass stars and massive stars, respectively, and Iwamoto et al. (1999) for supernovae Ia yields. 

The equation system, related with the change of mass from a phase to other along time, that the code solves 
is given in Mollá et al. (2017). The basic inputs of the model are the selected stellar yield sets, the Initial 
Mass function (IMF) used, Kroupa (2001) in this case, the chosen virial mass, that defnes the infall rate, given 
above, and the efciencies to form molecular gas and stars. As a result, the model gives the time evolution of the 
masses in form of ISM material (difuse or molecular phases), stars (low and intermediate mass, massive ones 
and remnants), star formation rate, total mass in the disk zone, supernova –core collapse and SN-Ia types–rates 
and elemental abundances for 15 elements: H, 2H, 3He, 4He, 12C, 13C, N, O, Ne, Mg, Si, S, Ca and Fe. 

The mulchem model used is calibrated to reproduce the radial distributions of gas (for both phases, difuse 
and molecular gas), stars and star formation rate, for the disk of MWG as the age-metallicity relation and 
the star formation history data of the Solar Vicinity. The evolution of the C, N and O abundances in this 
region, as the radial gradients of these same elements are also well ftted. The data used for this calibration are 
summarized in Mollá et al. (2015). See details in Mollá et al. (2022). 

4.2.1.2 MMA model 

MMA model, instead of following the abundances of specifc elements in the ISM, tracks the gas phases (ionized, 
atomic and molecular) and cosmic dust grains separately. Dust is a critical ingredient in order to model correctly 
the ISRF in the IR (e.g.: Freudenreich, 1998; Robitaille et al., 2012; Natale et al., 2022), where its emission 
dominates. Furthermore, it also contributes to the absorption of starlight like difuse gas, in which dust is 
considered a good tracer (Eales et al., 2012; Groves et al., 2015). Thus, it is crucial to implement the evolution 
of dust and the actual dust content of the MWG into CEM in order to reproduce the ISRF. 

The MMA models have fve variables: frst three are free parameters that are needed for the modelization 
of dust (ζ,tdest and ncloud). ζ is the sticking coefcient, i.e., the probability that an atom gets stuck to a grain 
when they collide, tdest is the destruction timescale of dust grains, and ncloud is the density of Giant Molecular 
Clouds. The other two parameters, Σtotal and tinfall, represent the total mass (stars and ISM material) and size 
of diferent regions of a galaxy, respectively. Specifcally, Σtotal is the total surface density in the region at the 
end of the evolution, and tinfall is the parameter that regulate gas infall rate. 

Originally, MMA models were created to reproduce galaxies as a whole. Instead, these models have been 
adapted in the present work to represent diferent disk regions in the Galaxy with the same {R, w, h}, as 
mulchem. In addition, dust physics parameters have been set to constant values of ζ = 0.7, tdest = 1.3 Gyr 
and ncloud = 5000 cm−3 in order to be consistent with the results of Mollá et al. (2015). Variations are allowed 
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Figure 4.4: Interstellar radiation feld at midplane for diferent locations near solar neighborhood for pre-
vious works in the literature (in blue). ISRF predicted by Mixclask for mulchem (black solid line) and 
MMA (Millán-Irigoyen et al., 2020, black dashed line). This fgure was originally shown in Romero et al. 
(2022). 

for Σtotal, and the tinfall according to the following parametrizations: 

−R/3.3 kpc Σtotal = (1000 M⊙ pc −2) e (4.10) 
1R 
6tinfall = (2 Gyr) ( ) (4.11)

8.5 kpc 

that has been manually optimised to reproduce the observed radial distributions of gas and stars given in Mollá 
et al. (2015) for the MWG. 

Regarding other parameters, the MMA models also adopt the Kroupa (2001) IMF. The stellar yields used 
are taken from Mollá et al. (2015), selecting Gavilán et al. (2005, 2006) for low and intermediate mass stars, 
Woosley and Weaver (1995) for massive stars, and Iwamoto et al. (1999) for supernovae Ia. For the dust, yields 
are taken from Ventura et al. (2012a,b); Di Criscienzo et al. (2013) and Dell’Agli et al. (2017) for AGB stars, 
from Marassi et al. (2015) for massive stars dying as core-collapse supernovae, and from Nozawa et al. (2011) 
for the Supernoave Ia. The reader is referred to Millán-Irigoyen et al. (2020) for further details. 

4.2.2 Stellar population synthesis 
One of the outputs of CEM is the Star Formation Rate (SFR, mass of gas that become stars, per unit of time). 
In conjunction with the luminosity, LSSP,λ, of a group of stars with same age and metallicity, known as simple 
stellar population (SSP), it is possible to compute the stellar spectra of a region within the Galaxy according 
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to: Z t 
Lλ = ψ(t − t ′ )LSSP,λ(Z(t − t ′ ), t ′ )dt ′ (4.12) 

0 

This expression means that the total stellar spectra can be computing by adding diferent SSP of diferent age 
and metallicity, weighed by the SFR denoted as ψ(t − t ′ ). 

For each LSSP,λ, PopStar evolutionary synthesis models were used (Mollá et al., 2009; Millán-Irigoyen et al., 
2021, see also his home page8) with a Kroupa (2001) IMF. In particular, we have used the low resolution models 
of Mollá et al. (2009) instead of the newer high-resolution ones of Millán-Irigoyen et al. (2021) because the 
former cover a broader wavelength range, from 9.1 to 1.6 · 105 nm, and the high spectral resolution provided by 
the newer models is not a necessary ingredient for computing nebular ISRF emission. 

4.2.3 Mixclask setup 
The geometry of the Galaxy is approximated as a sum of concentric rings in Mixclask, following the same 
dimensions as described in 4.2.1.1. Each ring is set up with a stellar source given by Eq. (4.12). ISM mass, and 
Hydrogen number density are taken from surface densities at the present time, provided by both CEM. 

However, both CEM difers in some physical magnitudes and outputs. On one hand, mulchem gives mass 
˜fractions relative to the ISM, Xi = Mi/M , regardless if either these elements are forming grains or are dispersed 

in difuse gas. Therefore, mulchem abundances are depleted into grains in order to obtain the gas mass fractions 
required by Mixclask. For an element i, the conversion into Xi is 

˜DiXi
Xi = P (4.13)

Dj X̃ 
jj 

Di denotes the depletion factor of an element i. These are tabulated values given in Table 7.8 of Cloudy doc-
umentation (Hazy 1), but they are also given in Table A.1 of appendix A. The summation shown in (4.13), 
which is equivalent to the gas mass, is done only for the elements given by mulchem. In addition, dust-to-gas 
ratio can be computed taking advantage of the depletion factors as X 

DT G = ( Dj X̃ 
j )

−1 − 1 (4.14) 
j 

MMA model, on the other hand, follows gas metallicity Z and the mass ratio between grains and gas, without 
PAH. The ’grain-to-gas’ ratio is converted into a DT G dividing that value by 1 − qpah. Helium abundance is 
not given by MMA, and its mass fraction is set to 0.24 for all regions. 

Neither model follow PAH, and a value of qpah = 7% is used for all regions. This is below the upper limit 
reported in Galliano et al. (2018) for nearby galaxies, and it is motivated on the results obtained by Robitaille 
et al. (2012) as well. In their work, they modelled the ISRF in the IR and found that they had to increase their 
fducial qpah from 4.6%, the maximum value given in the dust models of Draine and Li (2007) by a 50% in order 
to provide a good ft to MWG observations. 

Wavelength range and convergence is the same as done in 4.1.2. That is, a wavelength range between 0.01 
to 300 µm in 200 logarithmic steps, checking condition (4.8) for the default parameters. 

4.2.4 Results 
Figure 4.4 shows the mean intensity feld predicted by Mixclask at three regions located at the mid-plane 
of the disk and R = {6, 8, 10} kpc way from the galactic centre (top, middle and bottom panels, respectively). 
For the sake of comparison, it is added a representative sample of models from the literature for the Milky 
Way ISRF that cover the whole electromagnetic spectrum from UV to IR wavelengths. Reported values of the 
radiation energy density λuλ are converted to average intensities by means of the usual relation 4πλJλ = cλuλ, 
where c is the speed of light. 

The radial dependence of the mean intensity at the mid-plane is shown in the top rows of Figure 4.5 for six 
diferent wavelengths between 0.2 and 150 µm that are representative of the diferent constituents of the ISRF: 
0.2 µm for the (heavily absorbed) ultraviolet light from the young stellar population; Johnson B, V and K 
bands for older stars; and 12 and 150 µm in the infrared, where the emission PAH and grains peak, respectively, 
according to Figure 4.4. The corresponding vertical profles at R = 8 kpc are plotted in the bottom rows of 
Figure 4.5. 

The models by Black (1987) and Delahaye et al. (2010) were initially proposed for the Solar vicinity, and 
therefore they are not represented in Figure 4.5. Nevertheless, it is perhaps interesting to note that both of them 
have often been applied to other galactocentric distances. Black (1987) is widely used in a variety of Galactic 

8https://www.fractal-es.com/PopStar/ 
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Figure 4.5: Top: Radial profles at midplane of the interstellar radiation feld for a set of characteristic wave-
lengths. Bottom: Vertical profles of the ISRF at R = 8 kpc for the same wavelengths. Values predicted by 
Mixclask for mulchem and Millán-Irigoyen et al. (2020) (MMA) are colored black. This fgure was adapted 
from Romero et al. (2022). 
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and extragalactic settings, as it is the default ISM radiation feld adopted in Cloudy (the user is able to specify 
an optional scaling parameter to change its overall normalisation, but the spectral shape is fxed), while the 
ISRF model by Delahaye et al. (2010) has received considerable attention in the astroparticle literature. It is 
included, for instance, as one of the available options in the cosmic ray propagation code Dragon Evoli et al. 
(2017), albeit most studies based on this code make use of more elaborate prescriptions, such as e.g. Porter and 
Strong (2005), that provide information not only about the radial variation of the ISRF but also its vertical 
structure (Figure 4.5). 

The set of ISRF spectra compiled is consistent within a range from about a factor of 2 to an order of 
magnitude between each other in the Solar neighbourhood, with the largest diferences occurring in the mid-IR 
regime dominated by PAH emission. They also feature diferent radial and vertical gradients for the ultraviolet 
and optical bands. The discrepancy between the two models in this set that predicts the ISRF at high latitudes 
amounts to a factor of 3−55, while the precise shape of the ISRF at the Galactic centre is remarkably uncertain, 
with diferences between models that can be as high as one order of magnitude in the UV. 

The predictions of the two CEMs considered in this work are broadly consistent with these trends. The fact 
that we do not observe an obvious systematic departure from previous results in any region of the electromagnetic 
spectrum (except perhaps the underestimation of the mid-IR emission discussed below) further validates the 
proposed approach. Note that, at variance with previous reconstructions of the Galactic ISRF, this method is 
not fne-tuned to reproduce the observed emission, but to provide a physically meaningful and self-consistent 
picture of a MWG disk galaxy, describing not only its current state but its entire assembly history. 

On the other hand, there are signifcant diferences between both chemical evolution models, which in this 
case can be traced to the underlying physics. Due to the assumed mass distribution, based on the Salucci 
et al. (2007) rotation curve, mulchem tends to predict a higher stellar surface density than MMA, built upon 
the simple parameterisation described in Section 4.2.1.2. Furthermore, the conversion of gas into stars is less 
efcient in MMA, and therefore this model yields a larger amount of gas and dust at the present time, and thus 
a more absorbed contribution of young blue stars in the short-wavelength band of the spectra. This feature 
is also refected into the IR regime, where Mulchem predicts systematically higher dust emission than MMA 
due to its higher stellar mass density, albeit the FIR-to-UV ratio, indicative of dust re-processing, is higher in 
MMA. 

Regarding the spatial distribution of the ISRF, MMA predicts a fatter radial gradient compared with 
mulchem up to R ∼ 10 kpc. At that point, the profle displays a sharp truncation due to the diferent star 
formation prescription, that features a fairly sharp transition when a critical metallicity is reached (Millán-
Irigoyen et al., 2020). The vertical structure is fairly similar in both models, but one must bear in mind that 
this is hardly surprising, as the same geometry has been imposed in Mixclask to their concentric rings. In 
terms of the normalisation, the discrepancy between Mulchem and MMA is quite similar to the systematic 
ofset observed between Porter and Strong (2005) and Popescu et al. (2017). 

Diferences in the stellar yields may also play a role (Mollá et al., 2015; Côté et al., 2016) and lead to 
subtle efects in the chemical evolution of the galaxy that ultimately refect on the predicted ISRF. One of the 
most relevant diferences between the two models is the treatment of dust extinction, which has a signifcant 
infuence at UV and IR wavelengths. Unfortunately, none of them incorporates a prescription to directly follow 
the evolution of PAH, and this is why we have selected the constant value qPAH = 7 % as a crude, frst-order 
approximation, following Robitaille et al. (2012). The physical properties of dust and PAH is still an open 
problem, and these results suggest that a simple prescription fails to reproduce the observed radiation feld in 
the mid-IR range. 

Regardless of this potential caveat, the proposed scheme can successfully predict the ISRF from a chemical 
evolution model. This yields signifcant advantages over a purely phenomenological ft. First, it is possible to 
trace back the diferent physical processes needed for the CEM, as they now have to correctly ft the observable 
ISRF at several wavelengths. Once the CEM is fully calibrated, it can be used to reproduce ISRF from very 
diferent kind of systems that are not only spiral galaxies (e.g.: Popescu and Tufs, 2013), allowing to investigate 
its physics and elements from this observable. 
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Chapter 5 

Final Remarks 

5.1 Efects of the radiation feld 

5.1.1 Structure, evolution and feedback of SNR 
The analytical models considered in Chapter 2 show that radiative cooling is crucial in order to determine the 
physical properties of SNR shocks and the amount of energy that is ultimately transferred to the surrounding 
interstellar medium. Depending on the ambient gas density, these solutions provide an analytical understanding 
of the transition from the canonical evolutionary path, where most of the explosion energy is radiated away, 
towards a low-density regime where the strong shock gradually decays into a sound wave that carries most of 
the initial energy. 

On the one hand, young massive stars generate Core-Collapse SNe. Following statistical studies from Aramyan 
et al. (2016) and Hakobyan et al. (2017) these SNe, and hence their corresponding SNR, are heavily correlated 
with spiral arms and the thick disk, respectively. Thus, these SNR follow the canonical path since the ISM 
density is high enough to allow the remnant to become radiative, albeit some of these SNe will explode inside 
another SNR and form superbubbles, which is another whole story (for the interested reader, see Keller et al., 
2014; Sharma et al., 2014; Kim et al., 2017; Gentry et al., 2017, 2019). 

On the other hand, a fraction of massive stars become runaways (Gies and Bolton, 1986) and may die in 
the hot ISM. This can also be the case for the fraction of white dwarfs that explode as Type Ia SNe, as they 
start to appear between 1 to 10 Gyr (see, for example Greggio, 2005; Maoz and Mannucci, 2012; Castrillo et al., 
2021) after their original stellar population formed, giving the SN progenitor more than enough time to leave its 
birthplace. The same studies cited above (Aramyan et al., 2016; Hakobyan et al., 2017) support the idea that 
Type Ia SNe locations are more sparse that core-collapse SNe. They can also appear in elliptical galaxies (e.g.: 
Barkhudaryan et al., 2019) and even outside the ISM (Maoz et al., 2005; Mannucci et al., 2008). 

The formalism presented in Chapter 2 may provide a fairly accurate approximate description that covers 
the whole range of ambient densities, and it could be used to devise a simple analytical prescription for su-
pernova energy injection in large-scale simulations, which cannot solve the evolution of individual SNR due 
limited resolution. These analytical prescriptions represent a physically-motivated model rather than a mere 
phenomenological ft, and they shift the focus back to the injected energy, considered by the frst numerical 
studies (e.g.: Thornton et al., 1998) some decades ago, rather than the momentum input to the ISM that 
is nowadays highlighted in more recent models. There are two reasons to return to energy injection: First, 
the momentum-conserving regime is never reached in low-density environments (see Figure 3.14). Second, the 
convenience of my model to obtain energy directly from I2 . 

In addition to radiative cooling, Chapter 3 addresses the heating arising from the absorption of photons from 
the ISRF, going signifcantly beyond the frst-order approximations that are commonly found in the literature. 
By defning an external radiation feld (ERF) based on the ISRF tabulated by Cloudy, appropriate for the 
Solar neighborhood, I reconcile the two most popular prescriptions for radiative heating (i.e.: turning of cooling 
at a threshold temperature around ∼ 104K, and the constant heating rate advocated by Koyama and Inutsuka, 
2002) and recover previous results regarding the evolution of isolated SNR under these conditions. 

However, quite importantly, I fnd diferences in the SNR luminosity and shell structure. Unlike energy and 
momentum, the SNR luminosity does discriminate between shielded and unshielded regions of the interstellar 
medium. Due to its unquestionable importance as an observable tracer, in combination with its key role in 
the description of the shock evolution in the analytical models, the SNR luminosity is arguably one of the 
most interesting quantities to be predicted by future, more elaborate theoretical models. The shell structure is 
important for knowing the gas fractions that will end as hot, warm or cold ISM after shock passage. If the SNR 
is fully adiabatic, then the swept-up ISM will end up in a hot phase, while if it is a shielded SNR, there will be 
a cold ISM fraction in the shell, albeit for unshielded ones this fraction would be in warm state. These results 
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are similar to those found in Walch and Naab (2015) for molecular clouds, where the authors encounter that 
most of the SNR mass is in the cold state (T < 300 K, from its paper) when heating is enabled with Koyama 
and Inutsuka (2002) heating rate, which is the equivalent to the shielded cases. These diferences will propagate 
in the star formation rate. According to the scheme of Fig. 1 displayed at the beginning of this dissertation, 
only the cold ISM is able to form stars. If the ERF is unshielded, the SNR will leave behind a warm medium 
that will not efciently form new stars. In contrast, if the environment where the supernova explodes is well 
shielded from external radiation, the ambient medium will end up in a cold, dense state, resulting in positive 
SN feedback that will enhance further star formation. 

This picture stands for the solar neighborhood, and the next question is what happens outside of this 
region. When the heating by an ERF is considered, the location where a SNe explodes is even more important 
compared with the low-density and high-density discussion above. From the heating versus cooling perspective 
outlined in section 3.3, two new possible types of SNR appear: critical and heated. The conditions where these 
uncommon SNR may arise are extremely rare, but they would bring more catastrophic feedback compared with 
the canonical, purely radiative SNR. Just one of them (in particular, a heated SNR) would dictate the ensuing 
evolution of its surroundings. However, for a heated SNR to take place one needs: 1) a location where heating 
is very important (e.g.: close to an AGN) and, 2) the possibility that a SNe may appear there (e.g.: a Type Ia 
SN from a binary star close to the galactic centre). Chances to meet these two requirements at once are really 
small, but it is a possibility that cannot be truly ruled out. It would be interesting to carry out the academic 
exercise of Section 3.3 in a more realistic way, and that is what Mixclask tries to solve in Chapter 4. Thanks 
to this radiative transfer code, you are now able to self-consistently compute the ISRF for a chemical evolution 
model and repeat the exercise of the SNR evolution under a realistic ERF in other plausible conditions, such 
as at the galactic centre, close to an AGN, in elliptical galaxies, etc. 

To sum up, I am able to reach the following two conclusions about the efect of radiative processes on SNR: 

• First, the luminosity of the SNR is a more suited quantity, compared with the energy and momentum 
injected into the ISM, for developing (semi-)analytical models and for tracking the SNR evolution. This 
is because it is able to discriminate if the SNR is shielded (or not) from radiation. 

• Second, studies of the SNR evolution in diferent environments, in particular outside solar neighborhood, 
must include a treatment of the ERF permeating the surroundings of the SNR. 

5.1.2 Other environments and applications 
Besides the particular case of SNR, it is expected that the radiation feld has an important efect in many 
diferent contexts. The methodology developed in Chapter 4 may be applied not only to compute the ISRF 
of the Milky Way in the solar neighborhood, but also in a wide variety of environments (cf. the Popescu and 
Tufs, 2013, library for star-forming galaxies). Let me name here a few instances of science cases that would 
beneft from a model of the ISRF along the lines proposed in this thesis: 

1. Stellar regions: Our methodology would also be useful to characterise the radiation feld around astro-
physical objects such as e.g. planetary nebulae or Hii regions. For the latter, a very simplistic model has 
been used in section 4.1.2 as a test case, but a more realistic simulation would be fairly straightforward. 

2. Elliptical galaxies: These objects present very diferent properties compared with the Milky Way. 
There are no signifcant young stellar population because the gas within the galaxy is so hot to produce 
new stars. Such a high temperature has been suggested to be the cause of several mechanical feedback 
mechanisms into action, such as Type Ia SNe and AGN (Mathews and Baker, 1971; Gaspari et al., 2012), 
among others (for a review, see Mathews and Brighenti, 2003). As a result, you will encounter diferent 
ingredients that compose their radiation felds: in addition to the already mentioned AGN, gas emits 
in X-rays (Diehl and Statler, 2007), and there is an important contribution of stellar populations at 
Horizontal-Branch or later stages (Binette et al., 1994; Dorman et al., 1995). As shown in this thesis, the 
ensuing diferences in the ISRF is expected to have an impact on how this galaxies evolve. 

3. Extragalactic background: The UV emission from external galaxies is an extra component in addition 
to the ISRF.Its spectrum was reported in the literature a long time ago (Haardt and Madau, 1996, 2012), 
and it has already been suggested that it should be accounted for in the cooling function (Wiersma et al., 
2009). In spiral galaxies, ionizing radiation will be absorbed when it reaches the galactic disk, but this 
argument does not hold outside disks (and perhaps outside spiral arms) as the UV/X-ray background 
becomes much less shielded. These photons may not completely prevent star formation, but they will 
certainly alter the gas properties and change the SNR feedback as shown in this thesis. 

4. Early universe: Studies of galaxy formation at high redshift have suggested that UV radiation pays an 
even more important role than at the present time (Wise et al., 2012; Okamoto et al., 2014; Ceverino 

62 



l 
'c'. 

-,< 

" 
.Q 

10° 

10-2 

10-4 

10-6 

10-a 

10·10 

10-12 
10 100 

A (nm) 

HM12, Z= 0 --
2=0,5 ----
Z= 1 
Z= 2 _ _ ,,_ ,.,_ 

MMA, R= 0 kpc --
R= 8 kpc ----
R=16 kpc · 

1000 

Figure 5.1: Millán-Irigoyen et al. (2020) ISRF (MMA) obtained with Mixclask at diferent galactocentric 
radius against Haardt and Madau (2012) (HM12) background feld at diferent redshifts. 

et al., 2014). To begin with, there were many more UV/X-Ray photons at earlier times. To illustrate this, 
I compare in Figure 5.1 the ISRF obtained from Millán-Irigoyen et al. (2020) at diferent galactocentric 
radius with the Haardt and Madau (2012) background for diferent redshifts. You do not have to go that 
far back in time (z = 1, which is roughly 8 Gyr ago1 ) to see how the UV background becomes comparable 
to the solar neighborhood ISRF. 

5. Observational constraints: Explicitly modelling the ISRF in diferent environments will greatly increase 
the predictive power of chemical evolution models. The estimated intensity of the radiation feld (e.g. 
computed by Mixclask) can be used as a self-consistency check and a probe to constrain the CEM 
parameters by direct comparison with observations at diferent wavelengths. This approach applies both 
to the calibration of internal model parameters, as well as to the estimation of physical properties of real 
galaxies. For example, Natale et al. (2022) predicted the Milky Way ISRF in order to compute the current 
SFR and stellar mass of our Galaxy. 

This list is by no means exhaustive, and it is only meant to illustrate some straightforward applications of 
our methodologies to other science cases related to galaxy formation and evolution. I therefore argue that a 
detailed treatment of the ISRF can shed light on multiple open problems in the feld: 

• Third, it is possible to compute the ISRF predicted by chemical evolution models and use it as initial 
condition to study diferent processes that take place within galaxies, as well as a theoretical prediction 
that can be used to constrain the model parameters and/or estimate the physical properties of a real 
galaxy from observational data. 

5.2 The technical side of this thesis 
The resources used are other element in common of these chapters. Figure 5.2 shows the main two computers 
used for this thesis. The laptop processor is an Intel-Core i7-6500U with four cores of 2.5 GHz while the desktop 
has also an Intel-Core i5-4570 with four cores of 3.2 GHz. The only exception is in 3.1.2.2, for the test case of 
the numerical code against Flash, which was performed in Astronomical Institute of the Czech Academy of 
Sciences. 

Each chapter presents a very diferent technical approach: First, I present analytical solutions that can be 
used as semi-analytical model of SNR. This is a cheaper method compared with full simulations, which is the 
selected method in chapter 3, which is attached with some approximations, such as spherical symmetry and 
precomputed tables for cooling/heating, as well as some techniques, such as AMR and rewriting some equations 
in spherical coordinates (see appendix C). 

Chapter 4 combines two public codes into a new one in order to enhance their predictions. In this case, the 
taxing part and all the optimization burden go to Cloudy and Skirt, while the communication between both 

1Assuming a fat universe with H0 = 69 km/s/Mpc, ΩΛ,0 = 0.7 and ΩM,0 = 0.3, the conversion to time since the Big Bang is s s 
2 ΩΛ,0 1 ΩΛ,0 1 

t(z) = p log[ ( )3 + ( )3 + 1] (5.1)
3H0 ΩΛ,0 ΩM,0 z + 1 ΩM,0 z + 1 

yielding {13.7, 8.5, 5.8, 3.2} Gyr for z = {0, 0.5, 1, 2} in Figure 5.1 
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Figure 5.2: Main computers used in the PhD. No supercomputers were harmed during the realization of this 
thesis. 

programs can be done with slower, yet easier to learn, programming languages such as python. The reader 
should realize that you can solve the same question, computing an ISRF, with your own code as well, as shown 
in appendix D, or even with analytical solutions (see Mathis et al., 1983; Delahaye et al., 2010). Therefore, I 
am able to claim the following: 

• Fourth, it is feasible to incorporate radiation without restrictive assumptions such as CIE, nor relying into 
computationally-expensive simulations that on-the-fy radiative transfer brings. 

Nevertheless, this does not mean that you can do everything in your personal computer. The computationally-
cheap argument breaks down when you need to do simulations in 3D or to include on-the-fy radiative transfer. 
3D simulations, or at least 2D ones, are a must when you are interested in instabilities, inhomogeneities and 
magnetic felds because they do not properly manifest in 1D simulations, although you can still use them as 
demonstrated in previous works (Slavin et al., 2015; Petruk et al., 2018; Pittard, 2019). On-the-fy radiative 
transfer brings the issue that you have to track the ionization state of gas alongside its own dynamics plus 
the radiation sources (mainly stars), which can be more complicated if the simulation follows chemical species 
instead of only gas. Actually, all these caveats can be summarized as you have to increase the number of 
equations required to solve numerically. 

However, an ISRF model, which can be done with Mixclask as commented previously, it is still useful even 
with an on-the-fy radiative transfer in a hydrodynamic simulation due to spectral and spatial resolution. On 
the spectral side, you have to add an extra equation per wavelength (or wavelength range, say, UV photons) 
for ray-tracing algorithms. In the case of monte-carlo ones, it is the sample of photon packets that has to be 
increased. Therefore, it becomes impractical to make an on-the-fy ISRF full spectra. On the spatial side, there 
are two cases: in lower scales, up to galactic scale, you still have to include an ERF, regardless of whether is the 
ISRF or the extragalactic background, both having an UV/X-ray part that should not be ignored. For bigger 
scales, galaxies may not be resolved and thus they will greatly beneft to have an ISRF attached into them to 
become a radiative source themselves. 
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5.3 Conclusions 
Within a galaxy, you fnd three major actors: dark matter, stars and the interstellar medium (ISM). The latter 
is further subdivided into gas, dust, cosmic rays, magnetic felds and the radiation that pervades the ISM. This 
dissertation puts the spotlight on radiative transfer and the interaction that the ISM has with light. To highlight 
the importance of radiative transfer, I include radiation into the well-studied problem of supernova remnant 
(SNR) evolution to illustrate the diferences and improvements over previous works in the literature. Then, I 
present a way to model the interstellar radiation feld (ISRF) for a given distribution of stars, gas and dust. 
All these works are made neither with very restrictive assumptions of radiation felds nor the computationally-
expensive on-the-fy radiative transfer. 

Chapter 2 frst reviews the basics of SNR, describing the classical evolutionary path along with the evolution 
in a low-density regime such as the hot ISM or elliptical galaxies. There, I present a formalism in terms of 
SNR energy balance as functions of new parameters I and T . The former is intimately related with total 
energy as E ∝ I2 , whereas the latter is a time that follows the deviation from the Sedov-Taylor solution. Both 
quantities are related with the time derivative. In order to derive analytical solutions, I use the swept-up ISM 
thermal energy by the SNR and its luminosity. On one hand, swept-up energy allows to merge the low-density 
SNR evolution with its classical path. On the other hand, the luminosity plays a greater role for deriving more 
sophisticated approximations of the canonical SNR evolution. In particular, a ∼ 15 % of SNR energy is radiated 
away before any proper radiative phase begins. After that, from the luminosity of a fully radiative shock, I am 
able to recover a of-set power-law reminiscent of the ansatz given by Ciof et al. (1988) that converges into the 
Pressure-Driven snowplough result at large times. Furthermore, these solutions are also tested against numerical 
simulations. Analytical solutions agree considerably well with a numerical SNR, but the parameterization used 
for the diferent SNR stages are unable to reproduce the discontinuity that occurs at the transition to the 
radiative phases because its luminosity was not modelled properly. 

Chapter 3 focuses on SNR under the efects of an external radiation feld (ERF), and expands the published 
results of Romero et al. (2021). In this aspect, an Eulerian hydrodynamic code is developed to run 1D simulations 
where cooling and heating is handled by interpolating tables. On the other hand, ERF are generated using the 
photoionization code Cloudy (Ferland et al., 2017) twice. First, I study SNR place in the solar neighborhood. 
In order to do that, I generate the mean intensity feld attenuated by an efective column density Nef from 1018 

−2to 1021 cm . Then, I use Cloudy again to create the cooling and heating tables for the numerical code. The 
efective column density represents how obscured the ionizing stars of the ISRF are from the environment where 
the SNR appears, and divides it into two regimes: At high Nef , the ISM is shielded from ionizing radiation, 
and its heating rate resembles the constant value advocated by Koyama and Inutsuka (2002). At low Nef , 
the heating rate prevents cooling at temperatures lower than ∼ 7000 K, which is labelled in the chapter as 
unshielded case. For solar neighborhood conditions, the usual SNR parameters used in the literature does not 
change signifcantly if the media is shielded or not. That is, its shock radius, R, SNR energy, E, and momentum 
p. However, there are important diferences between shielded and unshielded SNR for its luminosity and its 
shell structure. For the former, the SNR luminosity follows a diferent logarithmic slope after the SNR becomes 
radiative, which leads to a value several orders of magnitude higher for unshielded SNR. For the latter, the 
SNR thin-shell is unable to generate cold gas in the unshielded case. Moreover, at its very late stages, the shell 
becomes thicker over time. At the end of the chapter, I also present an academic exercise that answers what 
happens if heating and/or cooling are relevant for SNR evolution or not. From that point of view, there are four 
distinct regimes: radiative and adiabatic, which heating is irrelevant and resembles the classical SNR and Tang 
and Wang (2005) evolution, respectively; and critical and heated cases, where heating is always important, but 
cooling can, or cannot, be relevant, respectively. For these two cases, whose conditions are yet to be seen in 
a realistic context, albeit one single SNR happening there, no matter how unlikely it may be, will dictate the 
subsequent analysis of the galaxy evolution, specifcally for the heated SNR. 

Last chapter of this thesis revisits the submitted paper of Romero et al. (2022), devoted to the mod-
elling of the ISRF from a composition of stars, gas and dust. In that regard, I released a code called Mix-
clask (https://github.com/MarioRomeroC/Mixclask) that combines Cloudy with the monte-carlo radiative 
transfer code Skirt (Camps and Baes, 2020) to calculate the mean intensity feld at diferent positions. Mix-
clask works by asking Skirt to perform a simulation considering only stellar sources frst to make a frst guess. 
Then, this result is imported to Cloudy to predict the emissivity and opacity of a mixture of gas and dust as 
function of wavelength. Finally, Skirt is run again to make a new guess now adding the total contribution of 
stars, gas and dust. This process is repeated iteratively, calling both codes sequentially in order to make more 
accurate estimates of the mean intensity feld. To test this code, I designed a test case consisting of a black-body 
surrounded by a spherical shell of gas and dust with uniform density, reminiscent of a Hii region irradiated by a 
B star. Mixclask results are in excellent agreement against a standalone, spherically symmetric, Cloudy sim-
ulation. I also show how to use Mixclask for a realistic scientifc application by computing the ISRF of the 
Milky Way Galaxy (MWG). To do that, I utilize the chemical evolution models (CEM) of Mollá et al. (2017, 
2022) (Mulchem) and Millán-Irigoyen et al. (2020) (MMA). A CEM is a semi-analytical model that follows the 
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evolution of a galaxy in terms of the interstellar gas and stars. There are some diferences between Mulchem 
and MMA models. For the former, it predicts the evolution of many chemical elements in the ISM, whereas the 
latter tracks the formation and destruction of dust grains. Both models give broadly consistent ISRF compared 
with previous and phenomenological results from the literature, although both CEM underestimate the mid-IR 
emission. Furthermore, they also present notable diferences in their ISRF. In particular, they predict diferent 
stellar and dust emission and radial gradients between the UV to optical wavelengths. In any case, these results 
show the feasibility of including radiative transfer into a CEM. Their predictions can give more insight to the 
underlying physics of both CEM, increasing their predicting power, and in galaxies, being able to recreate ISRF 
for non-spiral galaxies. 

Having summarized the contents of this thesis, and putting everything into the same context, I hereby 
conclude: 

1. The luminosity of the SNR is a more suited quantity, compared with the energy and momentum injected 
into the ISM, for developing (semi-)analytical models and for tracking the SNR evolution. This is because 
it is able to discriminate if the SNR is shielded (or not) from radiation. 

2. Studies of the SNR evolution in diferent environments, in particular outside solar neighborhood, must 
include a treatment of the ERF permeating the surroundings of the SNR. 

3. It is possible to compute the ISRF predicted by chemical evolution models and use it as initial condition 
to study diferent processes that take place within galaxies, as well as a theoretical prediction that can 
be used to constrain the model parameters and/or estimate the physical properties of a real galaxy from 
observational data. 

4. It is feasible to incorporate radiation without restrictive assumptions nor relying into computationally-
expensive simulations that on-the-fy radiative transfer brings. 

5.4 Conclusiones 
En una galaxia, hay tres actores importantes: materia oscura, estrellas y el medio interestelar (ISM, por sus 
siglas en inglés). Este ´ osmicos, campos magn´ ultimo se subdivide en gas, polvo, rayos c´ eticos y el campo de 
radiación que atraviesa el ISM. Esta tesis pone el foco en el transporte radiativo y en la interacción que el ISM 
tiene con la luz. Para destacar la importancia del transporte radiativo, incluyo radiación en la evolución de los 
remanentes de supernova (SNR, en inglés), un problema bien estudiado, para recalcar las diferencias y mejoras 
frente a trabajos previos en la literatura. Después, presento una forma de modelar el campo de radiación 
interestelar (llamado ISRF en inglés) para una distribución concreta de estrellas, gas y polvo. Todos estos 
trabajos se han realizado sin recurrir a aproximaciones muy restrictivas del campo de radiación ni aplicando 
transporte radiativo sobre la marcha porque es caro computacionalmente. 

El caṕıtulo 2 empieza revisando los fundamentos de los SNR, describiendo la evolución clásica junto con la 
que se produce en medios de baja densidad tales como el ISM caliente o en galaxias eĺıpticas. Ah́ı presento un 
formalismo en términos del balance energético de los SNR como funciones de dos nuevos parámetros I y T . El 
primero esta ́ıntimamente relacionado con la enerǵıa total como E ∝ I2 , mientras que el segundo es un tiempo 
que sigue como se desv́ıa la evolución de la solución de Sedov-Taylor. Ambas cantidades están relacionadas 
con la derivada temporal. A la hora de obtener soluciones anaĺıticas, uso la enerǵıa térmica barrida del ISM 
por el SNR y su luminosidad. Por una parte, la enerǵıa barrida permite juntar la evolución de SNR en medios 
poco densos con el camino clásico. Por otra parte, la luminosidad juega un papel mayor a la hora de derivar 
aproximaciones más sofsticadas de la evolución canónica de SNR. En concreto, sobre ∼ 15 % de la enerǵıa del 
SNR se radia antes de que empiece una fase radiativa. Después de eso, soy capaz de recuperar una solución de la 
ley de potencias desplazada que recuerda al ansatz dado por Ciof et al. (1988) que converge al resultado la fase 
conocida en inglés como Pressure-Driven snowplough a tiempos grandes. Las soluciones anaĺıticas coinciden 
considerablemente bien con SNR numéricos, pero la parametrización usada para las distintas fases es incapaz 
de reproducir la discontinuidad que ocurre en la transición a las fases radiativas porque la luminosidad no fue 
modelada correctamente. 

El caṕıtulo 3 se enfoca en SNR bajo los efectos de un campo de radiación externo (bautizado en inglés 
como ERF), y expande los resultados publicados de Romero et al. (2021). En este aspecto, se desarrolla un 
código hidrodinámico Euleriano para correr simulaciones en 1D donde el enfriamiento y el calentamiento se trata 
interpolando tablas. Por otra parte, los ERF son generados usando el código de fotoionización Cloudy (Ferland 
et al., 2017) dos veces. En primer lugar, estudio SNR localizadas en la vecindad solar. Para empezar, creo el 

−2campo de radiación promedio atenuado por una densidad de columna efectiva, Neff , de 1018 hasta 1021 cm . 
Después, uso Cloudy de nuevo para crear las tablas de enfriamiento y calentamiento para el código numérico. La 
densidad de columna efectiva representa como de bloqueada esta la radiación proveniente de estrellas ionizantes 
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en el ISRF del entorno donde aparece el SNR, y divide el mismo en dos regiones: Para Neff altos, el ISM esta 
protegido de radiación ionizante, y su tasa de calentamiento recuerda al valor constante propuesto por Koyama 
and Inutsuka (2002). Para Neff bajos, la tasa de calentamiento evita el enfriamiento para temperaturas 
inferiores a ∼ 7000 K, que se ha denotado como caso no-protegido, o expuesto. Para la vecindad solar, los 
parámetros habituales para SNR usados en la literatura no cambian signifcativamente con respecto a si el medio 
esta protegido o no de radiación. Estos parámetros son, su radio de choque, R, la enerǵıa, E, y el momento, 
p del SNR. Sin embargo, si hay cambios importantes en la luminosidad del SNR aśı como la estructura de 
su capa. Para empezar, la luminosidad presenta una pendiente logaŕıtmica distinta cuando el SNR se vuelve 
radiativo, siendo varios ´ on.ordenes de magnitud superior para el caso donde el SNR esta expuesto a radiaci´ 
Además, el SNR es incapaz de generar gas fŕıo en la capa fna que forma. Es más, en etapas muy tardias de 
su evolución, la capa se va volviendo más gruesa progresivamente. Al fnal del caṕıtulo, también presento un 
ejercicio académico que trata de responder a qué pasaŕıa si el calentamiento y/o el enfriamiento son relevantes 
para la evolución de SNR. Desde ese punto de vista, hay cuatro reǵımenes: radiativo y adiabático, donde el 
calentamiento es irrelevante y recuerda a la evolución clásica de SNR y a la propuesta por Tang and Wang (2005), 
respectivamente; y cŕıticos y calentados, donde el calentamiento es siempre importante, pero no necesariamente 
el enfriamiento. Para estos dos ultimos casos, todavıa pendientes de que se vean en un contexto realista, un´ ´ 
´ ´ a el análisis posterior de la evolución de una unico SNR ocurriendo ahı, por muy improbable que sea, dictar´ 
galaxia, sobre todo para SNR calentados. 

El ´ ´ ´ultimo capıtulo de esta tesis revisita el artıculo enviado de Romero et al. (2022), centrado en la mod-
elización del ISRF a partir de una composición de estrellas, gas y polvo. En este aspecto, he liberado un código 
llamado Mixclask (https://github.com/MarioRomeroC/Mixclask) que combina Cloudy con el código de 
transporte radiativo, basado en métodos monte-carlo,Skirt (Camps and Baes, 2020) para calcular el campo 
de radiación promedio en distintas posiciones. Mixclask funciona llamando a Skirt para hacer una primera 
estimación del campo de radiación considerando sólo fuentes estelares. Después, el resultado se importa a 
Cloudy para predecir la emisividad y opacidad de una mezcla de gas y polvo en función de la longitud de 
onda. Finalmente, se ejecuta de nuevo Skirt para hacer una nueva estimación con la contribución total de 
estrellas, gas y polvo. El proceso se repite de manera iterativa, llamando a ambos códigos de manera secuencial 
para hacer estimaciones más precisas del campo de radiación promedio. Para testear este código, he diseñado 
un caso de prueba que consiste en un cuerpo negro rodeado de una corona esférica de gas y polvo a densidad 
uniforme, que recuerda una región Hii irradiada por una estrella de tipo B. Los resultados de Mixclask son 
prácticamente idénticos frente a los generados por una simulación de Cloudy por si sola asumiendo simetŕıa 
esférica. También muestro como usar Mixclask para un caso cient́ıfco más realista calculando el ISRF de la 
Vı́a Láctea. Para ello, utilizo los modelos de evolución qúımica (CEM, por sus siglas en inglés) de Mollá et al. 
(2017, 2022) (Mulchem) y de Millán-Irigoyen et al. (2020) (MMA). Un CEM es un modelo semi-anaĺıtico que 
sigue la evolución de una galaxia en términos de las estrellas y gas interestelar. Para los modelos de Mulchem 
y MMA hay algunas diferencias, ya que el primero predice las abundancias totales del ISM para bastantes 
elementos qúımicos, mientras que el segundo traza la creación y destrucción de los granos de polvo. Ambos 
modelos dan ISRF consistentes con resultados anteriores, fenomenológicos, de la literatura, aunque ambos CEM 
subestiman la emisión en el IR medio. Además, estos modelos presentan diferencias notables en sus ISRF. En 
particular, predicen distinta emisión de estrellas y polvo, aśı como un gradiente radial diferente en el UV y en el 
óptico. En cualquier caso, los resultados demuestran la posibilidad de incluir transporte radiativo en un CEM. 
Sus predicciones podŕıan dar más información acerca de las f́ısicas añadidas en los CEM, aumentando su poder 
predictivo, y en galaxias, pudiéndose recrear ISRF en galaxias no espirales. 

Habiendo resumido el contenido de esta tesis, y poniendo todo bajo el mismo contexto, concluyo: 

1. La luminosidad del SNR es una cantidad más idónea, en comparación con la enerǵıa y momento inyectado 
al ISM, para desarrollar modelos (semi) anaĺıticos y para trazar la evolución del SNR. Esto es debido a 
que es capaz de discriminar si el SNR esta protegido (o no) de la radiación. 

2. Los estudios de SNR en distintos entornos, en particular fuera de la vecindad solar, deben incluir un 
tratamiento del ERF que esta presente en los alrededores del SNR. 

3. Es posible calcular el ISRF predicho por modelos de evolución qúımica y usarlos como condición inicial 
para estudiar distintos procesos que tienen lugar en galaxias, aśı como una predicción teórica que puede 
usarse para restringir parámetros en modelos y/o estimar las propiedades f́ısicas de una galaxia real a 
partir de datos observacionales. 

4. Es viable incorporar radiación sin necesidad de suposiciones restrictivas ni recurriendo a simulaciones 
computacionalmente costosas que implican el transporte radiativo sobre la marcha. 

67 

https://github.com/MarioRomeroC/Mixclask


-

Bibliography 

L. S. Aramyan, A. A. Hakobyan, A. R. Petrosian, V. de Lapparent, E. Bertin, G. A. Mamon, D. Kunth, T. A. 
Nazaryan, V. Adibekyan, and M. Turatto. Supernovae and their host galaxies - IV. The distribution of 
supernovae relative to spiral arms. Monthly Notices of the Royal Astronomical Society, 459(3):3130–3143, 
July 2016. doi: 10.1093/mnras/stw873. 

B. Arbutina. Evolution of Supernova Remnants. Publications de l’Observatoire Astronomique de Beograd, 97: 
1–92, Dec. 2017. 

D. A. Badjin, S. I. Glazyrin, K. V. Manukovskiy, and S. I. Blinnikov. On physical and numerical instabilities 
arising in simulations of non-stationary radiatively cooling shocks. Monthly Notices of the Royal Astronomical 
Society, 459(2):2188–2211, June 2016. doi: 10.1093/mnras/stw790. 

M. Baes, J. I. Davies, H. Dejonghe, S. Sabatini, S. Roberts, R. Evans, S. M. Linder, R. M. Smith, and W. J. G. de 
Blok. Radiative transfer in disc galaxies - III. The observed kinematics of dusty disc galaxies. Monthly Notices 
of the Royal Astronomical Society, 343(4):1081–1094, Aug. 2003. doi: 10.1046/j.1365-8711.2003.06770.x. 

L. V. Barkhudaryan, A. A. Hakobyan, A. G. Karapetyan, G. A. Mamon, D. Kunth, V. Adibekyan, and M. Tu-
ratto. Supernovae and their host galaxies - VI. Normal Type Ia and 91bg-like supernovae in ellipticals. 
Monthly Notices of the Royal Astronomical Society, 490(1):718–732, Nov. 2019. doi: 10.1093/mnras/stz2585. 
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S. Jiménez, G. Tenorio-Tagle, and S. Silich. The full evolution of supernova remnants in low- and high-
density ambient media. Monthly Notices of the Royal Astronomical Society, 488(1):978–990, Sept. 2019. doi: 
10.1093/mnras/stz1749. 

H. M. Johnson and J. M. MacLeod. The Spatial Distribution of Supernovae in Galaxies. Publications of the 
Astronomical Society of the Pacifc, 75(443):123, Apr. 1963. doi: 10.1086/127915. 

P. Jonsson. SUNRISE: polychromatic dust radiative transfer in arbitrary geometries. Monthly Notices of the 
Royal Astronomical Society, 372(1):2–20, Oct. 2006. doi: 10.1111/j.1365-2966.2006.10884.x. 

J.-h. Kang, B.-C. Koo, and C. Salter. An Old Supernova Remnant within an H II Complex at l ≈ 173°: FVW 
172.8+1.5. The Astronomical Journal, 143(3):75, Mar. 2012. doi: 10.1088/0004-6256/143/3/75. 

B. W. Keller, J. Wadsley, S. M. Benincasa, and H. M. P. Couchman. A superbubble feedback model for 
galaxy simulations. Monthly Notices of the Royal Astronomical Society, 442:3013–3025, Aug. 2014. doi: 
10.1093/mnras/stu1058. 

C.-G. Kim and E. C. Ostriker. Momentum Injection by Supernovae in the Interstellar Medium. The Astrophysical 
Journal, 802:99, Apr. 2015. doi: 10.1088/0004-637X/802/2/99. 

C.-G. Kim, E. C. Ostriker, and R. Raileanu. Superbubbles in the Multiphase ISM and the Loading of Galactic 
Winds. The Astrophysical Journal, 834:25, Jan. 2017. doi: 10.3847/1538-4357/834/1/25. 

V. V. Korolev, E. O. Vasiliev, I. G. Kovalenko, and Y. A. Shchekinov. Dynamics of a supernova envelope in a 
cloudy interstellar medium. Astronomy Reports, 59(7):690–708, July 2015. doi: 10.1134/S1063772915070057. 

71 
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Appendix A 

Default Cloudy Abundances used in 
this Thesis 

Table A.1 shows default abundances and depletion factors used in this chapter. These values, and references for 
each number, can be found in Tables 7.4 and 7.8 of Cloudy documentation, hazy 1. For the case of abundances 
gass, Cloudy data is based on Grevesse et al. (2010) distribution. In addition, you can also reproduce these 
values, except the depletion factors, by running Cloudy with the input displayed in Table A.2 
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Element abundances gass abundances ism Depletion factor 
H 0.00 0.00 ≈ 0.00 
He −1.07 −1.01 0.00 
Li −10.95 −10.27 −0.08 
Be −10.62 −35.93 −0.22 
B −9.30 −10.05 −0.89 
C −3.57 −3.60 −0.40 
N −4.17 −4.10 0.00 
O −3.31 −3.50 −0.22 
F −7.44 −7.70 −0.52 
Ne −4.07 −3.91 0.00 
Na −5.76 −6.50 −0.70 
Mg −4.40 −4.90 −0.70 
Al −5.55 −7.10 −2.00 
Si −4.49 −5.50 −1.52 
P −6.59 −6.80 −0.60 
S −4.88 −4.49 0.00 
Cl −6.50 −7.00 −0.40 
Ar −5.60 −5.55 0.00 
K −6.97 −7.96 −0.52 
Ca −5.66 −9.39 −4.0 
Sc −8.85 −35.93 −2.30 
Ti −7.05 −9.24 −2.10 
V −8.07 −10.00 −2.22 
Cr −6.36 −8.00 −2.22 
Mn −6.57 −7.64 −1.30 
Fe −4.50 −6.20 −2.00 
Co −7.01 −8.23 −2.00 
Ni −5.78 −7.74 −2.00 
Cu −7.81 −8.82 −1.00 
Zn −7.44 −7.70 −0.60 
DT G −2.18 −2.19 
qP AH −2.40 −2.40 

Table A.1: Decimal logarithm of diferent magnitudes. Second and third columns are number densities con-
sidered under the abundances ... command, for nH = 1.0 cm−3 . Fourth column is the depletion factor of 
chemical elements into grains (i.e.: fraction of mass that remains in gaseous phase). Last two rows are the 
default values of the dust-to-gas and pah-to-dust ratios, which are also included for completeness. 

Commands Comments 
# INPUT 
hden 0 
abundances gass 
grains ism 
grains pah 
set pah constant 
table ism 
# OUTPUT 
stop zone 1 
save abundances "composition.txt" last 
save grain D/G ratio "DTG.txt" last units nm 

−3nH,0 = 1 cm 
Change for abundances ism no grains for the other column. 
Adds grains proper of the Galactic ISM 
Adds Polycyclic Aromatic Hydrocarbons (PAH) 
distributes PAH uniformly across the cloud 
Interstellar radiation feld 

Stops the calculation after frst subregion in the cloud 
Generates second (third) column in Table A.1 
Generates last two rows of Table A.1 

Table A.2: Cloudy input needed to create most of Table A.1. 
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Appendix B 

Adiabatic Spherical Blastwaves 

A spherical blastwave is a shock that has been generated by a point source (e.g.: an explosion) and, because 
of geometry, you can establish a shock radius R(t). These entities are a bit more complex than typical shocks 
that you can encounter in textbooks because these leave a spherical cavity inside R with some particularities 
in the structure which, for the case of SNR, it is relevant as it is a source of hot ISM gas. 

B.1 Shock jump conditions 
A shock consists in a sharp jump in all hydrodynamic magnitudes that, in case of the Euler equations (3.1)-(3.3), 
are mathematical discontinuities. In that regard, you can solve exactly for the particular case of a shock with 

dRvelocity vs = that separates its close surroundings into a pre-shock (or ambient) medium with (ρ0, v0, P0)dt 
and the post-shock material (ρ1, v1, P1). 

For an adiabatic shock-wave, fuxes (3.9) of mass, momentum and energy are conserved. In the rest frame 
′ of the shock (i.e.: any velocity is related with v0 and v1 as v = v − vs), this means 

′ ′ ρ0v = ρ1v (B.1)0 1 
2 2′ ′ ρ0v + P0 = ρ1v + P1 (B.2)0 1 

′ ′ v0(ϵ0 + P0) = v1(ϵ1 + P1) (B.3) 

where ϵ is the total energy density of the gas 

ϵ =
1 
ρv2 + 

P 
(B.4)

2 (γ − 1) 

Note that this is (3.4) with energy as its left-hand term. Then, you can fnd a solution for {ρ1, v1, P1}, assuming 
that v0 = 0 

(γ+1)ρ1 = ρ0 (B.5)(γ−1)+2M−2 

2 v1 = (1 −M−2)vs (B.6)γ+1 
2γP1 = [1 + (M2 − 1)]P0 (B.7)γ+1 

where M is the Mach number (2.1). These equations are the Rankine-Hugoniot conditions. 
A very useful simplifcation comes for strong shocks, giving 

γ+1ρ1 = γ−1 ρ0 (B.8) 
2v1 = vs (B.9)γ+1 

2γ 2 2= M2P0 = (B.10)P1 γ+1 γ+1 ρ0vs 

From here, we can deduce two important properties to take advantage. First, post-shock density always saturates 
5to a constant number (e.g.: to 4ρ0 for γ = ). Second, the other two quantities, v1 and P1, has a linear and3 

quadratic dependence, respectively, with shock velocity vs. 

B.2 Internal structure 
In order to obtain a solution for the internal structure, it is common to search for self-similar solutions of Euler 
equations, that is: 

y(r, t) = Ξ(r) (t) (B.11) 
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where y is an arbitrary hydrodynamic quantity, with a similar meaning as found in Chapter 3. 
In general, Euler equations (3.1)-(3.3) do not accept these kind of solutions. Nevertheless, we can still try 

to fnd approximate solutions from (B.11). Following the methodology of Ostriker and McKee (1988) to derive 
approximate radial profles, we can take an ansatz for density, velocity and pressure: 

ρ = ρ1[(1 − ρ3) + ρ3r̂ρ2 ] (B.12) 
v = v1r̂  (B.13) 

P = P1[(1 − P3) + P3r̂
P2 ] (B.14) 

rwhere r̂ = R , and {ρ1, v1, P1} are the post-shock values reigned by the Rankine-Hugoniot conditions (B.8)-
(B.10). Those expressions imply that we can write the suggested radial profles as 

σ y(r, t) =  (vs(t))Ξ(r̂) ∝ v Ξ(r̂) (B.15)s 

where σ = {0, 1, 2} for y = {ρ, v, P }. 
The other four parameters of ρ and P are unknowns to be derived from four equations. First two comes 

from the mean density and pressure of the sphere with radius R: 

1 R R 1 ρ3ρ̄ = ρdV = 3 ρ(r̂)r̂2dr̂ = 3ρ1[ 1−ρ3 + ] (B.16)V V 0 3 ρ2+3R R 1¯ 1 2dr̂ = 3P1[ 1−P3 P3P = P dV = 3 P (r̂)r̂ + ] (B.17)V V 0 3 P2 +3 
(B.18) 

¯and both ρ̄ and P are related with ISM swept-up mass and thermal energy, or pre-shock values, labelled with 
subindex 0 

Mρ̄ = = ρ0 (B.19)V 
¯ Eth 3E0P = (γ − 1) = εth(γ − 1) (B.20)V 4πR3 

P̄  2 4χE0where εth ≃ 0.717. In particular, it is useful to compute , use (B.10) and to exploit that R3v = forP1 s 25ρ0 
Sedov-Taylor blastwaves 

P̄ 75εth(γ
2 − 1) 

= (B.21)
P1 32πχ 

Last two equations to derive the unknowns need to introduce a radial logarithmic derivative frst 

∂ ln(f) ∂ ln(fr)
f ∗ ≡ = (B.22)

∂ ln(r) ∂ ln(r̂) 

to simplify the Euler equations of mass (3.5) and momentum (3.7). Partial derivatives of time and position are, 
using Sedov-Taylor velocity (2.8) to remove vs 

∂f f f∗ = (B.23)∂r r̂R 
∂f ∂vs= f [ σ − vs f∗] = − f [3σ + 2f∗] (B.24) ∂t vs ∂t R 5t 

so Euler equations are now 

2 ρ∗ v ∗)= (2 + ρ∗ + v (B.25)5t xR 
ρv ρv2 

P ∗(2ρ∗ + 2v ∗ + 3) = (ρ∗ + 2v ∗) + P (B.26)5t xR rRˆ 
(B.27) 

previous equations can be further simplifed by computing the logarithmic derivatives of (B.12)-(B.14) 

ρ1ρ2ρ3r̂ρ∗ = 
ρ2 

(B.28)ρ 
∗ v = 1 (B.29) 
P1P2P3r̂P ∗ = 

P2 
(B.30)P 

introducing them into (B.25) and (B.26) 

2 ρ2ρ3 = v1 (3 + ρ2ρ3) (B.31)5t R 
ρ1v1 ρ1 v1(2ρ2ρ3 + 5) = 

2 
(ρ2ρ3 + 2) + P1 (B.32)5t R R P2P3 
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where I take r̂  = 1 as well to place this equation into the shock radius, where you can apply (B.8)-(B.10), plus 
2 v for Sedov-Taylor shocks, to reach the fnal equations s= 5t R 

ρ2ρ3 = 2 (3 + ρ2ρ3)γ+1 (B.33) 

P2P3 = 2ρ2ρ3(γ−1)+5γ−3 
2(γ−1) (B.34) 

Solving (B.16) and (B.33) leads to 
6 

γ−1ρ = ρ1 ̂r (B.35) 
6That is, ρ2 = γ−1 and ρ3 = 1, which is the One Power Approximation solution of Ostriker and McKee (1988). 

Likewise, pressure parameters come from solving (B.17) and (B.34), obtaining 
¯ 
1 

P5γ+9−6(γ−1)(1− )PP2 (B.36)= ¯ 
1 

P2(γ−1)(1− )P 

¯ 
1 

P(5γ+9)(1− )PP3 (B.37)= ¯ 
1 

P5γ+9−6(γ−1)(1− )P 

5In the case of γ = 3 , radial pressure can be written as 

P1 22)P ≈ (2 + 3r̂ (B.38)
5 

5Next, let me compute the radial profles of number density and temperature for a monoatomic gas (γ = ).3 
Number density is straightforward 

4ρ0 9 n(r̂) = r̂  (B.39) 
µmH 

where µ ≈ 0.6 is the mean atomic weight and mH the Hydrogen mass. Temperature is 

P µmH 13)T (r) = ≈ P1(2r̂ −9 + 3r̂ (B.40)
nkB 20ρ0kB 

being kB the Boltzmann constant. 

B.2.1 Validating approximate profles 
From this derivation, I have obtained 

9ρ = ρ1r̂  (B.41) 
v = v1r̂  (B.42) 
P1 22)P = (2 + 3r̂ (B.43)5 

Figure B.1 compares this ansatz with a numerical Sedov-Taylor profle with an ISM number density n0 = 1 
cm−3 and E0 = 1051 erg. All profles give a reasonable approximation to the numerical results, but velocity is 
overestimated. 

Alternatively, you can also compute kinetic and thermal energies of the blastwave from (B.41)-(B.43). For a 
Sedov-Taylor shock, kinetic and thermal energies are constant in time, with Ek = 0.283E0 and Eth = 0.717E0. 
On the other hand, ansatz (B.41)-(B.43) yields: R 

1 9πχ = ρv2 dV = = 0.323E0 (B.44)Ek 2 V 175 E0R 
3 354πχ Eth = P dV = E0 = 0.712E0 (B.45)2 V 3125 

This way, we know that pressure profle (B.43) is a great approximation with less than 1% of error, while density 
and velocity profles are still good with a 15% error. 
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Figure B.1: Approximate density, fuid velocity and pressure profles (solid line) against a numerical simulation 
(dashed line) at t = 34 kyr, during the Sedov-Taylor phase of a SNR with ISM density of 1 cm−3 and E0 = 
1051 erg. 
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Appendix C 

Euler Time Derivatives in Cylindrical 
and Spherical Coordinates 

Here I show the full derivation for converting the Euler equations (3.5)-(3.7) into time derivatives (3.11). This 
is not the only option to generate these derivatives for cylindrical and spherical coordinates in 1D hydrody-
namical simulations. For the interested reader, I refer to Wang and Johnsen (2017) for a discussion of diferent 
approaches. 

In 3D, you can write mass (3.5) and energy (3.6) Euler equations in this manner: 

∂y 
+ ⃗ ⃗∇ · f = U (C.1)

∂t 

⃗where y = {ρ, ϵ}, f its fuxes and U the source terms. If we take the volume integral and apply the Divergence 
theorem to the fux term we have: Z I Z 

d 
y dV + f⃗  · dA⃗ = U dV (C.2)

dt V ∂V V 

Provided that space discretization is good enough (i.e. we can consider y and U to be a constant within the 
volume, which can be a cell), then I 

dyi 1 ≈ − f⃗  · dA⃗ + Ui (C.3)
dt ∆V ∂V 

∆V is the cell volume 
kq q+1 q+1∆V = (r − r ) (C.4)1 1i−i+q + 1 2 2 

where q = {1, 2} and kq = {2π, 4π} for cylindrical and spherical coordinates, respectively; ri± 
location of the left and right interface of the current i cell. Under spherical/cylindrical symmetry, the surface 

1 
2 
denotes the 

⃗integral is easy to evaluate, as f is constant and normal to the cell surface: I 
q (+) q (−)

f⃗ · dA⃗ = kq f − r f(r ) (C.5)1 1i ii−i+ 2 2∂V 

Combining previous two equations into (C.3), we get a fnite-diference formula: 

q (+) q (−)− rf frdyi 1 1i ii−i+ 2 2 = −(q + 1) + Ui (C.6)q+1 q+1dt − rr 1 1i−i+ 2 2 

This formula applies to mass, energy and entropy if dual energy formalism is included (see 3.1.1.3). 
On the other hand, Euler equation for momentum is trickier. Equation (3.7) in vector notation reads like 

this 
dρv 

+ ∇⃗ (ρv2 ûr + P ) = U (C.7)
dt 

where v denotes the velocity in the radial direction, and ûr is its unitary vector. We can repeat the same logic 
as above if we move the pressure to the right side of the equation, and consider its gradient as an extra source 
term. This leads to 

q (+) q (−)
(ρv2)i − r

i− (ρv
2)ird 1 1i+ 2 2(ρv)i = −(q + 1) −∇P + Ui (C.8)q+1 q+1dt − rr 1 1i+ 
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and ∇P is a fnite-diference 
(+) (−)

∂P P − Pi i∇P = ≈ (C.9)
− ri−∂r ri+ 1 1 

2 2 

In order to recover an expression like (C.6), where fuxes are involved, I add and subtract this term 

q (+) q (−)− rP Pr 1 1i ii−i+ 2 2− (q + 1) (C.10)q+1 q+1− rr 1 1i−i+ 2 2 

Hence 
q (+) q (−)

(ρv2 (ρv2−r+P ) +P )r 1 1i ii−d (ρv)i = −(q + 1) i+ 

dt 
2 2 +q+1 q+1−rr 1 1i−i+ 

q (+) q (−) 
2 2 

−rP Pr (+) (−)1 1i i −PPi−i+
2 2 − i 

i+ 

i 

i− 
+ Ui+(q + 1) (C.11)q+1 q+1 −r−r r 1 1r 1 1i−i+ 2 2

2 2 

where the second and third terms of the right-hand side is the geometric term, G, from (3.12). 
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Appendix D 

Proof-of-Concept of a Radiative 
Transfer Code 

A radiative transfer code was written before dropping it in favour of developing Mixclask. The purpose of 
this appendix is to make record of the existence of this code by outlining how it works and some test cases that 
a reader may fnd useful. This code has a Github1 repository, dubbed NaiveRT (hereinafter NRT). 

NRT is a ray-tracing C++ code that computes the mean intensity, defned as Z Z π Z 2π1 1 
Jλ = IλdΩ = Iλ(ϕ, θ) sin(θ) dϕdθ (D.1)

4π 4π 0 0 

Jλ is obtained in 2D under the assumption of axial symmetry. In that regard, NRT needs a (R, z) map of 
the emissivity, jλ, and opacity, αλ. These parameters are needed from the radiative transfer equation (1.11) 
without photon addition due to scattering: 

dIλ 
= jλ − αλIλ (D.2)

ds 

When an input has been provided, it computes Iλ(R, z, ϕ, θ) by solving (D.2) in several lines of sight (ϕ, θ) 
for each point (R, z) given by the input using a Dormand-Prince integrator. In that regard, NRT considers lines 
that cross both the point (R, z) and a sphere centered in the origin (0, 0) with radius p 

r = R2 + z2 (D.3)max max 

That is, the diagonal of the simulation domain, and it is also the radius of the sphere that contains it. NRT 
fnds the Cartesian coordinates where the line of sight crosses the sphere and computes the distance s to the 
(R, z) point. These computations give two valid solutions because they correspond to two diferent directions. 
First one gives the value of Iλ for (ϕ, θ) whereas the second one has angles (ϕ + π, π − θ). This approach allows 
to loop ϕ between 0 an π instead to 2π. 

Finally, mean intensity can be computed from (D.1) by summing pairs of I per (ϕ, θ) as X1 
Jλ(R, z) ≈ [Iλ(R, z, ϕ, θ) + Iλ(R, z, ϕ + π, π − θ)] sin(θ)∆ϕ∆θ (D.4)

4π 
ϕ,θ 

D.1 Some test cases 
One of the most easiest solutions to try is to solve the radiative transfer equation with {αλ, jλ} set to constants 
diferent to 0. That assumption gives the solution 

jλ jλ
Iλ(s) = + [Iλ(0) − ]e −αλs (D.5)

αλ αλ 

where s denotes the distance between the point and the simulation border. Although computing Jλ from (D.1) 
is not trivial with (D.5), you can simplify above solution by taking s → ∞ (i.e.: far from the border), so 
Jλ = jλ/αλ. 

1https://github.com/MarioRomeroC/NaiveRT 
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Figure D.1: Diagonal profles (i.e.: Points along the line R = z) of both cases proposed in D.1, along with its 
analytical solution. All quantities are in favourite units. 

On the other hand, you can also fnd analytical solutions with αλ = 0 because Iλ is just the integral of jλ 
in the line of sight. For example, take a discrete source centered at the origin, which have an emissivity 

δ(s)
jλ = jλ,0 (D.6)

4πs2 

where δ is the Dirac Delta function, and s the distance to the source. Integrating Iλ and then Jλ is now trivial, 
giving 

jλ,0
Jλ = (D.7)

4πs2 

Figure D.1 shows how well NRT performs against these two simple cases in a simulation box of Rmax = 
zmax = 100 in the diagonal axis (i.e.: z = R) to cover the maximum distance inside the domain.All results are 
in favourite units and for an arbitrary wavelength. Left panel displays the case where the whole region have a 
constant jλ = 2 and αλ = 0.08, yielding an analytical solution of Jλ = 25. The agreement is very good until 
s = 50 where border efects start to be important. On the other hand, NRT struggles to handle the point source 
far from it. This suggested that launching rays into several directions needed a much more refned approach to 
deal with discrete sources. 

Although this code is functional, it was decided to not develop it further and use Skirt instead because it 
would take a very long time to reproduce the same results of Chapter 4 with an own code. 
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